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Abstract—Next generation wireless communication systems
are expected to combine millimeter-wave communication with
massive multi-user multiple-input multiple-output technology.
All-digital base-station implementations for such systems need
to process high-dimensional data at extremely high rates, which
results in excessively high power consumption. In this paper,
we propose two-stage spatial equalizers that first reduce the
problem dimension by means of a hardware-friendly, low-
resolution linear transform followed by spatial equalization on a
lower-dimensional signal. We consider adaptive and non-adaptive
dimensionality reduction strategies and demonstrate that the
proposed two-stage spatial equalizers are able to approach the
performance of conventional linear spatial equalizers that directly
operate on high-dimensional data, while offering the potential to
reduce the power consumption of spatial equalization.

I. INTRODUCTION

In order to meet the ever-growing demand for higher
communication data-rates, next generation wireless systems are
anticipated to combine millimeter-wave (mmWave) communica-
tion [1] with massive multi-user multiple-input multiple-output
(MU-MIMO) technology [2]. The abundance of bandwidth at
mmWave frequencies, together with the fine-grained beamform-
ing capabilities of massive MU-MIMO systems, enables high-
throughput communication with several user equipments (UEs)
in the same time-frequency resource. Such emerging systems
require base-stations (BSs) that are equipped with hundreds
of antenna elements, where each antenna must process data at
extremely high rates using computationally-complex baseband-
processing circuitry. As a result, power consumption is a key
concern when designing practical BSs for mmWave massive
MU-MIMO systems.

To arrive at energy-efficient mmWave MU-MIMO BS
designs, hybrid analog-digital solutions [3]–[5] have been
proposed in the past. However, such hybrid approaches are
limited in their spatial multiplexing capabilities [5]–[7], which
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reduces their spectral efficiency. All-digital BS architectures [8]–
[10] are able to overcome this issue, but are commonly
ascertained as energy inefficient. Recent results [7], [9] have
shown that, by reducing the resolution of the data converters,
the power consumption of radio-frequency (RF) circuitry and
data converters in all-digital BS architectures is comparable
to that of hybrid solutions. Furthermore, hybrid architectures
require a non-trivial design effort for the analog circuitry. In
contrast, all-digital architectures minimize the amount of RF
circuitry which simplifies migration to the newest CMOS
technology nodes. Nonetheless, the power consumption of
baseband processing in all-digital BS architectures is—at this
time—largely unexplored.

A. All-Digital Spatial Equalization

In the uplink (UEs transmit to BS), all-digital spatial equal-
ization processes the signals coming from the data converters
at the B BS antennas to recover the signals transmitted by
each of the U UEs. Linear spatial equalization amounts to
performing a complex-valued matrix-vector product between
a U ×B equalization matrix with each vector sampled at the
B BS antennas. For a system with B = 256 BS antennas
and U = 16 UEs, a single matrix-vector product at a rate of
2G samples/s already consumes 28W in 28 nm CMOS [11].
For future systems that operate at higher bandwidths, or with
more BS antennas or UEs, the power consumption will increase
even further. Evidently, efficient spatial-equalization circuitry
is necessary to reduce the power consumption of all-digital BS
architectures without compromising spectral efficiency.

One way of reducing the power consumption of matrix-
vector products is to decrease the bit resolution of their
composing multiplications and additions. Existing work has
mainly concentrated on using low-resolution (e.g., 1-bit to
8-bit) analog-to-digital converters at the BS antennas [5], [7]–
[9], [12], [13], which reduces the precision of the received
vectors. However, the spatial equalization matrix is typically
represented with high-resolution numbers, e.g., 10-bit to 12-bit
[14], [15]. In order to exploit this insight, we proposed in [11]
to use matrices with low-resolution entries—a new paradigm
we refer to as finite-alphabet equalization. When compared to
traditional, high-resolution equalization, finite-alphabet equal-
ization reduces power consumption by at least 3.9× when



using 1 bit of resolution to represent the beamforming weights,
and offers competitive performance when using as few as
3 bits. Unfortunately, for fewer than 3 bits of resolution, the
performance loss of finite-alphabet equalization compared to
high-resolution equalization is still considerable.

B. Contributions

To arrive at power-efficient all-digital spatial equalization,
we propose a two-stage spatial equalization approach. The first
stage uses a low-resolution matrix to reduce the dimensionality
of the B-dimensional data received by the BS antennas. The
second stage then performs spatial equalization on the low-
dimensional output of the first stage with higher-resolution
matrix-vector products. We study both adaptive and non-
adaptive approaches to implement the first stage, and we
compare the computational complexity and performance of two-
stage equalizers with both high-resolution and finite-alphabet
single-stage equalizers.

C. Notation

Uppercase and lowercase boldface letters represent matrices
and vectors, respectively. For a matrix A, the Hermitian
transpose is AH and the Frobenius norm is ‖A‖F . The M×M
identity matrix is IM . For a vector a, the kth entry is ak, the
`2-norm is ‖a‖2, and the entry-wise complex conjugate is a∗.
The floor function bac returns the largest integer such that
bac ≤ a. The expectation with respect to the random vector x
is represented with Ex[·].

II. SYSTEM MODEL AND SPATIAL EQUALIZATION

A. Uplink System Model

We focus on the uplink of a massive MU-MIMO system in
which U single-antenna UEs transmit data to a BS with B � U
antennas. We consider a narrowband scenario with input-output
relation y = Hs+ n. Here, y ∈ CB is the vector received at
the BS, H ∈ CB×U is the uplink MU-MIMO channel matrix,
s ∈ SU is a vector containing the symbols transmitted by
the UEs, where S is the constellation (e.g., 16-QAM), and
n ∈ CB is an i.i.d. circularly-symmetric complex Gaussian
noise vector with covariance matrix Cn = En

[
nnH

]
= N0IB .

We assume that the symbols in s are i.i.d. with zero mean and
variance Es, so that their covariance matrix Cs = Es

[
ssH

]
=

EsIU . Furthermore, we assume that the channel stays constant
across several symbol transmissions, so that the BS is able to
accurately estimate the channel matrix H. For simplicity, we
assume perfect channel knowledge at the BS.

B. L-MMSE Spatial Equalization

Spatial equalization is a critical task at the BS, which forms
estimates ŝ of the transmitted vector s given the received
vector y and knowledge of the channel matrix H. Due to
their simplicity, linear estimators are of interest for mmWave
massive MU-MIMO systems. Hence, we focus on linear spatial
equalizers of the form ŝ = WHy, where the equalization
matrix WH ∈ CU×B is typically designed to minimize the
mean squared-error (MSE) given by Es,n

[
‖ŝ− s‖22

]
. The matrix

WH that minimizes the MSE is known as the linear minimum
MSE (L-MMSE) equalizer, which corresponds to [16]

WH = (HHH+ ρIU )
−1HH , (1)

where ρ = N0/Es. In practical implementations, the entries
of the L-MMSE equalizer usually have high resolution (e.g.,
10 bits to 12 bits [14], [15]), which leads to power-hungry
digital baseband-processing circuitry.

C. Finite-Alphabet Equalization

To reduce the power consumption of spatial equalization, we
proposed finite-alphabet equalization in [11], an approach in
which each spatial equalization matrix VH has the structure:

VH = diag(β∗)XH . (2)

Here, XH ∈ XU×B is a low-resolution matrix with entries
coming from a low-cardinality finite alphabet X (e.g., the “1-bit”
alphabet is {±1 ± j}), and β ∈ CU contains per-UE high-
resolution scaling factors. According to [11], the main problem
when designing a finite-alphabet equalization matrix (2) is
to find the low-resolution matrix XH . Once this matrix is
determined, the scaling factors in β are computed using [11,
Eq. (13)]. In [11], we outline two procedures to obtain the
low-resolution matrix XH : (i) per-row uniform quantization
of each entry of the L-MMSE matrix (called FL-MMSE), and
(ii) an iterative algorithm to approximately solve the finite-
alphabet minimum MSE equalization (FAME) problem in
[11, Eq. (12)] using forward-backward splitting (FBS) for
tmax iterations (called FAME-FBS). As shown in [11], while
both procedures have a computational complexity of O(BU2),
FAME-FBS significantly outperforms FL-MMSE when using
resolutions lower than 3 bits; otherwise, their performance
is similar. Regardless of the procedure used to compute the
finite-alphabet matrix, spatial equalizers with the structure in (2)
reduce hardware complexity as the multiplication with XH can
be implemented using low-resolution multipliers and adders.

III. TWO-STAGE SPATIAL EQUALIZATION

We will now present a novel spatial equalization approach
that consists of two stages. In the first stage (S1), the spatial
equalizer projects the B-dimensional received vector y to a K-
dimensional vector z, where U ≤ K � B. In the second stage
(S2), the spatial equalizer performs high-resolution equalization
over the S1 output z to form the estimates ŝ ∈ CU .

A. Spatial Equalization Stage One (S1)

To keep circuitry simple, we implement S1 as a linear
operation, so that z = XH

1 y, where XH
1 ∈ XK×B and X

is a low-cardinality finite alphabet whose elements can be
represented with few bits. As a result, S1 can be performed
using energy-efficient, low-resolution hardware multipliers and
adders. We consider two kinds of S1 matrices XH

1 : non-
adaptive and adaptive matrices.

Non-adaptive S1 matrices XH
1 do not depend on channel

state information and are not updated as the channel changes.



TABLE I
COMPLEXITY OF COMPUTING SINGLE-STAGE EQUALIZERS

Algorithm Computational complexity Scaling

L-MMSE 6BU2+2U3−2BU−2U+1 O(BU2)
FL-MMSE 10BU2+2U3+2U2+U+1 O(BU2)

FAME-FBS (8tmax+4)BU2+(4tmax+2)BU
O(BU2)

+2U2+(2tmax+3)U

We consider two non-adaptive K × B matrices: (i) a sub-
sampled Hadamard matrix, where we take rows 1, bB/Kc+
1, 2bB/Kc+1, . . . , (K−1)bB/Kc+1 of a B×B Hadamard
matrix and (ii) a randomly-generated matrix, where the entries
are chosen uniformly from the finite alphabet X . Note that a
matrix-vector product with these matrices can be performed
with low-resolution constant multipliers, which consume lower
power than low-resolution multipliers where both operands
vary [17].

Adaptive S1 matrices XH
1 depend on the channel state

information and are updated as the channel fluctuates. We will
consider three adaptive K ×B matrices: (i) the low-resolution
matrix XH of the FL-MMSE finite-alphabet equalizer, com-
puted as detailed in Section II-C, (ii) the low-resolution matrix
XH of the FAME-FBS equalizer, and (iii) the maximum ratio
combining (MRC) equalizer HH , uniformly quantized on a per-
row basis. We will refer to this last approach as finite-alphabet
MRC (FMRC). Note that, for all three cases, K = U .

B. Spatial Equalization Stage Two (S2)

For S2, we focus on linear spatial equalizers so that ŝ =
WH

2 z, where WH
2 is a U × K equalization matrix whose

entries are not constrained to be low resolution. Since the
second stage operates on the K-dimensional signal z, where
K � B, the complexity of S2 is significantly lower than that
of a traditional spatial equalizer that operates directly on the
B-dimensional received vector y. Once the S1 matrix XH

1

is fixed, we can compute the (infinite-resolution) matrix that
minimizes the MSE by solving the following problem:

WH
2 = arg min

W̃H∈CU×K

Es,n

[
‖W̃Hz− s‖22

]
(3)

= arg min
W̃H∈CU×K

Es,n

[
‖W̃HXH

1 (Hs+ n)− s‖22
]

(4)

= arg min
W̃H∈CU×K

‖HHX1W̃ − IU‖2F + ρ‖X1W̃‖2F . (5)

The resulting L-MMSE matrix for S2 is given by

WH
2 = HHX1(X

H
1 HHHX1 + ρXH

1 X1)
−1. (6)

Note that, if XH
1 = IB and the Woodbury matrix identity [18]

is applied, then the S2 L-MMSE equalizer in (6) is the same
as the traditional L-MMSE equalizer in (1).

C. Computational Complexity

Tables I and II show the computational complexity for
generating equalization matrices for single-stage and two-stage

TABLE II
COMPLEXITY OF COMPUTING TWO-STAGE EQUALIZERS

Algorithm Computational complexity Scaling

FL-MMSE 6BU2+2U3−2BU−2U+1 O(BU2)
FAME-FBS 8tmaxBU2+4tmaxBU+2tmaxU O(BU2)

L-MMSE 2BK2+4BKU+2K3+6K2U
O(BK2)

+K2−2KU−2K+1

TABLE III
COMPLEXITY OF APPLYING EQUALIZATION

Equalization Real-valued multiplication count
High-resolution Low-resolution

Traditional 4BU 0
Finite-alphabet 4U 4BU
Two-stage 4KU 4BK

equalizers, respectively. We characterize computational com-
plexity as the number of required real-valued multiplications,
where we count one complex-valued multiplication as four real-
valued multiplications. The complexity counts for the single-
stage equalizers in Table I are taken from [11, Table I].

For the two-stage equalizers, we consider the following
S1 matrices XH

1 : Random, sub-sampled Hadamard, FMRC,
FL-MMSE and FAME-FBS. Since Random and Hadamard
matrices are non-adaptive, they do not cause any computational
complexity as they are generated once when designing the
system. For FMRC, we only need to quantize the HH matrix,
a complexity that we will ignore as it can be executed efficiently
in hardware. For FL-MMSE and FAME-FBS, their complexity
for S1 (Table II) is lower than for single-stage, finite-alphabet
equalization (Table I), as S1 only needs the low-resolution
matrix XH while the single-stage, finite-alphabet equalization
also requires computation of the scaling factors in β.

Besides computing the low-resolution S1 matrix XH
1 , two-

stage spatial equalizers must also compute the high-resolution
S2 matrix WH

2 , which we obtain using S2 L-MMSE. From
Table II, we observe that S2 L-MMSE has a complexity of
O(BK2). However, we must consider that the 2BK2+4BKU
products required by S2 L-MMSE to compute HHX1 and
XH

1 X1 can be performed using simple low-resolution hardware.
Hence, if we only consider high-resolution multiplications on
Table II, then the complexity of S2 L-MMSE is O(K3). Thus,
for the case where K = U (e.g., when using adaptive S1 matri-
ces), the computational complexity O(U3) of S2 L-MMSE is
significantly lower than the complexity O(BU2) of traditional
L-MMSE. In short, considering both stages, computing two-
stage adaptive equalizers has the same asymptotic scaling of
O(BU2) as computing single-stage equalizers. We note that
the equalization matrices are recomputed each time that the
channel changes.

Table III reports the computational complexity of apply-
ing spatial equalization on each new received vector y.
To summarize, single-stage finite-alphabet equalization uses
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Fig. 1. Uncoded BER for a B = 256 BS antenna, U = 16 UE,
16-QAM system in a line-of-sight (LoS) mmWave channel. All two-
stage (2S) equalizers use S2 L-MMSE WH

2 for the second stage.
FAME-FBS runs tmax ≤ 20 iterations and is initialized with HH .
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Fig. 2. Uncoded BER for a B = 256 BS antenna, U = 16 UE,
16-QAM system in a non-line-of-sight (non-LoS) mmWave channel.
All two-stage (2S) equalizers use S2 L-MMSE WH

2 . FAME-FBS
runs tmax ≤ 20 iterations and is initialized with HH .

low-resolution operations to perform all the multiplications
of a traditional equalizer, and then performs U additional
high-resolution, complex-valued multiplications to bring the
equalized signals onto the correct scale. Two-stage spatial
equalization performs at least as many low-resolution multipli-
cations as finite-alphabet equalization, but performs more high-
resolution operations in order to achieve a better performance,
as we will show in Section IV. Nonetheless, note that the
number of high-resolution multipliers required by two-stage
equalization is significantly lower than those required by
traditional equalization. Hence, if K and the resolution of
the S1 matrix XH

1 are sufficiently small, two-stage spatial
equalization reduces complexity when compared to traditional
linear spatial equalization methods.

IV. SIMULATION RESULTS

Figures 1 and 2 show uncoded bit error rates (BERs) for
various single-stage (1S) and two-stage (2S) spatial equalizers
under mmWave line-of-sight (LoS) and non-LoS channels,

respectively, when using S1 matrices with 1 or 2 bits of
resolution. The simulation results correspond to a B = 256 BS
antenna, U = 16 UE, 16-QAM system. For the single-stage
spatial equalizers, we consider the traditional, high-resolution
L-MMSE, as well as the finite-alphabet equalizers FL-MMSE
and FAME-FBS. For the two-stage spatial equalizers, S2
is always implemented using S2 L-MMSE WH

2 , while S1
varies. For the non-adaptive and adaptive S1 matrices XH

1 ,
we use K = 64 and K = 16, respectively. The mmWave
channels are generated with the QuaDRiGa model [19], using
a uniform linear array with half-wavelength spacing in the
“mmMAGIC_UMi” scenario and a 60GHz carrier frequency.
We also simulate power control to ensure a maximum ±3 dB
power variation across UEs.

Figures 1 and 2 show that two-stage spatial equalizers with an
adaptive S1 are able to outperform single-stage, finite-alphabet
equalizers for all considered scenarios. In stark contrast, two-
stage spatial equalizers with a non-adaptive S1 perform worse
than finite-alphabet equalizers at low SNR. While FAME-FBS
significantly outperforms FL-MMSE when considering single-
stage, finite-alphabet equalization, they offer virtually the same
performance in the two-stage approach. What is more, their
performance is met by the simple FMRC-based two-stage
spatial equalizer for non-LoS scenarios, although not for the
LoS case. Finally, we note that two-stage spatial equalization
with a 2-bit S1 matrix achieves a performances that is within
1 dB of the infinite-resolution L-MMSE equalizer.

V. CONCLUSIONS

We have analyzed the performance and complexity of two-
stage spatial equalizers that consist of a linear transform
to project the received data on a lower-dimensional space,
followed by high-resolution spatial equalization. Since the
first stage can be implemented using low-resolution hardware
and the second-stage equalization is performed over a lower-
dimensional signal, this two-stage approach promises lower
power compared to traditional high-resolution equalization. Our
simulation results have shown that 2-bit adaptive projections for
the first stage and a high-resolution L-MMSE equalizer for the
second stage achieves an error-rate performance within 1 dB of
a traditional high-resolution, single-stage equalizer. Moreover,
two-stage equalization outperforms the error-rate of finite-
alphabet equalization, a single-stage approach that also targets
power reduction in all-digital mmWave massive MU-MIMO
spatial equalization. However, this improved performance
comes at the cost of a higher computational complexity.

There are many avenues for future work. To quantify the
energy-efficiency of all-digital, two-stage spatial equalizers, a
hardware evaluation is in order. The application of other meth-
ods for the second stage, such as finite-alphabet equalization,
is an interesting research direction. Finally, algorithms that
jointly design the first-stage transform with the second-stage
equalizer might further improve error-rate performance.
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