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ABSTRACT: Crystallization has been observed in laser-induced
cavities in saturated solutions, but the mechanisms behind
nucleation of crystals are not entirely clear. A hypothesis is that
high solution supersaturation during the bubble growth period
triggers the nucleation. Because of small spatiotemporal scales of
the cavitation event, the supersaturation is very di�cult to measure
experimentally. To test the nucleation hypothesis, we perform a
two-dimensional axisymmetric direct numerical simulation of an
experimentally observed laser-induced cavitation event with
crystallization. We demonstrate a signi�cant degree of super-
saturation and argue that the nucleation hypothesis is indeed
plausible. To analyze factors that lead to a high supersaturation, we
develop a comprehensive one-dimensional model for spherical
laser-induced cavities. We conduct an extensive investigation on how the solute solubility, solute di�usivity, laser pulse energy, and
superheated liquid volume a�ect the supersaturation. We show that high supersaturation is possible under a range of relevant
conditions but not readily obtained for all solutions and laser setups. Guidelines are provided to identify if a speci�c solution or laser
setup may attain high supersaturation. The insights obtained and the numerical methods formulated in this work can be applied to
assess and design new laser-induced cavitation setups that allow for precise control of the duration and degree of the supersaturation.

1. INTRODUCTION
Crystallization is the formation of crystalline solids from a �uid
phase, and the process is utilized as an essential separation and
puri�cation technique in, for example, the pharmaceutical and
�ne chemicals industry.1 During the process of crystallization,
it is necessary to control nucleation of the new crystalline
phase in order to produce crystals with the desired quality
features, such as crystal size, morphology, or purity. Such a
control is far from being trivial, and various technologies have
been proposed in an e�ort to achieve the required crystal
quality.2�4 A promising technology for good spatiotemporal
control of the nucleation process is the laser-induced
nucleation (LIN) method.5 By applying a laser pulse to a
supersaturated solution, nucleation has been observed in
experiments using non-photochemical laser-induced nucleation
(NPLIN)6 and those experiments that induce nucleation by
the formation of a clearly observable vapor bubble, or cavity.7,8

The mechanisms behind the nucleation are not entirely clear
for any of the LIN methods, but it is hypothesized that solvent
evaporation may play a key role in the nucleation process.9,10

In the NPLIN method, the solvent evaporation may occur
around laser-heated nanoparticles, and in the laser-induced
cavitation method the solvent is evaporated at the vapor
bubble interface. To investigate the hypothesis that solvent
evaporation is a prerequisite for the nucleation, we focus in this
work on the laser-induced cavitation method where the vapor

bubbles have been observed in experiments and the solvent
evaporation is known to take place.

By su�cient laser irradiation of a liquid with a high spectral
absorbance, the liquid becomes superheated, and a vapor
bubble is formed. The bubble grows explosively due to
evaporation of the superheated liquid, and the phenomenon is
termed thermocavitation.11 In liquids with low absorption
coe�cients, cavitation can be achieved if the laser irradiation
reaches the threshold for optical breakdown of the liquid.
During optical breakdown, nonlinear light absorption due to a
cascading ionization process produces a hot, rapidly expanding
plasma that can reach pressures greater than 7 GPa.12 This
phenomenon is called optical cavitation.13 For crystallization
purposes, it is favorable to suppress the required laser energy
and the resulting solution temperature due to possible thermal
degradation of the solute.14,15 In this work, we focus on
crystallization by laser-induced thermocavitation due to the
potential of the latter for nucleation at the temperatures lower
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than those in optical cavitation, where hot plasma is produced.
Thermocavitation also has the possibility for a precise control
of the local solution temperature.11,16

The hypothesis about the phenomena leading to the
observed nucleation is that the evaporation of a solvent at
the liquid�vapor interface causes an increase of the
concentration of solute and, simultaneously, cools the
solution.9,10,17 Both phenomena lead to an increased super-
saturation of the solution. This increase may be a prerequisite
for primary nucleation since nucleation is more probable with
increased supersaturation.4 To investigate if this hypothesis is
plausible, the solution supersaturation needs to be estimated
during the laser-induced thermocavitation event. Because of
very fast dynamics and small scales of the problem, it is not
trivial to experimentally measure that property.

Numerical simulations of the laser-induced thermocavitation
event can resolve the solution properties and give estimates of
the degree of supersaturation in the solution around the
bubble. By comparing such simulations with the bubble
dynamics and crystallization observations from experiments,
the nucleation hypothesis can be tested with a good degree of
certainty. To perform such a test we propose a methodology
that, as a �rst step, involves laser-induced thermocavitation
experiments at increasing laser pulse energies. With the
increasing pulse energy, the resulting thermocavitation bubble
will grow more rapidly and become larger due to the faster
evaporation of the solvent. Above a threshold energy, the
evaporation should, in a suitable solution, produce an interface
supersaturation high enough for nucleation to occur. From
these experiments, it is possible to determine the threshold
laser pulse energy that produces thermocavitation with
observable crystallization, similar to the studies by Yoshikawa
et al.18,19 The second step of the methodology involves
numerical simulations of the thermocavitation bubbles
produced in the experiments. With an agreement of the
bubble radius evolution in the simulations and the experi-
ments, the former can accurately predict the interface
supersaturation. If the predicted supersaturation reaches
signi�cant levels near the threshold laser energy for
crystallization in the experiments, it seems very probable that
the hypothesis about high interface supersaturation due to
evaporation is indeed the phenomenon that triggers the
nucleation.

Several experimental studies on laser-induced nucleation
have been conducted, but they typically induce the vapor
bubble by optical cavitation.15,18,20�22 The optical cavitation,
together with hot plasma formation and extreme dynamics, are
highly nonlinear processes and not trivial to simulate. To carry
out the proposed methodology, experiments are needed with
laser-induced thermocavitation at increasing laser pulse
energies and the resulting event of crystallization. To the
best of our knowledge, no such experimental study has been
performed. Still, we can test the plausibility of the nucleation
hypothesis by using simulations and comparing the obtained
results with the data obtained in a case that includes
thermocavitation and crystallization at a single laser pulse
energy.

A suitable experimental study with the laser-induced
thermocavitation and the observed crystallization is the one
carried out by Soare et al.10 The authors used an aqueous
solution of an inorganic salt, (NH4)2SO4, where ink was added
to enhance the laser irradiation absorption. The solution was
placed between two glass slides, 50 �m apart, and the laser

irradiation locally heated the solution to an estimated
temperature of 494 K.23 The bubble diameter rapidly exceeded
the distance between the glass slides, whereupon the bubble
grew in a seemingly two-dimensional manner in the plane of
the glass. About 1 s after the laser pulse, crystals became visible
in a ring around the laser focal point. In this ring, optical
disturbances were observed after only 30 �s that were
suggested to arise by the nuclei that had grown large enough
to become visible. In the work of Soare et al.,10 the length
scales of the nucleation process were too small to be visually
observed and, therefore, the nucleation probably took place
before the optical disturbances occurred. The authors assumed
that the nucleation took place at the bubble interface during
the maximum rate of evaporation. This maximum occurred at
the early bubble growth phase. Therefore, we argue that the
simulations of this early growth phase are essential to capture
the conditions that may lead to the nucleation.

Simulations of similar types of bubbles have been reported
in the literature. Magaletti et al.24 and Zein et al.25 studied
collapsing nanobubbles with simulations that included the
e�ects of phase change and predicted bubble radius evolutions
in good agreement with a theoretical model and experiments.
With a cavitation model, Sagar and el Moctar26 studied the
collapse phase of a laser-induced vapor bubble, with the
predicted bubble shape and interface dynamics in fair
agreement with experiments. The cavitation model in that
study did not include inertia and surface tension, the
phenomena that are of high relevance when the growth
phase of a small vapor bubble is to be studied. Koch et al.27

performed simulations of laser-induced bubbles and took into
account the e�ects of inertia and compressibility, but not those
of phase change. Using the initial amount of gas in the bubble
as a �tting parameter, their predicted bubble radius evolution
was in good agreement with experiments for both the growth
and collapse phases of the bubbles. Soare23 developed a
simpli�ed model to describe their laser-induced nucleation
experiments. The model assumed four well-mixed �uid regions
with uniform process conditions. Heat and mass transfer
between the regions were considered, and nucleation and
crystal growth were modeled in the liquid region closest to the
vapor bubble. The modeled bubble radius evolution, number
of crystals and crystal size were in good agreement with the
experiments. The model was, however, dependent on �tting
parameters, and it is not certain that the model and those
speci�c parameters could be used to model other laser-induced
nucleation cases.

In this work, we tested the proposed nucleation hypothesis
with the following course of action: �rst, we performed a
multiphase DNS simulation of a laser-induced thermocavita-
tion bubble. We resolved all relevant physical phenomena in
the process, such as inertia, compressibility, surface tension,
and phase change. For that purpose, we used the numerical
framework presented in our previous study,28 but extended it
here with an improved formulation of the interfacial energy
transfer and with consideration of the solute transport in the
liquid around the vapor bubble. This framework is brie�y
presented in section 2.1, and we used it to perform a 2D-
axisymmetric simulation of the laser-induced vapor bubble
reported in the experiment by Soare et al.10,23 The purpose of
the simulation is to capture the early growth phase of the vapor
bubble and to quantify the degree of supersaturation of the
solution around the bubble. The results from this simulation
are presented in section 3.1. Our aim is to show that the
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far away from the bubble. The relative supersaturation of the solution
is de�ned as


 = �c
c T( )

1
lsat (25)

We want to investigate how the parameters in eq 24 a�ect the
supersaturation in eq 25. To reduce the number of independent
parameters, we nondimensionalize the concentration and the liquid
temperature and introduce the solubility parameter C1 as

* =
	

c c
c (26)

* =
�
�	

T
T T
T Tl

l 0

0 (27)

=
�	C

b T T
a

( )n

1
0

(28)

Equation 25 can then be rewritten according to


 =
* +
+ * �

c C
C T

(1 )
1 ( )

1
l

n
1

1 (29)

Here, the only parameters are the solubility parameter, C1, and the
degree of the temperature dependence, n. Three values of n = (0.7,
1.0, 1.3) are investigated to cover a broad range of possible values and
to establish qualitative trends in the results. These values represent
solutes with a negative, zero, or positive curvature of the solubility
curve, respectively. In this study, we consider C1 � 0, which represents
solubility curves that increase with, or are independent of, the
temperature. The minimum value, C1 = 0, inserted into eq 29 results
in � = c* � 1 and, at large enough values, we have C1 � 1 and

* 
C T( ) 1L
n

1 ,0 , with eq 29 changing to


 =
*
* �

�	

c
T

lim
( )

1
C n

L,01 (30)

Thus, the limits of � at the inputs C1 = 0 and C1 = � are both
independent of C1. Because of this independence, it is su�cient to
investigate an intermediate part of the total parameter space, C1 � (0,
�), that has a signi�cant e�ect on the relative supersaturation. From
this investigation, we show the in�uence of all shapes of the solubility
curve, in the form of eq 24 and for a given n, on the solution
supersaturation. To completely de�ne our investigation case of
important solution properties, we also need a relevant parameter
range for the solute di�usivity.

The evaporation of the solvent increases the solute concentration
of the solution and produces a concentration gradient around the
bubble. This gradient induces di�usion of the solute away from the
interface and the rate of the di�usion mass �ux is proportional to the
di�usion coe�cient DAB. On the basis of the di�usion coe�cient
correlations by Wilke and Chang34 for inorganic, and Young et al.49

for organic solutes, most aqueous solutions at elevated temperatures
attain this coe�cient in the range DAB � [1 × 10�10, 5 × 10�8] m2/s.
Consequently, we use this relevant range to investigate the e�ect of
the di�usion coe�cient on the solution supersaturation. We aim in
this investigation case to examine the qualitative e�ect of the di�usion
coe�cient on the supersaturation. To more accurately study a speci�c
solute would require solute-speci�c models for the di�usion
coe�cient depending on both solute concentration and temperature.

2.2.3. Case 2: In�uence of Laser Pulse Parameters on
Supersaturation. In the second investigation case, we use the 1D
framework to examine how the laser pulse energy and the volume of
superheated liquid a�ect the supersaturation of a given solution in a
thermocavitation event. For this investigation, we choose the aqueous
ammonium sulfate solution, but, in general, the investigation
methodology can be applied to study any solution. The results of
this investigation case are presented in section 3.4. The laser pulse
duration is tlas = 6 ns and all material properties, except the solute
di�usivity and solubility, are assumed those for pure water. Next, we

determine the range of laser pulse energies that is examined in this
investigation case and, subsequently, the range of the superheated
liquid volume that the laser energy is distributed in.

The laser pulse locally heats the solution due to absorption of the
laser irradiation. If the vapor and liquid phases are in thermal
equilibrium, the liquid temperature must reach

�
> +	p T p

R
( )

2
lsat

0 (31)

for evaporation to be possible and for the vapor bubble to grow.50

This condition arises from the Laplace pressure. The vapor bubble
studied in this case has an initial radius of R0 = 0.5 �m, which gives a
liquid temperature of at least 416 K for bubble growth to be possible.
The liquid temperature is reduced during the laser pulse by thermal
di�usion and cooling by evaporation. For a stable growth of the initial
bubble, a liquid temperature of 420 K is chosen as the lower
temperature limit. This temperature determines the lower limit of the
laser pulse energies that we examine in this investigation case.

At around 647 K and 22 MPa, water transitions into a supercritical
phase and the physical properties change dramatically. This phase is
not considered in our numerical framework, and, therefore, the upper
limit for the liquid temperature is 610 K, well below the critical
temperature. The range (420, 610) K provides the laser energy
density limits at the bubble interface, elas(R0), according to

� �=
	

e R c T( ) d
T l p llas 0 min

420 K

, (32)

� �=
	

e R c T( ) d
T l p llas 0 max

610 K

, (33)

We also need the maximum energy density, at the center of the
beam, emax, to compute the total laser pulse energy, Elas, that produces
a desired energy density at the bubble interface. This value is given by
eq 21 as

=
�

e
e R

R r
( )

exp( 2 / )max
las 0

0
2

las
2 (34)

Then, the laser pulse energy Elas is determined by eq 22 for a given
laser beam radius rlas. The value of Elas is computed so that the energy
density at the bubble interface is varied within the range
(e R e R( ) , ( )las 0 min las 0 max), for a given laser beam radius. This ensures
that also the solution temperature is varied within the range (420,
610) K. The laser beam radius governs the distribution of the laser
pulse energy, and the range for this parameter also needs to be
de�ned.

The solution volume that the laser pulse energy is absorbed in can
be adjusted by changing the focus of the laser beam. The spatial
distribution of the energy should have a three-dimensional character,
but, as the vapor bubble grows, the heated liquid region forms a layer
adjacent to the bubble interface. This layer becomes thinner as the
bubble grows and it is, in the 1D framework, assumed spherically
symmetric. Furthermore, we assume a Gaussian irradiation pro�le of
the laser beam given by eq 20, where the value of rlas represents the
beam radius and determines the radial extent of the heated liquid
region.

The focal spot size of the laser beam has a minimum value due to
light di�raction that is about 1 �m in experimental setups.8,11

Therefore, rlas,min = 1 �m is the lower limit that we examine in this
study.

There is no obvious upper limit for the laser beam radius, but a
larger radius requires higher laser energies to produce thermocavita-
tion that may pose a practical limit. To clearly show how the laser
beam radius a�ects the supersaturation at the bubble interface, we
choose a maximum laser beam radius 3 orders of magnitude larger
than the minimum, rlas,max = 1 mm.

By using the 1D numerical framework, we perform simulations
across the entire parameter spaces de�ned in the two investigation
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Here, DAB = 1 × 10�8 m2/s is the di�usivity of the solute, C0
= 5 × 1020 m�3 is the concentration of the foreign particles, kB
= 1.381 × 10�23 J/K is the Boltzmann constant, 
s = 1.35 ×
10�28 m3 is the partial molecular volume of the solute, 
0 =
1.24 × 10�28 m3 is the molecular volume of the crystalline
species, p0 = 101 300 Pa is the system pressure, and � = 0.003
J/m2 is the e�ective interfacial free energy.23 A conservative
estimate of the thickness of the supersaturated solution around
the bubble is �1 × 10�8 m. With this extent, the
supersaturated solution volume becomes VS = 1.27 × 10�19

m3. During the supersaturation peak of roughly 1 �s, in Figure
3, the solute concentration, supersaturation, solution temper-
ature, and pressure are approximately c = 0.65, S = 1.1, T = 450
K, and p = 0.9 MPa, respectively. These values into eqs 36�39
give an estimated induction time of ti = 1 × 10�11 s, which
indicates that the duration of high supersaturation is enough
for primary nucleation to occur.

Although the primary nucleation is possible, it is not certain
if the duration of the supersaturation is enough for the nuclei
to grow enough to survive the subsequent period of
undersaturation. To predict the correct nucleation and growth
kinetics, additional models are needed. These models should
be coupled together with the evolution of the solute
concentration since the crystal growth collects the available
solute. The growth will reduce the solute concentration and
the levels of the super- and undersaturation at later stages of
the thermocavitation event, which, in turn, a�ect the following
crystal growth or dissolution phases. Therefore, the nucleation
and growth kinetics must be predicted accurately. However, as
noted in the modeling approach of Soare,23 the available
models for the crystallization kinetics did not provide reliable
results at the time scales of the thermocavitation event. In that
study, a �tting parameter in the order of 105 was needed to
match the experimental crystal growth measurements. There-
fore, further experiments and development of the nucleation
and growth kinetics models, at the relevant time scales, are
needed before the models can be used to produce reliable
predictions about the crystallization and supersaturation after
the primary nucleation has taken place.

The relative supersaturation attains a maximum of more
than 0.13, at about 1 �s. This degree of supersaturation is
higher than what can be obtained in the aqueous ammonium
sulfate solution using evaporative or cooling crystallization
under normal conditions.53,54 If the crystals are nucleated
during the bubble growth phase, due to high supersaturation,
the simulation clearly indicates that the nucleation occurs in
the �rst few microseconds after the laser pulse. This time frame
for nucleation conforms well with the occurrence of the optical
disturbances in the experiment which were thought to appear
due to nuclei that had grown large enough to become visible.

The liquid temperatures at the bubble interface along the r-
and z-axes are shown in the top panel of Figure 4. Along the r-
axis, the superheated liquid region between the bubble
interface and the surrounding liquid is cooled by evaporation
and thermal di�usion to the surrounding liquid. Here, the
thickness of the superheated liquid region is at a minimum, and
the cooling rate of the liquid, after the initial �uctuations, is the
highest. Along the z-axis, the superheated liquid region is
cooled by evaporation and thermal di�usion to the glass slide,
which is kept at a constant temperature of 393 K, after the laser
pulse. This temperature is 100 K higher than that of the
surrounding liquid and results in lower thermal di�usion losses
along the z-axis than along the r-axis. The low di�usion heat

loss and the thicker region of superheated liquid result in the
slowest cooling of interface liquid along the z-axis.

However, the cooling of the interface liquid is mostly due to
evaporation, and a heat loss by di�usion is comparably small.
Between 0.1 �s and 1 �s, the evaporation rates, shown in the
bottom panel of Figure 4, are similar at both axes. Therefore,
the cooling rates of the interface liquid at both axes, shown in
the top panel of Figure 4, are also similar. The average cooling
rate during this period is around 18.9 × 106 K/s. The
simulation is stopped when most of the superheated liquid is
cooled below saturation conditions and the evaporation stops.
Since the evaporation governs the increase of solute
concentration at the bubble interface, the solution is not
expected to reach above saturation conditions again if the
simulation is continued.

The evaporation rate at the r- and z-axes represents the two
extremes along the bubble interface. These �uxes are similar
during the period of high evaporation rate and supersaturation,
which indicates that our method, described in section 2.1.1, of
taking averaged values across the interface to compute the
solute concentration and supersaturation is a reasonable one.

When the evaporation rate decreases and the bubble
interface decelerates, the pressure at the z-axis is reduced.
This reduction is a consequence of the inertia of the
decelerating liquid that �ows radially away from the z-axis
due to the constraints of the glass slides. The pressure decrease
gives a lower saturation temperature at the z-axis than in other
parts of the domain. The relatively low liquid cooling rate and
the low saturation temperature prolong the evaporation period
at the z-axis compared with other parts of the domain. The
slow cooling and low pressure are both wall e�ects that may
cause the solution supersaturation to reach higher local values.
This indicates that the presence of walls can increase the
probability for nucleation and should be taken into account for
a precise control of the supersaturation level. With this
simulation, however, our aim is to test the plausibility of the
nucleation hypothesis, and for that purpose we consider only
averaged interface values to obtain a conservative estimate of
the supersaturation.

The bubble radius along the r-axis is shown in Figure 5
together with the experimental data. The bubble growth rate is
in fair agreement with the experiment, although it is somewhat
underestimated. For a comparison during the early bubble
growth phase, experimental data sampled with a higher
resolution would be needed. The lower growth rate in the
simulations can result from an underestimation of the solution
temperature after the laser pulse. The 494 K used in this
simulation is taken from the experimental study.23 A higher
temperature would cause the evaporation rate to increase, and
the bubble to expand faster and give a higher solution
supersaturation. This makes the predicted supersaturation
maximum of more than 0.13 a low estimate of the experimental
case.

To assess if all the correct bubble dynamics is captured, it
would be interesting to compare the simulated and measured
bubble radius evolutions during the whole bubble lifetime.
However, that would require a much longer simulation time
than the current 6 �s. Because of the immense computational
cost of the 2D simulation, it was not feasible to extend the
simulation time to further experimental data points. To reach
the present simulation time, the simulation ran on 160 CPUs
for two months and required almost 270 000 time steps with a
mean time step size of around 2 × 10�11 s. Nonetheless, as
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shown in Figure 3, the period of high supersaturation, that we
want to investigate in this work, is fully captured in the current
simulation time. The high computational cost is indeed the
main argument for using the 1D model to perform the more
extensive parameter investigation cases.

In summary, our 2D simulation results agree with the
nucleation hypothesis which we considered plausible for the
studied thermocavitation event.

3.2. Results from the First Validation Case (1D
Model). In our �rst validation case of the 1D model, we
compare the predicted bubble radius evolution with an
experimentally observed laser-induced thermocavitation event
reported by QuintoSu et al.48 The comparison is shown in
Figure 6, and we note that a good agreement between the two
is found, which indicates that the 1D framework predicts

realistic evaporation rates. This validation case is described in
section 2.2.1. The results from the second validation case of
the 1D model can be found in the Supporting Information 2.2.

In addition to the bubble evolution, we present some other
interesting �uid dynamic aspects of the thermocavitation event,
as predicted by the 1D framework. Figures 7, 8, and 9 show
temperature, pressure, and velocity pro�les, respectively, at
three instants of the simulation.

The �rst instant is taken at 0.5 ns, shortly after the laser
pulse. The interface liquid is superheated and far from
saturation conditions, which results in an intense evaporation.
The saturation pressure of the superheated liquid is around 10
MPa, and the vapor pressure is rapidly approaching that value.
The increased vapor pressure produces a vapor temperature of
several thousand Kelvin. Also, high velocity waves propagate in
the bubble due to the evaporation and pressure �uctuations.

Figure 5. Evolution of the laser-induced thermocavitation bubble
radius from the 2D simulation and the experimental study by Soare.23

The temporal resolution of the experimental data is 4 �s and can
therefore not be used for a direct comparison of the early bubble
growth phase. The simulation underpredicts the growth rate, which
can indicate that the solution temperature after the laser pulse should
be higher than the 494 K estimated in the experimental study. A
higher temperature would result in a higher solvent evaporation rate, a
faster bubble expansion, and a higher interface concentration.

Figure 6. Bubble radius evolution from our 1D framework compared
with experimental data.48 The estimated uncertainties of the
measurements are ±0.5 �s and ±2 �m. In the experiment, the
laser-induced thermocavitation bubble was formed with a glass wall
on one side and unbounded elsewhere, while the simulation uses an
entirely unbounded domain. The calculated and measured bubble
radius evolutions are in a reasonable agreement, which ensures that
realistic bubble dynamics and evaporation rates are predicted by the
1D framework.

Figure 7. Temperature pro�les at three instants in the 1D simulation
of an experimentally observed thermocavitation bubble.48 The bubble
has an initial radius of 0.5 �m, and the laser beam radius is 11 �m.
The black lines represent the position of the bubble interface, and the
arrows indicate the interface velocity direction.

Figure 8. Pressure pro�les at three instants in the simulation of the
�rst validation case. The black lines represent the position of the
bubble interface, and the arrows indicate the interface velocity
direction.
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