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Abstract. Urban planning needs to face and integrate ecological, social, and economic aspects of city living. So far, attempts to integrate different urban simulation models into one technical platform have focused on quantitative data. The aim of this paper is to present the preparation for an automated method to spatially integrate and visualize interview-based qualitative data on the perception of urban places into a virtual platform. The Gothenburg suburb of Hammarkullen is used as a case study. Two CAQDAS software, NVivo and Atlas.ti, were tested. In both software, locations and urban qualities were coded and clustered. Visualization strategies such as information tree structures, geocoded quotations, spatial word clouds, linked to 2D maps and 3D environments were developed. Results identify the challenges to overcome and show limitations of the software in terms of creating graphs and relationships as well as automated geocoding of data to maps. The project offers a step towards the integration of qualitative (social) data into digital environments that can be scaled up. By that, it contributes with a new dimension of analysis of urban environments which is necessary for sustainable transformation of cities.

1. Introduction

Urban planning needs to deal with multiple dimensions of urban living and contributes to shaping urban places. The latter can be examined objectively via quantitative data sources or subjectively according to individual perceptions [1]. The perception [2] of urban spaces is embroiled in two dichotomies. First, the dichotomy between its physical and virtual dimension, synthesized in Habermas’ idea of public sphere, a “virtual or imaginary community which does not necessarily exist in any identifiable space” [3:217]. Within such debate, local context plays a key role in shaping urban spaces as “the built environment is rich with meaning”, forged by local communities [4:46]. Second, urban places can be analyzed through a mix of quantitative and qualitative methods using “intersubjectivity” [5:71] as a research approach that collects multi-stakeholder research inputs embracing a diversity of perceptions. The focus on the integration of qualitative and inter-subjective data supports the UN Sustainable Development Goals (SDG) 11 “Sustainable cities and communities” from a community point of view.
There are growing efforts to integrate qualitative data into GIS and digital platforms [6], to some extent using automated procedures (e.g. [7]). Few scholars are using automated procedures and even less are managing to obtain a semantic and ontological integration that goes beyond a mere technical interlinking of different software - e.g. GIS and Computer-Assisted Qualitative Data Analysis Software (CAQDAS). The obtained results are often limited to quantitative visualizations of qualitative content. The challenge is to obtain an effective, meaningful, and automated integration of qualitative data [8].

The VirtualCity@Chalmers project (https://virtualcity.chalmers.se/) carried out at Chalmers University of Technology, Sweden, integrates different urban simulation models into one technical platform. So far only quantitative simulation models are integrated, showing the need for incorporating the missing qualitative data to support decision makers.

The aim of this study is to test how current CAQDAS can enhance the spatial integration of social data in digitalization processes. Such a techno-innovative focus supports the UN SDG 9 “Industry innovation and infrastructure”. A long-term goal is to develop an automated method to spatially integrate and visualize qualitative data on the perception of urban places into a virtual platform. The following research questions were explored:

- How to keep, present, and visualize feelings and other intangible social data in a spatial, digitalization process?
- Do existing software for qualitative data analysis, such as NVivo or ATLAS.ti, enhance spatial integration of social data in digitalization processes?
- What are the potentials for automation of the process and integration of qualitative and quantitative data?

The study was carried out as pilot study limited in time and focused on a test case area. The virtual 3D platform developed in the VirtualCity@Chalmers project was used as framework. The platform is still in closed beta phase and now part of the Digital Twin Cities Centre, a VINNOVA competence center hosted by Chalmers (2020-2025).

2. The test case area Hammarskullen

For the study, the district Hammarskullen was used, a suburb located about 10 km northeast of the city of Gothenburg, Sweden, constructed during the 1960s and 70s, as part of the so-called Million Home Programme era, to respond to urgent housing needs and housing degradation in the city center. The area is predominantly free of cars and consists of mainly large-scale housing, but also lower buildings, detached houses and villas. Today about 8,200 people are living in Hammarskullen, about 57% were born abroad [9] and 84 nationalities are represented, speaking over one hundred languages. Chalmers has carried out research projects and architectural courses in the area for more than 10 years, often working together with local stakeholders. Thus, the area was highly relevant for our pilot study.

3. Method

The project was carried out as a pilot study to explore future potentials and to unveil challenges for the development of methods for spatial integration of qualitative data for automated as well as geovisualization of perception of urban places. The pilot study was limited in time (4 months). The emphasis was therefore on investigations of available tools and software and their capacities rather than on collecting a large sample of empirical data.

The project started with a desktop literature review focused on social data representation in digital environments and the perception of living, working and meeting places. Then qualitative data were collected through 12 short semi-structured interviews with residents and working people of Hammarskullen. Thereafter, the usability of the two software CAQDAS NVivo and Atlas.ti was evaluated, other data sources related, and the Virtual Cities platform prepared for integration.

For the interviews, people were randomly asked on the street, playground and in shops if they were willing to participate. Criteria were to find people with different profiles of ages and gender at the different places. In total, 10 females and 5 males with ages ranging from approximately 20 to 60 agreed; two interviewees were below 18 but were accompanied by an adult who also agreed to be interviewed.
The interviews were carried out in English, on a weekday afternoon in spring, during a 5 hour period, and were 3 to 12 minutes long. The voice-recorded interviews were transcribed (manually and automated in a test). For the automated transcriptions, three software were tested: Google cloud speech-to-text, Trint, and Happyscribe, but the results were not satisfactory as the transcriptions were not accurate enough. This might be due to the quality of the audio file and/or the pronunciation of the interviewees whose first language was not English, or it was a software limitation. The transcriptions were thereafter integrated, coded and clustered in NVivo and Atlas.ti.

The questions we asked concerned living, working and meeting in Hammarkullen. All interviewees were asked if they live in Hammarkullen, how they perceive Hammarkullen as a place to live/work/meet people, and if they feel at home in Hammarkullen. Other questions were adapted depending on the location of the interview. Regarding places to live, we asked the interviewees who lived in Hammarkullen where they live and how they feel about their home and the surroundings. Interviewees who did not live in Hammarkullen were asked if they have any opinion of specific places in the area and if yes to point them out on the map. Regarding working places in Hammarkullen, we asked for the reasons why they like or don’t like working there (shop/area). Regarding meeting places in Hammarkullen, we asked for examples of places they meet and reasons why they meet there. In accordance with the questions, during the interviews, places were marked on a paper map. For the interview location, interviewees home or work places, and the mentioned places, the coordinates were noted. The coordinates of the locations of interest were specified at a later stage by the researchers and were informed by the markings on the paper maps during the interviews. While walking around in the area and conducting the interviews, the interviewers also made observations how and where people moved and what places they used.

The coding and categorization of the transcripts focused on the locations the interviewees mentioned, the qualities they described, and the perception and interpretation of them (positive/neutral/negative). For the coding of the location as a place to work, live or meet, an open coding was applied. For the following categorization of related qualities and specification of the research questions used for the QDA, i.e., the perception of places for living, working, and meeting in Hammarkullen, a selective coding was adopted.

For the places identified by the interviewees, we also examined if places had architectural qualities. Qualitative data from interviews were combined with other qualitative data sources, e.g., site observations and architectural sketches, and quantitative, statistics and architectural physical attributes.

Attempts were made to automate parts of the processes such as the development of a machine learning algorithm able to predict and classify documents into corresponding nodes. The model works generally well with a large dataset since larger training dataset produce more accurate results. However, due to the small size of our dataset, we were not able to get accurate, automated classifications. Figure 1 illustrates the workflow of our study.
Examples of investigated visualization strategies were both non-spatial graphs such as information tree structures or word clouds and spatial visualization of, for example, (geo-) coded places, quotations and interpreted perception categories, linked to 2D maps and 3D environments.

First efforts were made to integrate results into the VirtualCity@Chalmers platform and to visualize complex social data without losing too much descriptive information. The needed 3D assets for the area were reconstructed from the Swedish cadaster (Lantmäteriet) datasets using a method that procedurally creates watertight volume meshes appropriate for both simulations and visualization tasks (Figure 2).

![Figure 2. Procedurally generated 3D mesh for the test area Hammarkullen in Gothenburg.](image)

4. Results
Results concern the use and evaluation of the tested CAQDAS and the integration of quantitative measures and qualitative descriptors.

4.1 The tested software - NVivo and Atlasti
Both NVivo and Atlas.ti are analysis software for coding or tagging qualitative data such as text based or audiovisual sources. A code is a short word or phrase that symbolically assigns a summative or evocative attribute for a portion of language-based or audiovisual data. The purpose of the software is to divide the data into manageable segments and to have quick access to them for different kinds of analysis. In our case, our data were the imported from transcribed documents of the interviews. We followed the same methodology with importing our data and manually coding them. When going through the data and highlighting interesting and relevant parts of text, codes were assigned. This process had to be done entirely manually as the software is not reading and coding the data automatically. The result was a coding scheme that we used to cluster and visualize our data by generating word clouds or tree structures.

There are many similarities between NVivo and Atlas.ti. but regarding visualization of clusters and relationships, Atlas.ti provides more options. Still, none of the software were sufficiently sophisticated for our purpose. In both cases, a lot of manual work was required, and it was not possible to achieve an automated method for either coding or spatial linking to maps. NVivo didn’t work at all for representing different relationships, perception, clustering of qualitative data and keeping quotes. Atlas.ti provided some of the options after manual coding. Figure 3 presents examples of cluster diagram from NVivo and Figure 4 provides examples of a cluster diagram for the software Atlas.ti with quotes of urban qualities of places and the interpreted perception of the places. Figure 5 illustrates a cluster diagram with quotes and links to maps.

4.2 People-based and place-based urban qualities analysed through mixed quali-quantitative data
People-based and place-based urban qualities can be described through quantitative indicators and qualitative attributes or descriptors. Considering the value of this paper as a pilot-tested framework for integration of qualitative and quantitative data, it is not meant to provide an exhaustive list of quantitative measures and qualitative descriptors, but rather to identify some examples of such indicators and descriptions whose integration in the framework can be tested. Sources of information are diverse.
Identified social indicators are coming from statistics such as the entropy index as a measure of nationality group diversity [10]. Literature mixed with site observations provided, among others, descriptors of: a) architectural qualities such as hand railings, openings in the facades [11]; b) people-focused qualities of place such as co-presence of people as an expression of density and attractiveness, good visibility for an improved sense of security [12], presence of curbs, edges and pillars giving a sense of privacy [13]; urban comfort related qualities such as the presence of trees [14] or comfortable feeling of air temperature [15]. Some of the qualitative descriptors are also possible to be quantified into measures e.g. number of trees or air temperature.

Figure 3. Location node (left) and quality node (right). The location node represents the 12 most frequent words, minimum length in letters: 4 Exact matches (e.g. “talk” in cluster analysis). The quality node represents the 12 most frequent words, minimum length in letters 4 Stemmed words (e.g. “talking” in Cluster analysis)

Figure 4. Quality node created in Atlas.ti in 3 steps with quotes from the interviews. 1) creating Nodes, 2) defining relations 3) manual highlights in the text. Green = positive, yellow = neutral, and red = negative perception of place.
5. Discussion

5.1. Challenges with interviews

While the interviewees were able to understand and answer the questions we asked, they were not native English speakers. This might have affected the vocabulary they used to answer the questions and the amount of the descriptive terms. Also, the interviewees used quite often Swedish words to convey what they wanted to say and mentioned specific places in Hammarkullen. Familiarity with the place and the neighbourhood and with Swedish language was necessary to transcribe the interviews correctly. However, the manual transcriptions were carried out by a third party who was not familiar with the places mentioned, and who did not speak Swedish. For this reason, the transcripts presented some inaccuracies that were addressed by the researchers who were familiar with both the Swedish language and knew the area and therefore were able to recognize the mentioned places.

Body language and facial expressions were helpful in understanding the interviewees, specifically for coding the answers of the perceived qualities as positive, negative or neutral. As a result, interviews were clearer for the interviewers than for team members who only listened to the audio recordings. Along with the tone of voice, body language and facial expressions provided a layer or information that help when coding the interviews. Thus, when comparing live interviews to audio recordings and transcriptions, in the latter one(s) information is missing. One solution could be to code the audio files and only to transcribe the coded parts later for the visual analysis. Technically, even voice quotations could be kept and integrated in the analysis and geo-coded visualization. However, then special attention needs to be paid to data protection issues.

Another issue is the reliability of the interviews and trust. The interviews were short; people were approached either outdoors and indoors, in public spaces and business premises such as a grocery shops; and the interviewed people were guaranteed anonymity. Although most of the people approached agreed to be interviewed and seemed honest in their answers, establishing trust was one of the challenges encountered by the interviewers, a typical challenge for this kind of interviews. This was especially true
for the people working in Hammarkullen and interviewed at their workplace. As this study was a pilot study with focus on development of the methodology, these challenges could be disregarded. But in a larger study with focus on exploring qualities using this methodology, the considerations need to be addressed.

Automated transcription still encounters limitations and still require manual work. For this project human transcription was preferred. The dataset was limited but a full-scale study should be broader and include more indicators.

5.2. Challenges related to the usability of the software and automatization
The coding was based on wording but remains subjective and informed by the interviewers’ perception of the interviewees. Our dataset consisted of unstructured data which is difficult to interpret by a machine learning algorithm and natural language processing. Some challenges are breaking the sentences, deriving context from a discussion, extracting semantic meanings, and accurate polarity detection (negative, neutral, positive). The coding of the interviews in relation to the perception of the places is subjective and connected to interviewers’ perception of the interviewees, i.e., if a place is perceived as neutral or positive is difficult to interpret, especially if you do not have the whole sentence, which is also a general challenge in AI language processing. Regarding the usability of NVivo and Atlas.ti to cluster the sentences related to perceptions, both CAQDASs had limitations. Another crucial point is that still a lot of manual for is work necessary for the (geo-)coding.

From a graphical point of view, diagrams are easier to build and customize in Atlas.ti than in NVivo. Atlas.ti is more flexible as it allows manual positioning of elements, which makes it easier to establish hierarchy on a visual level. NVivo doesn’t allow this flexibility.

In order to support an automated spatial linkage and integration of mentioned places in interviews, future development should integrate digital mapping from the beginning already during the interviews, for example linking CAQDAS with digital mapping tools like KoboToolbox or Maptionnaire. This will require a new way of carrying out interviews.

Due to the obstacles with the software and the resulting lack of time, the 3D model could not be proven in the current study, but we plan to revisit the use of the 3D model in a future study in combination with a larger dataset.

6. Conclusion
A pilot study exploring potentials for the development of a new method for integration of qualitative (social) data into digital environments has been presented evaluating the two Computer-Assisted Qualitative Data Analysis Software NVivo and Atlas.ti. The study has shown that it is possible to create nodes and clusters for perceptions but at the same time the tested software had unexpected, limited potentials regarding automated clustering, visualization and spatial integration. A spatial linking is possible, but an automated spatial integration is still lacking.

Next steps will be to develop automated processes stepwise (interview situation, transcription, coding, spatial integration, machine learning) and to realize a proof of concept for an automated integration of qualitative (social) data into virtual (2D/3D) cities environments. Finally, the project has contributed with a so far under-researched challenge-driven perspective on the integration of qualitative data in an urban context. When fully developed, the methodology can be scaled up and applied in other projects and, by that, contribute with a new dimension of description and analysis of urban environments is necessary for more sustainable transformation of cities and closely linked to the realization of SDG 9 “Industry innovation and infrastructure” but also to the SDG 11 “Sustainable cities and communities”.
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