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A B S T R A C T   

Density functional theory calculations are used to investigate O1s surface core level shifts for MgO(100), ZnO 
(1010), In2O3(111) and CeO2(111). Shifts are calculated for the pristine surfaces together with surfaces con-
taining oxygen vacancies and dissociated H2. Pristine surfaces show small negative shifts with respect to the bulk 
components and vacancies are found to have a minor effect on the O1s binding energies of neighboring oxygen 
atoms. OH-groups formed by H2 dissociation yield binding energies shifted to higher energies as compared to the 
oxygen atoms in the bulk. The results stress the difficulties in assigning core-level shifts and suggest that as-
signments of shifts in O1s binding energies to neighboring oxygen vacancies for the explored oxides should be 
reconsidered.   

1. Introduction 

X-ray photoemission spectroscopy (XPS) is a common technique for 
chemical analysis [1]. By use of synchrotron radiation, it is possible to 
obtain an energy resolution that enable separation between electronic 
binding energies that originate from surface and bulk atoms [2]. The 
high sensitivity of core level shifts (CLS) to the character of the bond and 
local structure, gives in many cases unique signatures. Thanks to the 
high sensitivity, measurements of surface CLS have become a comple-
mentary technique to unravel, for example, reconstructions of metal 
surfaces upon molecular adsorption [3] or strain-patterns [4]. 

The measured CLS reflects both the chemical state of the considered 
atom and the possibility of the valence electrons to screen the core-hole 
that is created in the photoemission process. The differences in screening 
gives rise, for example, to different signs of the surface CLS of metals to 
the left and right in the period table of elements [5]. Metals to the left 
have a positive shift, whereas metals to the right have a negative shift. 
The positive (negative) shift arises as the screening occurs in states with 
bonding (antibonding) character. Moreover, it is crucial whether the 
screening takes place in d- or s-derived states as the screening is more 
efficient in states with d-character. One striking consequence of the 
character of the state that screens the core-hole is the opposite signs of 
the 3d surface CLS of Pd and Ag upon oxidation [6]. 

Because of the complexity in the origin of electronic binding en-
ergies, first principles calculations are often used to assist the interpre-
tation of measured CLS. Such combined experimental and 
computational efforts have in the past focussed mainly on metallic 

surfaces. The studies of well-defined oxide surfaces have been hampered 
by experimental challenges such as the preparation of defect-free sur-
faces and charging during the experiments. As many of the challenges 
have been solved, there is a growing literature on XPS-studies of oxide 
surfaces. 

XPS-analysis of oxide surfaces generally include measurements of the 
O1s binding. Interestingly, O1s binding energies at higher binding en-
ergies than the bulk is commonly assigned to oxygen vacancies in the 
surface. Such assignments have, for example, been done for ZnO [7–9], 
and In2O3 [10,11]. The binding energy of the O1s state of a bulk atom is 
given by the energy difference between the pristine system and the 
system with a core hole for an oxygen atom in the bulk. A positive shift 
of surface atoms corresponds to a final state that is less stable than when 
the excitation is done in the bulk. A negative shift corresponds instead to 
the case when the final state is more stable than when the excitation is 
done in the bulk. The rational for assigning a positive CLS to neighboring 
oxygen vacancies is a change in the oxidation state of the cations. In an 
electrostatic model [12–14], however, the lower cation charge results in 
a decrease of the Coulomb potential and, therefore, an energetic 
destabilization of neighboring oxygen anions. Thus, an electrostatic 
initial state picture does not support the interpretation of positive CLS to 
the presence of oxygen vacancies. It is clear that the CLS depend sensi-
tively on the electronic screening [2,6,15,16], which makes the situation 
complicated to analyze. 

In the present study, we use DFT calculations to investigate O1s 
surface core level shifts on MgO(100), ZnO(1010), In2O3(111) and 
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CeO2(111) focussing on the effect of neighboring oxygen vacancies. We 
find for all studied surfaces that oxygen vacancies only slightly change 
the O1s binding energy of neighboring oxygen atoms. Instead we suggest 
that the experimental assignments of oxygen vacancies could be related 
to adsorbates, such as OH-groups. 

2. Computational Methods and Modeled Systems 

The density functional theory calculations are performed using the 
Vienna Ab-initio Simulation Package (VASP) [17–20]. The interaction 
between the valence electrons and the cores is described with the plane 
augmented wave (PAW) method [21,22]. The valence configurations 
are 1s1 (H), 2s22p4 (O), 2p63s2 (Mg), 3d104s2 (Zn), 4d105s25p1 (In), and 
5s25p65d14f16s2 (Ce). The exchange-correlation effects are described 
within the generalized gradient approximation according to Perdew, 
Burke and Ernzerhof (PBE) [23]. Hubbard-U corrections are applied to 
describe the localization of the 3d (4f) states of Zn (Ce) [24]. Following 
the literature, a value of 7.5 eV is used for Zn,[25] and 4.5 eV for Ce 
[26]. The Kohn-Sham orbitals are expanded with plane waves using a 
500 eV cut-off. 

Structures are optimized with the conjugate gradient method and 
geometries are considered to be converged when the largest force is 
smaller than 3 × 10− 2 eV/Å. The integration over the Brillouin zone is 
approximated by finite sampling using a Monkhorst-Pack scheme.[27, 
28] The considered surfaces are MgO(100), ZnO(1010), In2O3(111) and 
CeO2(111) with the corresponding surface cells (3× 3), (3× 2), (1× 1) 
and (5× 2

̅̅̅
3

√
). The k-point sampling is 2× 2× 1 for ZnO(1010), 3× 3 ×

1 for In2O3(111), whereas MgO(100) and CeO2(111) are treated in the 
Gamma-point approximation. Surfaces are described by slabs having 7, 
9, 5, and 5 layers for MgO(100), ZnO(1010), In2O3(111) and CeO2(111), 
respectively. For In2O3(111) and CeO2(111), each layer consists of 
anion-cation-anion trilayers. The slabs are in all cases separated by at 
least 15 Å of vaccum. 

The core level shifts are calculated assuming complete screening of 
the core hole. In this method, the CLS is calculated as the total energy 
difference having the core hole either in the surface or in the center of 
the slab. The complete screening approach assumes i) that the lifetime of 
the core hole is long with respect to the photo-emission process, ii) that 
the system is in the ground state with the constraint of a core hole, and 
iii) that structural relaxations are negligible. The systems with a core 
hole are obtained by generating a PAW potential with an electron hole in 
1s shell of O [29]. In addition to this ΔEtot method, we also explored the 
Z+1 approach [30], which is a chemical intuitive method viewing the 
shift as differences in the chemical stability of the core-excited atom. As 
the core hole is created close to the nucleus, the environment effectively 
recognizes a Z+1 atom. 

The measured shifts include the final state effects. However, to un-
derstand the origin of the shifts it is interesting to analyze initial state 
effects. Thus, the O1s binding energy before the core excitation. We have 
done this by calculating the shifts in the O1s Kohn-Sham eigenvalues. 

As the periodic boundary conditions exclude the use of charged 
supercells, charge neutrality needs to be maintained in the presence of a 
core hole. This can be done either by adding an extra electron to the 
valence or by use of a compensating charge in the form of a homoge-
neous jellium background. Adding an extra electron should not be done 
for systems with band-gaps, as the electron in this case is added in the 
conduction band. These are states that are not occupied in the experi-
mental situation and have different screening properties than the states 
in the valence band [31]. As the considered systems have band gaps, we 
are using charged cells and a compensating jellium background. The 
approach was evaluated for the, so-called, ESCA molecule (ethyl tri-
fluoroacetate) in Ref. [32]. 

3. Results and Discussion 

The structures of the investigated surfaces are shown in Figure 1. The 
oxygen atoms are in bulk MgO occupying octahedral positions with six 
cation neighbors. The number of neighbors on the MgO(100) surface is 
instead five. The structural relaxation of the surface gives a slight pos-
itive rumpling[33], which indicates that the inward relaxation of the 
anions are smaller than the cations. The oxygen anions are occupying 
tetrahedral positions in ZnO with four nearest neighbors. The 
ZnO(1010) is corrugated where the surface layer consists of two types of 
oxygen anions. The top-most oxygen atom is under-coordinated, having 
three cation neighbors. The second oxygen atom has full coordination 
with four neighbors. Oxygen is four-fold coordinated also in bulk In2O3. 
The In2O3(111) surface is heterogeneous and consists of corrugated 
tri-layers with 16 In atoms. The oxygen atoms located above and below 
the indium layer are coordinated either in three-fold or four-fold fash-
ions. The oxygen atoms are four-fold coordinated in bulk CeO2. The 
CeO2(111) surface slab consists of tri-layer and the top-most oxygen 
layer have three-fold coordinated oxygen atoms. All studied surface 
have a band gap. The calculated gaps are 3.2 eV, 1.5 eV, 0.16 eV, 2.2 eV 
for MgO(100), ZnO(1010), In2O3(111) and CeO2(111), respectively. 
The gaps are smaller than the measured gaps, which, is expected given 
the applied semi-local exchange correlation functional. 

The calculated CLS (ΔEtot) for the bare surfaces are collected in 
Table 1 and shown in Figure 1. The shift for oxygen atoms in the surface 
for MgO(100) is slightly negative. This is in agreement with previous 
reports [34,35]. A small shift is consistent with experiments, where a 
peak corresponding to the surface cannot be resolved [35]. 

The two oxygen atoms at the surface of ZnO(1010) have distinctly 
different shifts. The three-fold coordinated atom has a negative shift, 
whereas the four-fold coordinated atom is shifted to higher binding 
energies. The existence of one negative and one positive component can 
explain the absence of any measured surface shift for ZnO surfaces [36]. 
The negative shift for the under-coordinated surface atom is in agree-
ment with a previous report where the four-fold coordinated atom was 
not considered [37]. 

For In2O3(111), the average O1s CLS for the three-fold [four-fold] O- 
sites is -0.35 [-0.09] eV, with respect to the O-bulk reference. Among the 
three-fold coordinated O-sites, the most negative O1s CLS is of -0.79 eV, 
whereas the rest of three-fold O-sites have small negative shifts. For the 
four-fold coordinated O-sites, one atom exhibits a slight positive CLS of 
0.19 eV, whereas the rest of the atoms have an average CLS of -0.19 eV. 
The overall energy spread on the calculated CLS suggests one broad 
feature centered at the binding energy of the bulk atom. The shift for 
oxygen atoms in the surface of CeO2 is shifted by -0.48 eV with respect to 
the bulk component. 

The results for the complete CLS (ΔEtot) is in Table 1 compared to the 
shift of the O1s Kohn-Sham eigenvalue and shifts computed with the 
Z+1 approach. The eigenvalue analysis gives an impression of the initial 
state effects, thus the stability of binding energy of the O1s state prior to 
the emission of the photo-electron. Comparing the shift in eigenvalues 
and the complete shift shows that the effect of electronic screening is to 
stabilize the core-hole at the surface with respect to the core hole in the 
bulk. This is understandable given the larger electronic flexibility at the 
surface. The largest effect of screening is predicted for CeO2. 

As the investigated surfaces are ionic, the screening is to a large 
extent located at the site where the core hole is created. A Bader analysis 
[38,39] reveals that the charge on the anions in the MgO(100) surface is 
7.72 electrons for the pristine surface. The charge on an anion with a 
core hole is calculated to be 7.98 electrons. Thus, the creation of the 
core-hole attracts only 0.26 electrons and the screening configuration is 
close to 2p6. For ZnO(1010), the Bader charge on the surface oxygen 
atoms are 7.24 for the three-fold coordinated anions and 7.29 electrons 
for the four-fold coordinated anions. In the presence of a core-hole, the 
corresponding charges are 7.75 and 7.80 electrons, respectively. In this 
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case, the core-hole attracts about 0.5 electrons. For In2O3(111), the 
Bader charge of the three-fold [four-fold] surface oxygen is calculated to 
be 7.14 [7.20] electrons. The charge changes when the core hole is 
created to 7.75 and 7.80 for the three- and four-fold atoms, respectively. 
For CeO2, the Bader charge on the surface atoms is 7.19 electrons for the 
pristine surface, whereas the charge in presence of a core-hole is 
calculated to be 7.80 electrons. Thus, the core-hole attracts in this case 
about 0.61 electrons. The larger screening charge for ZnO, In2O3 and 
CeO2 as compared to MgO is connected to the fact that MgO is more 
ionic than are the other investigated oxides. We note that the final 
electronic screening configuration is close to 2p6 for all investigated 
oxides. 

The CLS with the chemical intuitive Z+1 approach is close to the 
complete core level shifts. This shows that the core level shifts can be 
viewed as differences in the stability of an F− impurity in the oxides. A 
negative surface shift indicates that it is energetically favorable to have 
the impurity at the surface. 

Turning to the effect of surface oxygen vacancies on the neighboring 
O1s CLS, we have considered vacancies located in the surface region, see 
Figure 1. A surface vacancy is for MgO(100) found to be preferred by 
0.52 eV as compared to having the vacancy in the sub-surface layer. For 
ZnO(1010), a vacancy in the three-fold position is preferred by 0.46 eV 
as compared to having the vacancy in the four-fold position. For 
In2O3(111), a surface vacancy in the three-fold position is preferred by 
0.31 eV with respect to having a vacancy being in the four-fold config-
uration. In agreement with previous reports [40,41], we find that the 
case with a sub-surface vacancy is preferred with respect to the surface 
vacancy for CeO2(111) by 0.24 eV. 

The effect of oxygen vacancies on the neighboring O1s CLS are re-
ported in Figure 2. The presence of vacancies is found to have a mod-
erate influence on the O1s core level shifts. For MgO(100), oxygen atoms 
close to the vacancy have a negative shift of -0.36 eV, thus slightly more 
negative than the unaffected atoms. Creating an oxygen vacancy in the 
top-most oxygen layer for ZnO(1010) has close to no effect on the O1s 
shifts. Creating instead the vacancy in the four-fold position yields slight 
negative shifts of about 0.2 eV for both components. For In2O3(111), an 
oxygen vacancy on the three-fold position has a small effect on the 
surrounding oxygen. The three-fold oxygen sites close to the vacancy 
have shifts of -0.37 eV, whereas the four-fold O-sites have positive shifts 
of 0.16 eV. Over the entire slab, the average calculated O1s CLS for the 
three-fold [four-fold] O-sites is -0.19 [0.09] eV. For CeO2(111), we 
calculate the CLS for an oxygen atom close to the vacancy to be -0.44 eV, 
which is close to the value of the pristine surface. 

Analysis of the initial state effects for the cases with vacancies pro-
vides a picture that is similar to the pristine surfaces. The initial state 
shifts as evaluated from the shift in O1s Kohn-Sham eigenvalue are 
shifted to higher energies again showing that the screening is more 
efficient on the surface than in the bulk. 

The underlying reason for the absence of large shifts of neighboring 
oxygen atoms in the presence of oxygen vacancies is for MgO and ZnO 
that the charge density is only slightly changing upon the formation of 
vacancies. Figure 3 shows the vacancy-induced states in the band gap for 

Fig. 1. Top and side views of the investigated surfaces. The surface cells are 
shown by black lines. The oxygen atoms, which are removed when considering 
oxygen vacancies are indicated by circles in the top view. Atomic color code: 
Oxygen (red), magnesium (green), zinc (blue), indium (grey) and 
cerium (white). 

Table 1 
O1s surface CLS (in eV) for the considered pristine surfaces calculated with three 
approximations. Δϵ is the shift in the O1s Kohn-Sham eigenvalue, ΔEtot is the 
total energy difference and Z + 1 is the approximation where energy differences 
are evaluated with an F impurity.   

Δϵ  ΔEtot  Z+ 1  

MgO(100) 0.10 -0.14 -0.13 
ZnO(10-10) (3f) -0.36 -0.47 -0.46 
ZnO(10-10) (4f) 0.81 0.60 0.57 
In2O3(111) (3f)  -0.26 -0.35 -0.31 
In2O3(111) (4f)  -0.02 -0.09 -0.08 
CeO2(111)  0.39 -0.48 -0.49  

A. Posada-Borbón et al.                                                                                                                                                                                                                       



Surface Science 705 (2021) 121761

4

MgO(100) and ZnO(1010). The density of the vacancy induced state is in 
both cases stabilized by the Madelung potential and located at the va-
cancy site. Thus, the charge distribution is not markedly changed as 
compared to the pristine surface. Moreover, as the screening configu-
ration is 2p6, there is only a small amount of charge depleted from the 
other oxygen anions in the system. The Bader charges on the neigh-
boring oxygen anions having the negative shift on MgO(100), are 7.75 
electrons, whereas the charges on the other atoms are unaffected with 
respect to the pristine surface. The Bader charges for ZnO(1010) are 
unchanged within 0.03 electrons with respect to the pristine surface. 
The slight negative O1s shift of neighboring oxygen atoms in the pres-
ence of a vacancy can be attributed to the fact that the charge at the 
vacancy site spills out and is not as localized as when attracted to a 
nuclear charge. The character of the gap-state is for In2O3(111) very 
different. The covalent character of this oxide is manifested by weight on 
both cation and anion sites. 

The situation is again different for CeO2(111) as ceria is reducible 
and adopts a formal Ce3+ oxidation state upon vacancy formation. The 
states in the band-gap for CeO2(111) are localized on two Ce-ions by 
occupying 4f-states. The charges are localized on Ce-ions that are next- 
nearest neighbors to the vacancy. However, the vacancy induced shift is 
also in this case negative as the stabilization of the neighbors is reduced 
then the cations change from Ce4+ to Ce3+. The three oxygen atoms close 
to the vacancy have a slightly higher charge than in the pristine surface 
(7.25 electrons). The change in oxidation state of two cerium atoms is 
evidenced by an increase in the Ce Bader charge from 9.60 for the 
pristine surface to 9.85 electrons in the presence of a vacancy. 

As oxygen vacancies does not result in marked positive shifts in the 
O1s CLS, we speculate that besides structural changes, other species may 
result in such shifts. OH-groups are obvious candidates. Dissociated 
water my result in adsorbed OH-groups and also hydrogen bonded to 
lattice oxygen sites. We have here investigated the O1s CLS for OH with 
oxygen being a lattice oxygen. On MgO(100) and ZnO(1010) this was 

Fig. 2. Core level shifts for MgO(100), ZnO(1010), In2O3(111) and CeO2(111). 
The shifts are calculated with respect to an oxygen atom in the center of the 
slabs. Pristine, OV and OH refer to the pristine surface, the surface in presence 
of an oxygen vacancy and an OH-group formed by H2 dissociation. For ZnO 
(1010) and In2O3, the red (blue) lines correspond to an oxygen vacancy on 
three-fold (four-fold) position. 

Fig. 3. The charge density of the vacancy induced state in the band-gap. The oxygen atoms, which are removed when considering oxygen vacancies are indicated by 
circles for In2O3(111) and CeO2(111). The iso-surface of the density is 0.05 e/Å3 except for In2O3(111) where it is 0.01 e/Å3. The electronic state for the vacancy in 
CeO2(111) is a triplet, thus two states are occupied in the band-gap. For simplicity, the iso-surfaces of both states are shown in the figure. 
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investigated by considering a configuration with H2 dissociated in an 
heterolytic fashion, whereas homolytic dissociation has been explored 
for In2O3(111) [42,43] and CeO2(111) [44]. 

The O1s CLS for the oxygen atom forming the OH group is calculated 
to be 2.96 eV for MgO(100), thus clearly separated from the binding 
energy of the bulk atom. The shift for the OH group on ZnO(1010) is 
calculated to be 1.91 eV. 

Homolytic adsorption of H2 on In2O3 surfaces is known to be ther-
modynamically preferred over the heterolytic case [43]. We consider 
both cases, and obtain CLS of 1.55 and 2.09 eV for the heterolytic and 
homolytic adsorption mode, respectively. The difference in O1s CLS 
between the two modes suggests a difference in nature of the created 
OH-groups upon hydrogen adsorption. For the heterolytic case, the In-O 
distance between the hydrated In and O atom changes from 2.14 Å to 
2.50 Å upon hydrogen adsorption. For the homolytic case, the largest 
change in interatomic distance is less pronounced, changing from 2.19 Å 
on the pristine surface to 2.49 Å upon hydroxylation. The increase in the 
interatomic distance can be understood as a change in coordination of 
the OH group formed in the heterolytic adsorption case, which explains 
the difference in O1s CLS between the two adsorption modes. H2 dis-
sociates homolytically over CeO2(111) forming two OH groups [44]. 
The presence of the two OH-groups is accompanied by the reduction of 
two cerium cations to Ce3+. The CLS is in this case calculated to be 2.28 
eV. 

The presence of a proton on the oxygen site results in all cases in 
large positive shifts, see Figure 2. These shifts could be modified by the 
presence of other OH-groups and hydrogen bonds [34]. It is not the 
scope of the present study to explore different configurations of 
OH-groups on the oxide surface. Here, we merely stress that presence of 
hydrogen gives rise to CLS that may explain experimental observations 
that have been assigned to oxygen vacancies. 

4. Conclusions 

We have investigated the O1s core level shift for MgO(100), ZnO 
(1010), In2O3(111) and CeO2(111). CeO2(111) is a reducible oxide, 
whereas the other oxides are irreducible. Oxygen atoms in the pristine 
surfaces have a slight negative CLS with respect to the bulk references. 
The presence of oxygen vacancies is found to have a negligible effect on 
the O1s core level binding energy on neighboring oxygen atoms. The 
absence of shifts is connected to the fact that the valence electronic 
density is close to unaffected by the presence of vacancies in the case of 
the irreducible oxide. We speculate that the common assignment of 
positive shifts to oxygen vacancies could be related to different types of 
OH groups on the surfaces. 
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