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Abstract
Distribution networks are evolving to become more responsive with increasing integration of distributed energy resources 
(DERs) and digital transformation at the grid edges. This evolution imposes many challenges to the operation of the net-
work, which then calls for new control and operation paradigms. Among others, a so-called grid-edge control is emerging to 
harmonise the coexistence of the grid control system and DER’s autonomous control. This paper provides a comprehensive 
overview of the grid-edge control with various control architectures, layers, and strategies. The challenges and opportunities 
for such an approach at the grid edge with the integration of DERs and digital transformation are summarised. The potential 
solutions to support the network operation by using the inherent controllability of DER and the availability of the digital 
transformation at the grid edges are discussed.

Keywords Grid-edge control · Distributed energy resources · Microgrids · Real-time simulations · Power quality

1 Introduction

The energy transition is undergoing in all levels of the elec-
tricity grid with increasing penetration of renewable energy 
sources (RES), especially wind and solar photovoltaic (PV). 
This transition towards more environment-friendly operation 
based on electrifications is also occurring in other energy 
sectors, such as the transport and the heating/cooling [1]. 
Specifically, the former opts for the adoption of electric 
vehicles (EVs) to substitute the fossil fuel vehicles, while 
the latter aims to replace gas-fired heaters by heat pumps 
(HPs). RESs, EVs and HPs constitute the distributed energy 
resources (DERs) which create both challenges and oppor-
tunities to optimise performance of distribution networks.

The integration of DERs at the customers’ premises 
reduces the network power losses while increasing the end-
users’ control over their electricity consumption and ena-
bling them to be actively involved in the electricity mar-
ket [2]. Furthermore, DERs are capable of reshaping their 
generation, i.e. RES and energy storage systems (ESS), and 
consumption patterns, i.e. EVs and flexible loads, providing 
flexibility services for the grid operation. Despite all of these 
improvements, massive integration of DERs in low-voltage 
(LV) and medium-voltage (MV) grids has adverse impacts 
on the network operation and power quality. The intermit-
tency of PVs causes fast voltage fluctuations [3], while the 
abrupt charging of EVs causes the voltage sag and unbalance 
[4]. Addressing these adverse impacts involves changes in 
the network planning and operation, e.g. reinforcements of 
network components and operation of power quality sup-
porting equipment, to increasingly accommodate DERs 
while maintaining network voltage quality.

Additionally, distribution networks are evolving from 
the traditional, passive system into the smart, active sys-
tem, resulting from the rapid digital transformation at the 
grid edges, i.e. the secondary side of LV distribution trans-
formers. The digital transformation arises from the adop-
tion of advanced sensors, smart meters (SM) as well as the 
emerging development of Internet-of-things (IoT) that allows 
devices to be connected with two-way communication. For 
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this, the key drivers are the technological development, i.e. 
data integrity, cyber-physical systems, artificial intelligence 
(machine learning), big data, digital twins, for secured, flex-
ible and efficient grid operation with cost reduction [5]. The 
digital transformation at the grid edges enables the LV dis-
tribution network to have digital structure, facilitating self-
monitoring and self-healing capabilities [2]. Moreover, the 
active exploitation of advanced information and communi-
cation technologies (ICT) can enhance the controllability 
of DERs and the network [6]. The digital transformation at 
the grid edge, thus, would facilitate the optimal coordina-
tion of the customer-owned DERs at the grid edges [5] and 
for improving the efficiency of the power system operation 
[7]. As a result, the adoption of the digital transformation 
along with the inherent controllability of DERs, if properly 
managed, is expected to maximise the cost-effectiveness 
of incorporating DERs into the grid while maintaining or 
increasing system stability and reliability. In this respect, 
managing the network requires a new paradigm of DERs’ 
control strategies, whose overview is presented in this paper. 
For this paradigm, it is crucial to leverage ICT, data-driven 
and machine learning-based methods given the increasing 
availability of the data measurement. In this context, a so-
called grid-edge control refers to the control of DERs at the 
grid edges, which leverages various data resources from the 
digital transformation. Figure 1 illustrates the concept of 
grid-edge control.

As an example of the grid-edge control, the (grid-con-
nected) microgrid (MG) is regarded as a cost-effective solu-
tion to the proper integration of DERs [8] as DERs’ control-
lability can be effectively used to tackle their negative effect 
on the grid. An MG is a system composed of DERs that are 
electrically connected and coordinated to operate the MG 
as independent energy sources, which can interact with the 
utility grid or operate in isolated mode [9]. Review of the 

control methods for DERs to support the MG operation can 
be found in [10–12], which focus on local control without 
using any communication among DERs. The shortcoming 
with this technique, however, is that the optimisation of the 
network performance is likely not achievable as DERs lack 
the awareness of system-wide performance and other units’ 
status.

This paper provides a comprehensive overview of the 
grid-edge control, i.e. control of DERs (including PVs, EVs 
and HPs), which leverages various data resources from the 
digital transformation at the grid edges. As a part of this 
overview, the challenges of operating and controlling DERs 
are also examined. Next, the modelling and simulation of the 
grid-edge control to support grid performance are presented. 
Then, a thorough discussion of the architecture, layers and 
strategies for the grid-edge control is provided. The follow-
ing section shows the particular use-cases for the grid-edge 
control. Finally, discussions on future trends with grid-edge 
control is presented.

2  Challenges from high DER penetration

As aforementioned, the high penetration of DERs at the grid 
edges causes several challenges for grid operation and plan-
ning. These challenges have arisen from the nature of DERs 
associated with the uncertainty, variability and no inertia as 
well as the regulation related to the system operation. In this 
section, analysis of these challenges is provided as a sound 
foundation for determining the proper control solutions. It is 
important to note that DERs in this section refer to PVs, EVs 
and HPs. Figure 2 lists a summary of the main challenges 
from high DER penetration.

2.1  Supply–demand balancing

DER technologies with their generation capability such as 
residential PVs have uncertain characteristics by nature, such 
as intermittency, randomness and variability [13]. Electricity 

Fig. 1  The grid-edge control is leveraging the data measurement from 
the digital transformation at the grid edges

Fig. 2  Main challenges for grid operation and planning due to high 
DER penetration
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production from PV is inherently only available during the 
sunlight periods. Furthermore, their power outputs fluctuate 
over time according to the variation of the solar irradiation. 
Such uncertain nature causes the deployment of PVs to be 
challenging as the real-time grid operation will be disrupted.

As the primary renewable energy cannot be stored, its 
power output is discontinuously usable to supply the elec-
tricity demand. Moreover, fluctuation of PV power outputs 
with fast and frequent fashion adds more stress on real-time 
network operation procedure as the adjustments of power 
generation dispatches must be carried out quickly and more 
frequently. In this regard, the system flexibility to efficiently 
operating the entire system needs to increase. At the system 
level, the flexibility can be arranged by an adequate level 
of reserved power from generation-side resources. For this, 
many power plants must operate at power outputs below 
the rated value or with minimum values, eventually oper-
ate at standby mode. Because the operational constraints, 
e.g. minimum permissible power and standby duration time, 
are fundamental for power plants, this flexibility provision 
capacity level can be difficult to be achieved.

Thanks to the large-scale deployment of DERs, the 
demand-side flexibility can be considered as an alternative 
resource to contribute to the system balancing task, espe-
cially at the local and regional level [14]. The potential can 
be even enlarged by leveraging a synergy from coupling 
sectors, including electrification in the transportation and 
building sectors, i.e. EVs and HPs, respectively. To realise 
the potential contribution of such flexibility resources to 
the system balancing, it is essential to develop smart con-
trol technologies and proper incentives. Otherwise, a large 
investment is needed for grid reinforcement to accommodate 
these emerging DERs.

2.2  Power quality

The uncertain nature of output powers of DERs gives rise 
to challenges in handling the voltage fluctuation, voltage 
unbalance and harmonics.

2.2.1  Voltage fluctuation

With the increasing share of DERs in a particular geographi-
cal area, the generated power can vary fast and consider-
ably. This is due to sudden, simultaneous changes in solar 
irradiance (i.e. cloud passing) [15], subsequently provoking 
voltage fluctuation. Managing voltage fluctuation, thus, is 
a great concern for small DER systems. In some cases, the 
voltage fluctuation can be significant that interferes with the 
operation of voltage regulation equipment, such as load tap 
changer of distribution transformers, line voltage regulators 
and capacitor banks [3].

The LV distribution networks are predominantly con-
structed with radial topology, meaning that power flows 
from upstream to downstream networks to supply custom-
ers’ consumption. The increasing use of EVs and HPs causes 
the voltage level in the distribution feeders to drop largely as 
more electrical loads will be added. The voltage drop will be 
severe towards the end of the feeder.

In contrast, a large scale of PVs eventually causes signifi-
cant reverse power flows into the upstream networks; thus, 
the voltage rises along with the distribution feeders with the 
voltage level at the end of the feeder likely exceeding the 
permissible limit. Many European distribution system opera-
tors (DSOs) have reported the frequent occurrence of voltage 
rise problems due to the implementation of DERs in their 
LV networks [16]. This undesired voltage rise potentially 
damages the customers’ electrical appliances. Furthermore, 
the voltage rise can lead to the generator tripping activated 
by internal protection. This subsequently induces the loss of 
the owners’ revenue as they are not able to sell the surplus 
power generation. The level and widespread of voltage rise 
depend on the penetration level of PVs in the grid.

2.2.2  Voltage unbalance

Voltage unbalance is also perceived as a significant con-
cern in the LV distribution network with high penetration of 
DERs. Voltage unbalance is quantified by a percentage term, 
called voltage unbalance factor (VUF), which is allowed to 
be within the acceptable range of 2%. This voltage issue 
arises from unbalanced system impedances, uneven distribu-
tion of single-phase loads and unbalance power generation 
from PVs. The intermittency of PV output powers can also 
lead to voltage unbalance. Moreover, voltage fluctuation 
can further deteriorate voltage unbalance. The use of EVs 
adds more stress on voltage unbalance [4]. Voltage unbal-
ance increases at the end of the feeder. High level of voltage 
unbalance causes all induction motor type and distribution 
transformer to be overheated and de-rated. Subsequently, 
the lifetime of the equipment will be reduced. Addressing 
these challenges calls for the appropriate development of the 
grid-edge control, which is reviewed in the next sections.

2.2.3  Harmonics

Since power electronic interfaces of DERs feature nonlin-
ear impedance to their generation source, they produce cur-
rent harmonics which can be injected to the main grid [17]. 
Among DERs, PVs and wind generation (WG) are the major 
sources of current harmonic injection into the distribution 
networks [9]. Current harmonics, subsequently, create the 
voltage harmonics and total harmonic distortion (THD) [18]. 
These harmonics potentially become contributing factors 
for increased heating in the equipment and conductors, and 
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then power loss increase in the distribution networks [18]. 
Widespread adoption of DERs at the grid edges with power 
electronic interfaces results in a growing level of harmonics 
in power systems [17]. In this respect, harmonics grow into 
a major cause of power quality problems, which are criti-
cal issues in the distribution network associated with high 
penetration of PVs and WGs.

2.3  Network congestions

The appearances of EVs with increasing charging power 
can create the transformer congestions, either in LV or in 
MV networks [4, 20]. The congestions more likely occur 
when EV charging and HP operation activate concurrently, 
e.g. in the winter evening. A high amount of reserve power 
flows due to RES can also lead to transformer congestion. In 
this condition, reverse power flowing through the distribu-
tion transformer from RES located in its secondary side can 
exceed the rated power. Using the Monte Carlo approach, the 
study in [19] indicates the correlation between the voltage 
rise and reverse power flowing through the transformer due 
to high PV penetration, as demonstrated in Fig. 3. There-
fore, voltage rise and transformer congestion issues become 
major barriers to further deployments of PVs. In practice, 
the limits on penetration level or peak power generation have 
been imposed on the integration of PVs in LV networks [15]. 
These approaches are, obviously, not desirable and should 
be replaced by alternative solutions, which are discussed in 
the next sections.

2.4  Stability issues

DERs connect to the grids using power electronic devices. 
More specifically, these devices are responsible for control-
ling power outputs and terminal voltage values, and convert-
ing DC voltage into AC voltage [2]. The usage of power 
electronic interfaces, therefore, is decisive to integrate DERs 
and shape smart power systems with the enhanced system 
dynamic performance [21]. However, this emerging applica-
tion poses technical problems, i.e. harmonics and especially 
low or even no inertia.

These inverter-based DERs have no kinetic energy and 
spinning reserve [22], therefore providing no mechanical 
inertia response. In contrast, synchronous generators have 
kinetic energy stored in the rotors, which will be a quick 
inertia response to frequency instability in the systems. 
Such inertia response plays the most crucial role in fre-
quency response, that effectively decreases the change rate 
of network frequency [23]. With decreasing share of such 
conventional generators due to the development of inverter-
based ones, the hosting networks have low inertia and hence 
compromise frequency stability [24]. In practice, a steady 
reduction in the inertia response of the power systems has 
been being observed in the USA in correspondence with 
the growth of DER deployment [25]. Similarly, frequency 
violation problems have occurred more regularly in Nordic 
power networks, which are perceived as a significant correla-
tion of increased DER integration [24]. In this context, the 
frequency stability emerges as one of the most significant 
concern. Recently, the inertia response has been mandatory 
for WGs in several countries, and this emerging application 
is being considered to PVs.

2.5  Changes in regulatory framework

The integration of DERs is radically altering the perfor-
mance of the power distribution systems because these 
systems were not originally designed to accommodate such 
technologies. To facilitate this alteration while still effec-
tively managing the network performance, DSOs must adjust 
the planning and operational procedures for the distribu-
tion networks with the presence of DERs. Additionally, the 
active, decentralised features of the future power distribution 
systems resulted from DER integration are not originally 
considered in the design of the business model of DSOs. 
Currently, DSOs are operating, maintaining and upgrading 
the distribution systems mostly in the passive fashion with 
fix remuneration specified annually by the regulators [1]. 
This passive manager of DSOs is inappropriate for the dis-
tribution systems, especially with the dynamic of DERs’ 
outputs. Hence, along with the reconsideration of the plan-
ning and operation of the networks, DSOs’ business model 
also needs to be modified to actively manage the grid [1].

Fig. 3  A scatter plot shows the correlation between transformer 
power flowing through phase A and voltage levels at a house con-
nected to the same phase with different PV penetration. Negative 
transformer power depicts the reverse power flow due to PV power 
generation [19]
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On the other hand, DERs can provide the flexibility ser-
vices for the grid operation as their production/consump-
tion profiles can be controlled directly or indirectly by the 
owner/network operators. This flexibility, subsequently, 
can be utilised to handle the local issues, e.g. congestions/
voltage violation. Also, this flexibility source, if properly 
aggregated, can support transmission networks. Using the 
flexibility of DERs, however, is currently limited due to 
the wide geographical dispersal of DERs [1]. Therefore, to 
effectively procure the flexibility of DERs, a new role in the 
form of the aggregators is essential to be introduced [1]. 
These aggregators should be empowered to have direct or 
indirect control over the flexibility of DERs, then offering 
a supporting tool for DSOs to address technical problems. 
To enable the introduction of the aggregator as well as the 
evolution of DSOs’ business role, the radical change in the 
regulatory frameworks is required.

It is worth to mention that other issues are emerging in 
DER integration that includes frequency stability as indi-
cated in [2, 18, 20, 22–24]. Additionally, the deployment 
of ICT at the grid edges imposes the challenges from the 
viewpoint of control and performance of the power systems 
by introducing cybersecurity and privacy threats [2, 6, 26]. 
However, this paper focuses on the issues related to the 
deployment of DERs.

3  Modelling and simulations of grid‑edge 
control

Proper development of the grid-edge control has necessi-
tated the modelling and simulations of DERs (focusing on 
PVs, EVs and HPs), which are firstly listed in Fig. 4 and 
subsequently presented in detail in this section.

3.1  From physics‑based to data‑driven models

The physics-based models, also regarded as white box, 
include the physics of the object to be modelled, providing 
reliable and accurate modelling tools [27]. However, ade-
quate knowledge of the system characteristics is required 
and then needs to be modelled in an adequate detailed man-
ner. The model execution, consequently, shows the com-
putational burden and is time-consuming. Typically, the 

physics-based models are applied for component levels up 
to device levels [27]. For instance, the examples at device-
level details for DERs, i.e. inverter modelling, are introduced 
in [28], while for component levels, the examples can be 
found in [29].

Data-driven models represent the statistical relationship 
between input and output data of a given system without 
presenting the underlying physics by using statistical and 
machine learning approaches. Thus, data-driven model 
execution is less computationally demanding [27] compared 
to physical-based models. Considering the increasing avail-
ability of data measurement, data-driven models are being 
employed more frequently, especially for system-level mod-
elling. For instance, applying data-driven models at the lev-
els of MGs is presented in [30]. Moreover, the data-driven 
models have been used at device-level details, such as in 
[27].

As highlighted in [31], the accuracy of the data-driven 
models is strictly related to the amount of training data avail-
able. In the attempt to overcome this issue, online auto-adap-
tive parameter identification methodologies have been devel-
oped. The basic idea of these methods is to adjust, in the real 
time, the model parameters whenever something occurs on 
the physical system by changing its internal parameters to 
keep its output as close as possible to that of the physical 
system. In doing this, they are capable to capture any change 
in the internal parameters of the physical system. Model 
parameters are identified adopting algorithms based on the 
recursive least squares [32], Lyapunov theorem involved in 
the sensitivity theory [33, 34] and genetic algorithm [35].

3.2  From numerical to real‑time simulation

A simulation platform to enable the grid-edge control solu-
tions, especially for MG applications, can be implemented 
using either numerical simulation or real-time (RT) simula-
tion approaches. The first approach, i.e. non-RT, is widely 
used in the early stage, e.g. design, due to ease of imple-
mentation, low cost and safety reasons, using simulation 
software. Several common simulation software applications 
include MATLAB/Simulink, PSCAD, GAMS and HOMER 
[36]. Subsequently, the second approach is used in the next 
stages, e.g. validation, to further test the proposed works 
beyond the numerical simulation for solutions before real 
deployment. In this platform, the RT simulator machine 
takes the central role as its powerful simulation capabil-
ity enables the modelled MG to operate closely to realistic 
manner [37]. RT simulators can be of great help for design-
ers and researches to better understand the main problems 
related to MG development and to identify the more appro-
priate solutions. The commonly used RT simulators include 
RTDS and Opal-RT. Some laboratory-based setup and test  
beds for RT MG simulation platforms have been developed Fig. 4  Types of modelling and simulations of the grid-edge control
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in various countries, e.g. Austria, Germany, France and the 
UK, as discussed in [37, 38].

However, it is worth noting that these simulators may 
not be accurate enough because, as pointed out in [39], the 
models on which they are based are not always capable of 
replicating the realistic behaviour of the physical system. As 
a consequence, the solutions identified by these simulators 
may be inefficient when applied to the actual system. For 
this reason, it is necessary to test these solutions in the real 
world to assess their actual impact on the MGs. To com-
ply with this exigency, several MGs have been developed 
all over the world [40, 41]. The survey of these systems 
presented in [39–41] pointed out that there exist different 
kinds of MG test beds that can be grouped into four catego-
ries. The first of these includes MGs operating in a grid-
connected mode such as those referred to in [42]. Thanks to 
this feature, they provide a useful test bed to assess impacts 
arising from their integration into the distribution grid and 
to evaluate the optimal technical and operational solutions 
for mitigating them. The second category refers to isolated 
MGs such as those in [43, 44] that can be usefully adopted 
to develop control strategies able to ensure the economical, 
reliable and secure operation of these systems without taking 
advantage of the main grid support. The third category is 
related to those MGs that can be operated in both grid-con-
nected and isolated mode, and thus they enable MG opera-
tors and researchers to investigate on their sensitiveness to 
severe perturbations such as the sudden loss of the main grid 
[46]. The results of these analyses can be used to identify 
the more suitable control actions for ensuring the survival 
of such systems during their transitions from one state to 
another. Finally, the MGs in the fourth category are those 
capable of operating in all MG operating modes and transi-
tion states [47, 48]. These MG test beds provide a powerful 
solution enabling researchers to develop and to test complex 
solutions for ensuring the economical, reliable and secure 
operation of the MG in all operating states and transitions.

3.3  Hardware‑in‑the‑loop testing

Hardware-in-the-loop (HIL) allows to test and validate the 
prototype of equipment interacting with a simulated sys-
tem under various realistic operating conditions [49]. HIL 
testing can be classified as control HIL (CHIL) and power 
HIL (PHIL). The former refers to the testing method for a 
controller prototype. The latter refers to the method for a 
device, e.g. PV power converters, through a power amplifier 
[50–52]. Because the control algorithms for DERs will be 
thoroughly discussed in the next sections, PHIL testing is 
presented in this section.

Figure 5 shows an example of real-time PHIL testing for 
commercial PV inverters. A test grid is simulated in a real-
time simulator, and every time step, typically in a range 

of 50 µs, it computes the current grid status. The status 
(voltage or current) of the point of connection (POC) of 
the PV inverter is sent to the power interface with the task 
to replicate it in the hardware side dynamically. Follow-
ing this, the PV system variables are read by the hardware 
measurement system and fed back to the real-time simula-
tor. To demonstrate these test outcomes, Fig. 6 illustrates 
the performance of the PV inverters using the PHIL setup, 
as reported in [45]. The test results show that the inverter 
operates as expected, in which its reactive power absorp-
tion increases, while active power generation decreases to 
solve the voltage rise issue at the POC. This is a so-called 
droop control method, which will be described in the next 
section.

Different interface methodologies and algorithms have 
been proposed for interfacing the hardware and software 
part, also depending on the power interface technol-
ogy. A review has been performed in [52], and it can be 
summarised with an interface type and power interface 
technology.

Real-time Simulators

Distribution network
Real-time model

PV Emulator
Real-time model

Power Interface

Distribution network
Power Amplifier

PV Emulator
Power Amplifier

Commercial PV Inverter

Fig. 5  Example of a PHIL setup used for the tests of a PV inverter. 
The red lines represent power flow, while the dashed black lines rep-
resent data/measurement flow

Fig. 6  Active and reactive power outputs (compared with the appar-
ent power) of a real PV inverter in response to changes in voltage lev-
els (in p.u.) at POC in PHIL test [45]
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3.3.1  Interface type

For the voltage  type, the voltage of the point of common 
coupling (PCC) is supplied to the power interface, while the 
current measurement of the DER is fed back to the simula-
tor. DER is represented by a current source, that is particu-
larly useful for grid-feeding converters [53, 54].

For the current type, the current of the PCC is supplied to 
the power interface, while the voltage measurement of the 
DER is fed back to the simulator. The simulated DER is rep-
resented by a voltage source, which is particularly indicated 
for grid-forming converters, such as smart transformers [55].

3.3.2  Power interface technology

For synchronous generator, this is a high-power/voltage 
and low-cost power interface solution. Due to the reduced 
dynamics, depending on electro-mechanical variables, only 
slower power system phenomena can be accurately repre-
sented (< 10 Hz).

For switching element power amplifier, this is a high-
power/low-to-medium-voltage interface solution. It recurs 
to semiconductor-based technologies, such as IGBT or SiC, 
and it allows to represent the majority of the desired dynam-
ics (up to few kHz) and bidirectional power flow. It may 
introduce delays in the loop up to a few hundreds of micro-
seconds, affecting the PHIL system stability and accuracy.

For linear power amplifier, this is a low-to-medium-
power/high-cost interface solution. Due to the analogue 
switching, it can reach tens or hundreds of kHz bandwidth, 
allowing electromagnetic testing with high accuracy. Fur-
thermore, it introduces a limited delay in the testing (a few 
microseconds), increasing the PHIL stability margin.

In the last years, the PHIL validation has been chosen as 
a method to assess the performance of DERs, and smart grid 
in general, in realistic grid conditions [53, 56]. In [54], the 
PHIL testing of a 500 kW photovoltaic converter has been 
performed. A new control strategy for maximising the power 
extraction from PV plants under low solar irradiation has 

been proposed and validated with PHIL in [57]. The 60 kW 
3.6kWh high-speed flywheel performance in providing fre-
quency support services has been assessed in [58]. Besides, 
motor drives have been of interest of PHIL, particularly for 
high-power (< 1MVA) testing [59], or marine systems [60]. 
All the previous examples involved the use of a voltage-type 
interface. Fewer applications have been found employing a 
current-type interface. As an example, the smart transformer, 
a power electronics-based transformer, has been extensively 
tested in [61] for the provision of frequency support services.

4  Grid‑edge control architectures, layers 
and strategies

This section describes different architectures, layers and 
strategies for the grid-edge control with a summary being 
shown in Fig. 7. Possible grid-edge control solutions, which 
are based on the coexistence of MGs and the distribution 
grids, are also presented.

4.1  Control architectures

Based on the communication network, the grid-edge control 
strategies can be categorised into centralised, distributed and 
decentralised control, as shown in Fig. 8.

Fig. 7  Summary of the grid-edge control architectures, layers and strategies discussed in this paper

(a) (b) (c)

Fig. 8  Classification of grid-edge control strategies based on their 
communication network: a centralised control, b decentralised con-
trol, c distributed control. The green circles represent DERs, while 
the orange circle represents a central controller. The dashed blue lines 
represent two-way communication links
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4.1.1  Centralised control

This control method (Fig. 8a) is considered as a conven-
tional approach, constituted of a central controller and bidi-
rectional communication links between this unit to every 
single component of the networks. Theoretically, the cen-
tral controller needs to receive and process the messages 
exchanged from all units, causing a large number of message 
exchanges within the grid. All control decisions are made 
by the central controller. This control architecture makes 
the system development expensive [38] while weakening 
the system reliability due to a single-point-of-failure of the 
central controller or the malfunction of any communication 
links [62, 63]. Scalability is another shortcoming of the cen-
tralised control, resulted from the additional complexity to 
the communication network and required setting update of 
the central controller. With the high integration of DERs, 
centralised control is potentially impractical [64]. Instead, 
the adoption of centralised control is appropriate for a small-
scale grid that includes a small number of nodes and does 
not require frequent system expansion [65]. Using the energy 
management system (EMS) is a promising solution to the 
implementation of centralised control.

4.1.2  Decentralised control

The decentralised control (Fig. 8b) dismisses the duties of 
a central controller nor one-to-all communication system, 
thus allowing simplicity and relatively low cost of imple-
mentation, and obtaining higher reliability. As no exten-
sive communication infrastructure is required, the required 
investment can be kept at a minimum. The control decisions 
are made individually at each DER by its local controller 
using the local information [66]. This method makes ICT 
performance robust against the failures. However, DERs 
lack the awareness of system-wide performance as well as 
other units’ status [21]. Moreover, these methods usually 
apply the same control settings for all DERs, which have 
different types and operating conditions [67]. This approach 
can lead to uncooperative operation of DERs, subsequently 
unexpected problems [67].

4.1.3  Distributed control

In the distributed control (Fig. 8c), a central controller is 
excluded, but communication is needed, which is in the 
form of sparse communication links between some adjacent 
DER units with low bandwidth. This kind of communica-
tion allows developing the distributed control with lower 
cost compared with the centralised control [62]. By using 
the sparse communication, all DER units take the responsi-
bilities for the network optimisation and stability via coor-
dinating each other. In case of a new DER installed, only 

the configuration for the communication links between this 
unit and the neighbouring ones is required [3]. Distributed 
control is suitable for a system that has a large number of 
nodes, high complexity of system structure and more fre-
quent expansion of the system [65].

4.2  Hierarchical control

Because the distribution networks compose different power 
generation systems based on different technologies and 
power ratings, it is necessary to implement a hierarchical 
control to maximise the controllability, reliability, efficiency 
while minimising the operation cost [10]. The hierarchical 
control, thus, can assist the robust operation of the networks. 
Determination of optimum operation for the grid takes into 
account various factors, for example, rated and available 
capacity of generation systems, distribution of loads and 
generation systems, electrical market prices and generation 
costs. In that sense, neither fully centralised nor fully decen-
tralised control can accomplish the proper control of the 
system. A compromise between fully centralised and decen-
tralised control can be obtained employing a hierarchical 
control [66]. The hierarchical control can be formulated by 
three main layers: primary, secondary and tertiary control. 
These control layers are different in their: timeframe and 
response speed when they are operating, and the supporting 
infrastructure requirement [66].

4.2.1  Primary control

Primary control is the first level of hierarchical control. It 
is implemented by local controllers, which are embedded in 
each component, such as RES, EES and loads. This control 
layer is capable of acting fast (on the order of milliseconds) 
in a predetermined way without needs for communication 
with neighbouring units [68], contributing to the enhance-
ment of network stability [69]. The functions of the primary 
control are islanding detection, output control of individual 
DERs and power-sharing among DERs [63, 66]. This control 
layer, consequently, enables the inverters to autonomously 
operate at each unit, resulting in the improvement in power 
stability.

4.2.2  Secondary control

Secondary control is upstream control layer of the primary 
control that is responsible for the reliable, secure and eco-
nomical operation of the grid [66]. This control layer pro-
vides the reference parameters for the primary control, e.g. 
output power or voltage at the POC [63, 70, 71]. There-
fore, the secondary control eliminates the steady-state error 
caused by primary control [66, 72]. For example, second-
ary control restores grid frequency and voltage amplitude 
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within the accepted range, e.g. by ± 0.1 Hz in Nordel (North 
of Europe) or ± 0.2 Hz in UCTE (Continental Europe) [73], 
as well as voltage unbalance and harmonic compensa-
tion. Besides, it is in charge of synchronisation and power 
exchange with the main grid [14]. The response speed of the 
secondary control is slower than the primary due to some 
limitations, such as availability and capacity of primary 
sources.

The approach to design secondary control can be clas-
sified as centralised, decentralised and distributed control 
architecture [74] as discussed in Sect. 4.1. The centralised 
one is suitable for the network operating in an islanded mode 
in which supply–demand balance is a critical issue [66]. The 
decentralised and distributed ones are suitable for the net-
work operating in a grid-connected mode in which multiple 
objectives exist. Communication network plays a crucial role 
as secondary control gathers information from a primary 
control within each DERs and, in return, dispatches control 
signal to the primary control [63]. However, after the sec-
ondary control, the grid may not operate at the optimal point.

4.2.3  Tertiary control

Tertiary control is the top control layer which optimises the 
power flow in the grid once the grid already operates at its 
rated frequency and acceptable voltage range [72]. Aware-
ness of operation conditions of neighbouring and upstream 
distribution grids is essential to execute the optimisation 
functions, in which ICT is a key enabling technology. This 
optimisation considers the relationship between the demand 
and the energy supply balance, and the marginal generation 
cost of each DER. The tertiary control regulates the power 
flows between the main grid and the controlled grid. Addi-
tionally, such control level also takes charge of restoring 
the secondary control reserve and supporting the secondary 
control is necessary [71]. Tertiary control works in the time 
frame of several minutes, issuing the control command to 
secondary controls within a grid [66].

As an example of tertiary control for MGs, EMS, that is 
equipped with an effective and optimal control strategy, can 
properly control MGs and then improve the distribution grid 
performance [75]. The main responsibilities of an EMS are 
to assign generation references to dispatchable distributed 
generations (DGs) and manage controllable loads to control 
the power production and energy consumption in an MG 
[3]. Many studies of EMS of MGs have been conducted with 
the centralised control architecture in which a centralised 
controller is the most critical part. Recently, the studies of 
EMS of MGs come up with the idea of applying a distrib-
uted control scheme as it is conceived to be less complex 
and more robust than the centralised one [76]. Typically, the 
MG components are equipped with advanced subsystems 
and control algorithm that allow them to make the decision 

themselves for their performance. Communication and com-
putation capability again play an essential part in distributed 
control-based EMS. However, the above-mentioned capa-
bilities of MG components allow less message exchanged 
within MGs and then minimise the requirement of the com-
munication and computation capabilities [76]. In that sense, 
the multi-agent system (MAS) architecture is suitable for the 
distributed control-based EMS. The optimal control tech-
niques for MG EMS can be classified concerning cost func-
tion objective and optimisation methods [77], in which the 
former consists of energy dispatch, carbon dioxide emission, 
optimal power flow and load shedding. The latter consists of 
predictive optimisation, mixed-integer linear programming, 
game theory, particle swarm and nonlinear programming. 
On the other hand, many studies focus on a computational 
method for EMS of MGs, for example, decentralised robust 
servomechanism problem (DRSP) [78], genetic algorithm, 
fuzzy logic, particle swarm optimization (PSO) and neutral 
network.

4.3  Possible grid‑edge control strategies

To enable potential from the grid-edge control, it is impor-
tant to consider the coexistence of the control structures 
from the distribution grid, the (grid-connected) MG, down 
to available local control functions of individual DERs. This 
synergy from all control layers can be realised from either 
corrective or predictive control approach, which will be dis-
cussed in the followings.

4.3.1  Corrective control

Corrective controls refer to control actions to mitigate or 
reduce the potential impacts of the undesirable operational 
situations when they occur, aiming to maintain the system 
with normal operation. Within the distribution network con-
text, the undesirable operational situations include voltage 
limit violation, power quality issues, congestions and faults 
in the network. Implementation of corrective controls can 
be based on rule-based methods, model predictive control 
(MPC) and statistical/machine learning techniques. Exam-
ples of corrective controls for DERs consist of control of 
power outputs of PVs and EVs for voltage regulation [79, 
80]; reduction in HPs’ power consumption for congestion 
management [81]; and fault-tolerant control of WGs to 
achieve ride though capability [82].

4.3.2  Preventative control

Preventative controls are designed to carry out before correc-
tive controls, i.e. when the threat events have not occurred. 
The purpose of preventative controls is to prevent the likeli-
hood of such threat events or non-conformities in the system, 
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then avoiding their potential impacts. To this end, preven-
tative controls typically adopt the forecast/prediction tech-
niques and risk analysis for a specific time horizon in future. 
MPC can also be used to realise the preventative control 
algorithm. Examples of the applications in MGs with the 
high integration of DERs using preventative controls include 
optimal operational planning/scheduling of EVs [48]; power 
ramp-rate control of PVs using forecasting methods [83]; 
and MPC-based control of ESS to reduce the fluctuating 
power outputs of PVs [84].

5  Particular use‑cases for grid‑edge control

In this section, the review of some particular use-cases 
for the grid-edge control, focusing on PVs, EVs and HPs, 
is described as they are the main pillars of the grid-edge 
control.

5.1  Autonomous control

Autonomous control for DERs, also called local control, 
provides voltage and frequency control of the regional LV 
network in the islanded operation mode, and the support 
services for the regional LV network in the grid-connected 
mode (e.g. voltage regulation support) [85]. Furthermore, 
this control supports the elimination of voltage and fre-
quency deviation during the transition from the grid-con-
nected operation mode to the islanded operation mode and 
vice versa [85]. The control actions are implemented at the 
electronic inverters interfacing the sources with the grid 
and involve the local measurement of frequency and volt-
age only; no information exchange with surrounding sources 
needed. Figure 9 summarises the main use-cases for autono-
mous control at the grid edge.

5.1.1  Active power control

Controlling active power injection from RES is perceived as 
the most effective solution to address their negative effect 
on the grid operation due to the fluctuating power produc-
tion. This means that RES must be capable of controlling 

its active power output upon the request, e.g. to respond 
to voltage rise problems, instead of sorely maximising the 
energy harvesting. The active power control of RES can be 
categorised into two main groups: power reduction control 
(PRC) and power ramp-rate control (PRRC). In the PRC, the 
actual power output of RES is reduced from the instantane-
ous available power to a specified level, which can be fixed 
or variable during the operation period [86]. In the PRRC, 
the rate of change of RES power output is limited to a cer-
tain value during the fluctuation of the primary renewable 
resources (e.g. passing clouds) [86]. This control decreases 
the power fluctuation of RES, subsequently stimulating 
the reduction in the network voltage fluctuation. Possible 
approaches to fulfil these active power control functionalities 
for DERs can be based on ESS, control of PV inverters and 
local controllable loads [87]. Meanwhile, provision of the 
power reference values and supervision of the active power 
control for DERs can be made by using the droop control, or 
auto-adaptive control, or data-driven methods.

Control of ESS
In [88–93], ESS is combined with the PV system in the 
distribution grids to realise the PRC for mitigating the 
voltage fluctuation problems due to high penetration of 
PVs. Furthermore, during the unavailability of power 
generated from PVs (e.g. during the nights), the ESS 
can inject active power into the grid, contributing to the 
voltage support and congestion management during peak 
load periods. Authors in [94, 95] proposed the integration 
of ESS into PV systems to implement the PRRC for the 
PV power fluctuation reduction. The combination of ESS 
and RES offers a promising solution to effectively control 
RES power because of its high flexibility. Meanwhile, 
maximising the energy harvesting of RES will be imper-
vious. However, the cost associated with the installation, 
operation and maintenance of that system is the main con-
cern. Authors in [80] proposed the use of EV batteries as 
ESS to deliver the PRC for residential PV units.
Control of PV inverters
Without ESS, active power control of PVs can be car-
ried out to address the technical issues arisen by their 
significant development. In [79, 80, 96], the maximum 

Fig. 9  Summary of use-cases for autonomous control at the grid edge
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power point tracking (MPPT) algorithm embedded in 
the power converter of PV systems is modified to realise 
the PRC supporting the voltage rise alleviation. Authors 
in [83] introduced the modification of MPPT in PV 
inverters to provide the PRRC without energy storage. 
Controlling PV power converters requires no additional 
hardware component, making it cost-effective to regu-
late PV power. The main drawback of this method is 
the loss of energy yield due to the power curtailment 
and the impossibility of injecting extra power to the 
network [87].
Control of local load
Alternatively, the controllable local loads can be adjusted 
to consume the power produced from PV systems; thus, 
PV power output requirement will be satisfied [87]. In 
this context, HPs are regarded as the most effective one 
among the controllable loads. A method of HP control to 
solve for voltage rise resulted from high PV generation is 
introduced in [97]. In [98], HPs are controlled in a coor-
dinated way with ESS to suppress frequency and voltage 
fluctuation. A rule-based control is applied for HPs to 
maximise PV self-consumption by converting surplus PV 
generation into heat and storing in thermal energy stor-
age as proposed in [99, 100]. Because the operation of 
MPPT is not affected, PV inverters are still able to inject 
maximum available power, which is the main benefit of 
this approach. Nonetheless, this approach relies upon the 
coincidence of the load and PV availability.
P–f and P–V droop control
P–f droop control, also known as conventional droop 
control, mimics the behaviour of synchronous genera-
tors, which reduces the frequency when active power 
increases [22, 68]. This behaviour can be stimulated by 
the following formula:

where f − fo represents the grid frequency from the nomi-
nal value, P − Po is the variation of output active deliv-
ered by the power converter to compensate such devia-
tion, and kP are the droop slope. The P–f droop control is 
suitable for the inductive grid, such as high-voltage and 
medium-voltage network.
P–V droop control, on the other hand, is widely used 
to provide the power reference values and supervise 
the PRC of DERs in LV networks as presented in [68, 
73, 81, 86, 96, 101–105]. The control principle can be 
represented as:

where V − Vo represents the voltage level deviation [97] 
from their rated values. For demonstration, a typical P–V 
droop control applied for PV systems is shown in Fig. 10.

f − fo = −kP ⋅ (P − P
0
)

V − Vo = −kP.(P − P
0
)

5.1.2  Reactive power control

With high penetration of DERs, there is growing interest 
in using these technologies as distributed reactive power 
resources for voltage/VAr support. It is technically viable 
since the DERs use the advanced power electronic inter-
faces, where active and reactive power exchange to the grid 
can be adjusted separately. Hence, the reactive power sup-
port can be provided from ESS and PV systems. Controlling 
the reactive power of PV inverters for VAr support has been 
proposed in [106–108]. Approaches to coordinate ESS and 
reactive power control of PV systems are proposed in [93, 
109].

There are various strategies to generate the reactive 
power output references, including fixed power factor (FPF), 
varying power factor in terms of active power generation 
(VPF(P)) and reactive power responding to the voltage level 
(Q–V droop control) [110] and auto-adaptive control. Fig-
ure 11 demonstrates the reactive power operating points of 
the DERs power converters using these various strategies. 
Specially for PV inverters, the analysis of these reactive 
power control strategies can be found in [111].
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V

Fig. 10  P–V droop control for PV inverters. VthP denotes the voltage 
threshold. [Vmin Vmax] is the acceptable voltage range
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(a) Fixed power factor (FPF)
Fixed power factor (FPF) method regulates the reactive 
power output of the inverters (Qinv) as a fixed proportion 
of active power outputs at t time instant as described by:

where PF is the power factor which is predefined as a 
fixed parameter. The set of reactive power operating 
points is represented as the red diagonal lines in Fig. 11a. 
Given predefined PF, the operating points of Qinv stay 
along the red diagonal line and rely upon only Pinv in a 
linear manner. In [109, 112], PV inverters operate with 
FPF to provide reactive power support, while ESS stores 
active power generation from PV systems during voltage 
rise conditions. This combination aims to avoid active 
power curtailment of PV systems.
Although this method is simple and reliable, it has a 
major drawback. In case of a low level of Pinv, the prob-
ability of voltage rises and low voltage at POC of the 
inverters is low. Consequently, the reactive power output 
of the inverters is not desired because it leads to addi-
tional losses in the network. Applying the FPF method 
in such condition, therefore, will not be beneficial [110]. 
This negative consequence can be avoided by applying 
the VPF(P) method.
(b) Varying power factor (VPF(P))
In VPF(P) method, the PF is varying according to inject-
edPinv of the inverters. Consequently, the controlled Qinv 
can be defined using the modified equation below:

where  PF(t) is the power factor set point in correspond-
ence with Pinv at t time instant. Figure 11b presents the 
VPF(P) method. When Pinv is still in the dead-band 
interval, the inverter operates with unity power factor 
(PF = 1.0) and no reactive power injection or absorption is 
required. As soon as injected Pinv is greater than Pmax, PF 
decreases from unity PF to limit inductive PF, allowing 
the PV inverter to absorb reactive power from the grid.
On the other hand, when injected Pinv is lower than Pmin, 
PF inductive part of the curve is in operation when the 
overvoltage occurs due to the surplus active power supply, 
which necessitates the reactive power absorption [110], 
whilst the capacitive part of the curve is operational as 
the under-voltage appears resulted from the low active 
power supply, which requires reactive power generation.
(c) Q–V droop control
Compared to FPF and VPF(P), Q–V droop control 
method provides more flexibility when controlling reac-
tive power for supporting the voltage regulation [106]. 
Q–V droop control directly utilises the voltage measure-
ments for regulating reactive power output of the inverter 

Qinv(t) = tan [arcos(PF)].Pinv(t)

Q
inv(t) = tan

[

ar cos
(

PF(t)

)]

⋅ P
inv(t)

as demonstrated in Fig. 12. Reactive power capacity of 
the inverters is restricted by the apparent power rating 
of the inverter and Pinv generating at a given irradiance. 
Also, reactive power capacity will be further defined if 
the requirement of the minimum allowed PF is applied. 
To illustrate this, the operating region for reactive power 
in the Q–V method is shown in Fig. 13 for two cases with 
and without minimum allowed PF requirements.
In [55, 80, 83, 87, 91, 113], PV inverters operate with 
Q–V droop control to reduce voltage rise problems due 
to surplus PV power generation. Nevertheless, reactive 
power control by itself can be efficient to mitigate voltage 
rise problems due to the high R/X ratios in LV distribution 
networks and the limited reactive power capacity of the 
PV inverters [4]. Thus, the combination of reactive and 
active power control is applied as discussed in [62, 74, 
105, 112, 114, 115].

Q
Qmax

- Qmax

VithQVmin

VmaxVathQ V

Fig. 12  Q–V droop control for PV inverters. VithQ, and VathQ denote 
the voltage threshold for power injection and absorption, respec-
tively. [Vmin Vmax] is the voltage acceptable range. Qmax denotes the 
maximum reactive power that can be generated or consumed by the 
inverter
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(d) Auto-Adaptive Control
Fuzzy logic can be employed to generate the reactive 
power output references for the inverters, forming the 
auto-adaptive control [106, 116]. While the typical Q–V 
droop control has constant droop coefficients, the auto-
adaptive control has the coefficients that are variable 
according to the operational conditions of the inverters 
[106]. In [107], the auto-adaptive control for voltage reg-
ulation support is performed in real PV inverters and then 
further tested in a real LV distribution system.

5.1.3  Data‑driven/machine learning approaches

The digital transformation at the grid edge provokes the 
development of data-driven/machine learning approaches 
using real data measurements to support the network 
operation. The authors in [67] introduce machine learning 
approaches based on support vector machines to optimise 
the local control design of DGs, loads and ESS. The opti-
mised local control performs reactive power control and 
active power curtailment without the needs for communica-
tions. In [83], data measured by the sensors in a PV system 
are used to forecast the output power, which is then used 
as an input for the PRRC of PV systems to reduce volt-
age fluctuation due to could passing. A data-driven method 
presented in [117] adopts nonlinear control techniques to 
determine the reference values for real-time reactive power 
outputs of inverter-based DGs. The machine learning meth-
ods proposed in [118, 119] employ multi-learning regression 
to calculate the optimal reactive power outputs of DGs. In 
[120], a voltage control approach at the grid edges is pro-
posed using an artificial neural network (ANN) for DER 
inverters.

5.2  Coordinated control of DERs

Since DERs are increasingly connected to the distribution 
networks, the coordinated control is important to effectively 
exploit these resources for the system operation support. The 

coordinated control can be considered as an upper layer of 
autonomous control with the use of the ICT infrastructure 
and coordinated control algorithms. Figure 14 shows a sum-
mary of the main use-cases for coordinated control at the 
grid edge.

5.2.1  Optimisation method

The optimisation method tunes the autonomous control 
of DERs by periodically providing the set points of active 
and reactive power of DERs for the optimal uses. For this 
method, the operational information of all DER unit must be 
collected. The nonlinear optimisation is discussed in [106] 
to solve multi-objective functions of minimising network 
losses, voltage level deviation and transformer tap changing. 
Linear programming is used in [92] to optimise the power 
threshold levels, which trigger the ESS charging to enable 
PRC of PV systems during their peak generation. In [99], 
cost optimal control is proposed to maximise PV self-con-
sumption by operating HPs. In [96, 106], centralised optimi-
sation approach is employed to optimally coordinate reactive 
and active power of PV systems for voltage rise mitigation 
with reduced active power curtailment. Similarly, the cen-
tralised optimisation method is used in [81] to coordinate 
HPs for congestion management in LV networks. Authors 
in [114] formulated the optimal tuning of autonomous con-
trol, including active and reactive power, of PV units as a 
convex optimisation problem solved by a central controller. 
In [121], the optimisation of PV systems and EVs is also 
formulated as a convex optimisation problem but solved in 
a distributed manner.

5.2.2  Consensus method

Consensus algorithms have been widely used as a basis for 
distributed control. In this concept, each DER system com-
municates and shares its local information as the variable 
of interest with adjacent ones using a distributed procedure 
[36]. The objective function of the consensus algorithm is 

Fig. 14  Summary of use-cases for coordinated control at the grid edge
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to converge all DERs to a common agreement after an itera-
tive process. The variable of interest can be regarded as a 
quantity that is agreed by all DER systems. Authors in [62] 
applied the consensus algorithm to PV inverters to achieve 
fair active power curtailment for voltage rise mitigation. The 
coordinated charging/discharging control of EVs for voltage 
regulation based on the consensus method is presented in 
[80]. In [121], the consensus method is employed to coordi-
nate the active and reactive power output of renewable-based 
DGs and EVs. The method in [122] utilises consensus-based 
distributed control to obtain fair generation curtailment 
of PV systems. In [123], consensus protocols are used in 
combination with fuzzy logic to tackle voltage regulation 
problems.

5.2.3  Agent‑based method

Another method to coordinate various DERs for their con-
trol and management in the distribution networks is to use 
the MAS approach [21]. In the networks, DERs can be rep-
resented by individual agents that have a certain level of 
autonomy and communication capability. Authors in [81] 
developed a MAS-based control strategy to coordinate the 
process of a unified approach for managing thermal and 
voltage violation problems. Compared with the centralised 
scheme, the proposed MAS approach requires decreased 
communication and computational power due to the lower 
amount of exchanged information. In [124, 125], peer-to-
peer control of networked MGs based on MAS technique has 
been proposed. The control architecture is distributed and 
contains three control layers (i.e. primary, secondary and 
tertiary) operated in the agent of each MG. MAS market-
based control for charging fleets of EVs is proposed in [126] 
with transformer congestions and voltage violation issues 
being considered.

5.2.4  MPC‑based method

As described in previous sections, the MPC-based method 
can be utilised to implement the corrective and preventa-
tive control. MPC method is a discrete-time control scheme, 
in which at each time step, the future control sequence is 
determined for a finite time  horizon. In [28], MPC-based 
techniques are used to realise the basic control function-
alities of PV power converters, such as MPPT, current and 
voltage control. MPC-based control of ESS to reduce the PV 
power fluctuation of PVs is discussed in [84]. The authors in 
[127] adopted MPC to define optimal setpoints for active and 
reactive power of DGs and transformer load tap changer for 
voltage regulation. In [128], MPC is used to schedule HPs 
aiming to reduce its operation cost by preheating the houses 
during peak hours with low TOU electricity price or high 
PV power outputs.

Table 1 summarises the main review of some particular 
use-cases for the grid-edge control discussed in this section.

6  Future trends

6.1  Advanced functionalities of DERs

With more installation in distribution networks, DERs are 
increasingly expected to provide more support with the net-
work control and operation using advanced functionalities. 
The expected functionalities include virtual inertia [24], 
Volt/VAr support, frequency regulation, harmonic compen-
sation and dynamic grid support (fault-ride-through capa-
bility) [129]. To realise these functionalities, the existing 
network operating standards for DER systems are suggested 
to be reinvestigated and appropriately adjusted.

Table 1  Summary of main review of particular use-cases for grid-edge control

Particular use-cases for grid-edge 
control

Applications Benefits Drawbacks

Autonomous control of DERs
Active power control
Reactive power control

Voltage/frequency control in 
islanded mode

Network operation support ser-
vices in grid-connected

Eliminate voltage/frequency 
deviation during the transition 
from grid-connected to islanded

Rapid, robust control of DERs 
in an autonomous manner, 
contributing to the enhancement 
of network stability

Easy-to-use and a plug-and-play 
solution

No needs for extensive commu-
nications

Lack awareness and coordination of 
system-wide performance

Optimising network operation is not 
achieved

Coordinated control of DERs
Optimisation method
Consensus method
Agent-based method
MPC-based method

Periodically tune autonomous 
control (i.e. providing setpoints)

Multi-objective optimisation of 
the network performance

Solve operational challenges due 
to high DER penetration

Leverage the capacity and con-
trollability of DERs to support 
the optimal network operation

Facilitate further deployment of 
RES in the network

Bidirectional communications are 
needed, increasing investment and 
operation costs

The control efficiency highly 
depends on the performance of 
the communication systems
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6.2  Distribution network monitoring improvement

The presence of DERs increases the complexity of the dis-
tribution network control and performance. Therefore, it is 
important to properly control these resources as well as the 
network to ensure the reliability of the power supply. On the 
other hand, the digital transformation at the grid edge brings 
opportunities to increase the observability of the grids by 
using data measurement. These two aspects highlight the 
needs to improve the network monitoring leveraged by the 
digital transformation at the grid edges.

6.3  Cybersecurity consideration

The digital transformation at the grid edges expands ICT 
system and increases the information exchange, which 
imposes the challenges from the viewpoint of control and 
performance of the power systems by introducing cyberse-
curity and privacy threats. The cyber-attacks can be carried 
out by a living person, or malicious software, or the systems’ 
resources [6], inducing the interruption of the communica-
tion services and then the electricity provision and also harm 
to end-users privacy. Hence, it is suggested to investigate 
the impact of cyber-attack on the operation of DERs and 
the networks.

6.4  Regulatory/Framework consideration

It is increasingly important to not only promote DER inte-
gration in the grid but also effectively exploit their control-
lability to support grid performance. Apart from technical 
aspects, attention is required for reconsidering the existing 
regulatory/framework about the DSOs’ business model as 
well as new roles in the form of the aggregators [1]. The 
local flexibility market, moreover, is suggested to be imple-
mented to enable the efficient procurement of flexibility 
available from DERs [1].

6.5  Uses of data‑driven/machine learning 
approaches

The increasing availability of data resulted from the digital 
transformation at the grid edges has motivated the appli-
cation of data-driven/machine learning approaches. These 
applications can be associated with network planning, moni-
toring, controlling and operation. Besides, the data-driven/
machine learning approaches can be used as tools for data 
governance. With the widespread of digital transformation 
at the grid edges, it is expected that data measurement in 
distribution networks will be growing spectacularly. This 
calls for new processes of managing and exploiting the data 
effectively. Furthermore, as data-driven/machine learning 
approaches can be applied without the system modelling, 

the applications of these approaches can be replicated better 
and easier than the conventional control methods, such as 
master–slave or cloud-edge structure.

7  Conclusion

A comprehensive overview of the grid-edge control, i.e. the 
control of DERs leveraged by the digital transformation at 
the grid edges, is presented in this paper. Despite many ben-
efits, the increasing integration of DERs with its intermittent 
and unpredictable nature and uses of power electronic inter-
face creates challenges in maintaining the network power 
quality and stability. Hence, a new paradigm of DERs’ con-
trol and operation strategy is required to effectively manage 
the LV distribution networks. This new paradigm calls for 
data-driven methods to capture uncertainty and complexity 
natures of DERs, while the coexistence between the grid and 
DERs/MG control strategies is important to be adopted. If 
properly implemented, this new paradigm can effectively 
leverage the inherent controllability of DERs and the avail-
ability of the digital transformation at the grid edges. As 
a result, the new paradigm can allow the opportunities to 
outweigh the challenges introduced by high penetration of 
DERs to the LV distribution network operation.
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