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Abstract—Naturalistic driving studies (NDS) generate tremendous amounts of traffic data and constitute an important component of modern traffic safety research. However, analysis of the entire NDS database is rarely feasible, as it often requires expensive and time-consuming annotations of video sequences. We describe how automatic measurements, readily available in an NDS database, may be utilized for selection of time segments for annotation that are most informative with regards to detection of potential associations between driving behavior and a consecutive safety critical event. The methodology is illustrated and evaluated on data from a large naturalistic driving study, showing that the use of optimized instance selection may reduce the number of segments that need to be annotated by as much as 50%, compared to simple random sampling.
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NOMENCLATURE

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>ND</td>
<td>Naturalistic driving</td>
</tr>
<tr>
<td>NDS</td>
<td>Naturalistic driving studies</td>
</tr>
<tr>
<td>SCE</td>
<td>Safety critical event</td>
</tr>
<tr>
<td>SD</td>
<td>Standard deviation</td>
</tr>
<tr>
<td>SRS</td>
<td>Simple random sampling</td>
</tr>
<tr>
<td>WMLE</td>
<td>Weighted maximum likelihood estimator</td>
</tr>
</tbody>
</table>

I. INTRODUCTION

In recent years, naturalistic driving studies (NDS), including naturalistic field operational tests, have been employed all around the globe, providing an important source of data for analysis and enabling a better understanding of driver behavior and traffic safety, for example 100-car [1], [2] and SHRP2 in the U.S.A. [3], [4], euroFOT [5], PROLOGUE [6], and UDRIVE [7] in Europe, as well as NDS in Australia [8] and in Japan [9]. In NDS, data is collected automatically for all driving sessions in a large fleet of vehicles for several months. These automatic recordings include vehicle data such as speed and direction; environmental conditions, lane position, location and surrounding traffic recorded by radar, video and other external instrumentation; and video recordings of the drivers face, pedal, and eye movements. The data provided by the NDS design thus offer many opportunities for analysis of both normal driving and safety critical events, and is richer than more traditional data sources such as crash databases [10], [11].

Despite recent advancements and investments into naturalistic data sources, there are many challenges remaining, largely related to the huge amount of heterogeneous and sometimes noisy data generated by NDS. For instance, the SHRP2 project collected more than a million hours of driving data, including both video and recordings of vehicle kinematics [12]. Thus, the sheer volume of data poses a major challenge in analysis of naturalistic driving (ND) data. On top of this comes issues with data quality, including data losses and errors in recorded vehicle kinematics [13] and challenges in the annotation of video recordings [14]. To address the data quality issue, the SHRP2 study employed a rigorous procedure for quality assurance and quality control [12]. Others have proposed using the Geographic Information System for quality control in NDS, for example to understand missing data due to existence of tunnels or to understand speed profile in relation to the road profile [13], [15]. Thus, there is a need for rigorous and efficient procedures to ensure high-quality data to be extracted from NDS.

In order to handle the large amounts of data produced by NDS, data thinning or subsampling is commonly employed. For example, [16] proposed a matched case-crossover approach to extract event and control information from the video part of ND data, while [10] used random baseline sampling method. Sampling based approaches become of even greater relevance when the analyses rely on information derived from the video data: the great cost associated with video annotation implies that statistical analyses based on video sequences must be restricted to only a limited subset of the original database. Thus, choosing this subset in a manner that captures as much of the available information as possible is essential.

In this paper, we address the issue of appropriate subset selection: we present an inferential framework that enables a flexible selection of video fragments for annotation from an NDS database, and show how this selection may be optimized...
using information readily available in the database through automatic recordings of vehicle maneuver data. The methodology is illustrated using data collected in Sweden as part of the European large scale field operational test (euroFOT) study [5]. We demonstrate that a variance reduction of up to 50% compared to simple random sampling can be achieved. In other words, optimal sampling can lead to a performance on par with that of ordinary methods with up to 50% less annotation demand.

In the next section, we start by presenting a motivating example. We then review a common procedure for analysis of complex, two-phase, samples in Section III, and show in Section IV how the sample selection may be optimized. The application of the methodology to the euroFOT data, collected using Volvo cars in Sweden, can be found in Sections V and VI.

II. MOTIVATING EXAMPLE

A. An Embedded Experiment

Consider a traffic situation involving two vehicles, the vehicle taking part in the NDS study (the index car) and a front car. The two are driving at similar speeds, when the front car brakes. This scenario describes a situation where a potential safety critical event (SCE) can occur, namely a rear-end collision. Of interest is the question of whether the glancing behavior of the driver of the index car, namely whether he/she looks at the car in front when braking is initiated, the speed of the vehicles and time gap between the two cars at this initiation, have an impact on the likelihood that a safety critical event will occur. Mathematically, we could explore this relationship through e.g. an application of a logistic regression model, with presence, or absence, of an SCE being the dichotomous response, and speed at brake light, time gap at brake light and glancing away at brake light as explanatory variables.

B. Definition of Events

Explicitly, we define an instance to be a time segment initiated by the turning on of the brake lights of the front car and ending with the driver of the index car returning to normal driving after braking. It is also the turning on of the brake lights that define the timepoint at which braking is initiated. As collisions are rarely observed in naturalistic driving data, other safety critical events are often used as proxy endpoints; these SCEs are typically defined by a combination of kinematic triggers that identifies SCE candidates, and a visual review of videos, classifying the SCE candidates by whether they are relevant for traffic safety or not [2], [17]. Specifically, we are interested in the safety critical event characterized by the presence of a surprised reaction of the driver of the index car, commonly referred to as an “oops reaction” [18], [19]. Thus, the following information requires video annotation in order to be obtained: the timepoint at which the brake light turns on, whether the driver looks on or off road at this timepoint, and whether the event is safety critical with the driver displaying a subsequent surprised reaction after looking back on road.

C. Poisson Sampling

Due to financial constraints, only part of the relevant instances in an NDS database can be annotated; typically all the identified SCEs (cases) and some of the instances with no SCE associated (controls) [10]. A simple way of choosing controls to be annotated would be to toss a hypothetical weighted coin for each of the available non-SCE instances, a process referred to as Bernoulli random sampling in [20]. A somewhat more complex alternative would be a hypothetical sequence of tosses of different weighted coins, the so called Poisson random sampling. In this paper we will describe how the weights in such a sampling procedure can be chosen in a way that maximizes the information that could potentially be provided by this smaller sub-sample, ideally approaching the precision of estimation that would have been present were the whole data set (i.e. all the instances) analyzed.

D. Data

In the examples that follow, we use data from the euroFOT study, containing data from 100 Volvo cars collected during one year. All vehicles were supplied with specialized equipment, including video cameras and external radars. Thus, driver actions, environmental conditions, vehicle data and vehicle maneuvers were continuously recorded and stored. Additional details can be found from [21].

For the purpose of demonstrating the sampling approach described in this paper, 49 instances with an SCE and 500 randomly selected instances without an SCE were identified in the database. The subset from which these were selected constituted more than 1,000 driving hours of suitable filtered instances for the rear-end conflict described above.

Video review revealed data quality issues in 65 of the 500 control candidates, including no video (n = 13), poor video quality (n = 12), external factors hindering video annotation (e.g. poor light conditions or driver wearing glasses, n = 26) or the control candidate being judged as irrelevant for the event of interest (e.g. due to lane change or lead vehicle not braking, n = 14). The remaining 435 controls and 49 SCEs were fully annotated.

In brief, the length of the annotated events ranged from 20 to 30 seconds. The mean (SD) vehicle speed was 53.0 km/h (16.0) and time gap was 1.8 (0.8) seconds. Glances off road at brake light were present in 21 (42.9%) of the cases and 63 (14.5%) of the controls.

III. WEIGHTED ESTIMATION FROM COMPLEX SAMPLES

With the motivating example above in mind, consider a statistical model \( f_{\theta}(y|x) \) relating a response variable \( Y \) to a set of explanatory variables \( X \), indexed by a parameter vector \( \theta \) (e.g. a logistic regression modeling the probability of an SCE). Consider also a collection \( D \) of instances (e.g. time segments started by the frontal car initiating a brake), for which the responses \( y_i \) and the explanatory variables \( x_i \) are registered.
For each instance in $D$, two types of variables can be available: the ones that are measured automatically (e.g. acceleration) and the ones that require video annotation in order to obtain them (e.g. glancing behavior of the driver). We will denote the former by $Z$ and the latter by $W$. In the model $f_{\theta}(y|x)$, both $Y$ and $X$ can, at least partly, belong to this latter class of measurements that require annotations.

Suppose that each instance $i \in D$ is assigned a positive probability $\pi_i$ of being sampled, and that a subset $S$ of $D$ has been sampled and annotated; consequently, complete records $(x_i, y_i)$ are observed for this subset only. Since different instances can have different sampling probabilities, as is the case for Poisson sampling, the ordinary maximum likelihood estimation, which assumes an independent and identically distributed sample, is generally not applicable. Instead, one may consider a weighted maximum likelihood estimator (WMLE), defined by:

$$\hat{\theta}_w := \arg \max_{\theta} \ell_w(\theta), \quad (1)$$

$$\ell_w(\theta) := \sum_{i \in S} w_i \log f_{\theta}(y_i|x_i), \quad (2)$$

where the weights $w_i$ may be taken as $w_i = 1/\pi_i$.

In the survey sampling literature, the WMLE (1) is known as a pseudo maximum likelihood estimator [22], and the sum (2), with weights taken as $w_i = 1/\pi_i$, as a Horvitz-Thompson estimator [23] of the log-likelihood

$$\ell_0(\theta) := \sum_{i \in D} \log f_{\theta}(y_i|x_i), \quad (3)$$

i.e. the log-likelihood we would have obtained if all data had been annotated. In particular, $\ell_w(\theta)$ is an unbiased estimator of $\ell_0(\theta)$ provided that all sampling probabilities are strictly positive. Furthermore, it holds under general regularity conditions, as the size of the sample $S$ gets large, that the distribution of $\hat{\theta}_w$ under repeated subsampling from $D$ converges to a normal distribution with mean $\theta_0$ and covariance matrix $\Gamma(\theta_0)$ [22], [24], where $\theta_0$ is the maximizer of the log-likelihood (3) and

$$\Gamma(\theta) = H(\theta)^{-1}V(\theta)H(\theta)^{-1}, \quad (4)$$

$$H(\theta) = \frac{\partial^2 \ell_0(\theta)}{\partial \theta \partial \theta^T}, \quad (5)$$

$$V(\theta) = \left[ \sum_{i \in D} \frac{1-\pi_i}{\pi_i} s_i s_i^T + \sum_{i,j \in D} \frac{\pi_{i,j} - \pi_i \pi_j}{\pi_i \pi_j} s_i s_j^T \right],$$

where $\pi_{i,j}$ is the probability of selecting both instances $i$ and $j$, $s_i = s_i(y_i, x_i, \theta)$ is the column vector defined by $s_i = \nabla \ell_0 \log f_{\theta}(y_i|x_i)$ (i.e. the score), and $H(\theta)$ is the Hessian matrix of the log-likelihood $\ell_0(\theta)$ given in (3). Hence, the WMLE $\hat{\theta}_w$ may be regarded as an estimator of the finite population parameter $\theta_0$, i.e. the maximum likelihood estimator we would have obtained if the entire database $D$ had been annotated.

The WMLE (1) may be obtained by standard software routines by supplying the weights to the estimation procedure, e.g. using the weights option in the glm function in the R language for statistical computing [25]. Obtaining appropriate standard errors of the estimates does, however, require software routines specialized for inference from complex samples. This is available e.g. through the svyglm function in the survey package in R [26]–[28]. Formulas for variance estimation may also be found in e.g. [29, Chapter 6.5].

We point out that the properties of $\hat{\theta}_w$ given above are stated with respect to the sampling mechanism, taking the database $D$ as fixed. The additional uncertainty arising from the random process generating the initial database may be accounted for by adding a term $-H(\theta)^{-1}$ to the covariance matrix (4), which is the usual covariance matrix of the maximum likelihood estimator $\hat{\theta}_0$ [29]. Since we are considering the problem of sample selection from a specific database we will ignore this term in the remaining part of the paper, as it is unaffected by the subsampling procedure.

For the special case of Poisson sampling, each instance $i \in D$ is sampled independently, leading to $\pi_{i,j} = \pi_i \pi_j$ and a simplification of the covariance matrix (4) of the WMLE to

$$H^{-1} \left( \sum_{i \in D} \frac{1-\pi_i}{\pi_i} s_i s_i^T \right) H^{-1}.$$

This simplification allows obtaining a closed form solution to the optimal choices of $\pi_i$ for certain optimality criteria, as is detailed in the next section. Note that we, from now on, write the Hessian (5) of the log-likelihood (3) as $H = H(\theta)$, leaving the dependence on the parameter $\theta$ implicit to simplify the notation.

IV. OPTIMAL SAMPLING SCHEMES

We will now describe how sample selection in NDS with the use of Poisson sampling may be optimized for a class of optimality criteria known as linear optimality criteria, which aims to minimize the average variance of a collection of linear combinations of the parameter $\theta$. The motivation for this particular choice of optimality criterion is threefold: first, it is a natural optimization criterion in many studies where the individual or simultaneous effect(s) of one or multiple covariates are of primary interest; second, it leads, when considered together with Poisson sampling, to an optimization problem that is numerically tractable with a simple closed-form solution for the optimal choice of sampling probabilities; third, as we will show, it may be used as a building-block for more complex non-linear optimization criteria.

We start with a single linear combination ($c$-optimality) and continue with the general case with multiple linear combinations (L-optimality). This includes, as a special case, minimizing the average variance of the parameters ($A$-optimality). We then show how this may be extended to optimization with respect to non-linear optimality criteria, such as to minimize prediction variance ($V$-optimality) [30].

A. Linear Optimality Criteria

Consider first a linear combination of the model parameters of a regression model $a^T \theta = a_1 \theta_1 + a_2 \theta_2 + \ldots + a_p \theta_p$, where $\theta$ is the parameter vector and $a$ is a column vector of linear coefficients. Such a linear combination may represent the
effect of a single covariate, or the effect associated with a simultaneous change in multiple covariates. Conditionally on \( D \), i.e., considering the variation due to subsampling from the database \( D \), the variance of the WMLE of such a linear combination is given by

\[
\text{Var}(a^T \hat{\theta}_x | D) = a^T \text{Var}(\theta_x | D) a,
\]

which for Poisson sampling becomes

\[
\text{Var}(a^T \hat{\theta}_x | D) = a^T H^{-1} \left( \sum_{i \in D} \left( 1 - \frac{\pi_i}{\pi} \right) s_i s_i^T \right) H^{-1} a
= \sum_{i \in D} \frac{c_i}{\pi_i} + k,\]

where

\[
c_i = (a^T H^{-1} s_i)^2
\]

and \( k \) is a constant not depending on the \( \pi_i \)'s. Thus, the optimal sampling scheme in terms of minimizing the variance (6) is obtained by choosing

\[
\pi_i \propto \sqrt{c_i},
\]

normalized so that \( \sum_{i \in D} \pi_i \) equals the desired sample size (Proposition 1, Appendix B). As this may result in sampling probabilities greater than one, a simple adjustment described in (Proposition 1, Appendix B). As this may result in sampling probabilities greater than one, a simple adjustment described in Appendix B may be necessary. The optimality of the sampling scheme after this modification is governed by Proposition 2 in Appendix B.

More generally, we may consider a collection of parameter combinations captured by an \( r \times p \) matrix \( L \), where each row \( a_i^T \) of \( L \) defines a linear combination as described above. Thus, the matrix \( L \) may be defined to capture several relevant evaluations and comparisons of interest. Using the total variance of the linear combinations specified by the matrix \( L \) as optimality criterion, the result in Equation (7) generalizes to:

\[
c_i = v_i^T v_i,
v_i = L H^{-1} s_i.
\]

The special case where \( L \) is the \( p \times p \) identity matrix corresponds to minimizing the average variance of the parameters in the vector \( \hat{\theta}_x \), commonly referred to as A-optimality [30].

B. Non-Linear Optimality Criteria

The results of the previous section can also be applied to optimization with respect to certain classes of non-linear optimality criteria where the optimization criterion can be expressed in terms of a differentiable function \( h(\theta) \). For instance, considering a logistic regression model, we may optimize the sample selection with respect to the variance of estimators of absolute risks and smooth functions of those, rather than the estimators of log-odds ratios, as would otherwise commonly be the case. To see this, we have, by the use of the Delta method [31], that the variance of \( h(\theta_x) \) may be approximated by

\[
\nabla_{\theta} h(\theta)^T \text{Var}(\hat{\theta}_x) \nabla_{\theta} h(\theta),
\]

provided that \( \nabla_{\theta} h(\theta)_{|_{\theta=\theta_0}} \neq 0 \). Hence, minimizing the average variance of \( r \) such functions \( h_1(\hat{\theta}_x), \ldots, h_r(\hat{\theta}_x) \) translates into a linear optimality criterion discussed above with \( L \) to be a matrix with rows equal to \( \nabla_{\theta} h_i(\theta)^T \).

C. Maximizing the Expected Log-Likelihood

Another important example of a non-linear optimality criterion is obtained when the linear coefficient matrix \( L \) is taken as \( L = H^{1/2} \), where \( H^{1/2} \) is a square root of the matrix \( H \) such that \( H^{1/2} H^{1/2} = H \), leading to a simplification of (9) to

\[
c_i = s_i^T H^{-1} s_i.
\]

As we show in [32], the resulting sampling scheme satisfies the optimality criterion

\[
\max_\pi \mathbb{E} \left[ \ell_0(\hat{\theta}_x) \right],
\]

with expectation taken with respect to the sampling mechanism. In words, this means that the sampling scheme derived from (10) (using Algorithm 1 in Appendix A) optimizes the generalization performance of the estimator \( \hat{\theta}_x \) in the sense of maximizing, in expectation, the total log-likelihood (3).\(^1\) Compared to the other optimization criteria discussed above, the criterion (11) has the advantage of not requiring explicit specification of the linear coefficient matrix \( L \); instead, it is specified implicitly with respect to the geometry of the model space. The corresponding optimal sampling scheme is also invariant to linear transformations and non-singular re-codings of the design matrix, and implicitly accounts for the relevance of the variables in terms of their anticipated contribution to the log-likelihood.

D. Using Auxiliary Information

A practical complication in optimal design theory is the fact that the optimal design typically depends on unknown quantities, such as the actual value of the parameter \( \theta \). In particular, the optimal design does in our case depend on the Hessian \( H \) and score vectors \( s_i \), which in turn depend on the parameter \( \theta \), outcomes \( y_i \) and explanatory variables \( x_i \), some of which are unknown. Consequently, the optimal sampling scheme can not be evaluated, and we must resort to approximations. In NDS, the availability of auxiliary information in the form of automatically measured variables provides an opportunity to derive such an approximation by minimizing the expected variance under an assisting auxiliary model for the distribution of the unknowns.

Formally, let \( Z \) denote a collection of auxiliary variables that are automatically measured and thus readily available for all instances in the database, and \( g(y,x|z) \) denote an auxiliary model for the conditional distribution of the response \( Y \) and explanatory variables \( X \) given the auxiliary variables \( Z \). Considering, as before, a linear coefficient matrix \( L \), the expected variance of the linear combinations specified by \( L \theta \) is minimized by sampling with probability proportional to

\[^1\text{This follows from Proposition 2 in [32] by taking the negative log-density } - \log f_\theta(y|x) \text{ as loss function.}\]
the proposed sampling procedure, we will consider four linear regressions: Time gap, Speed, Glance, and Glance × Time gap.

A. Optimization Criteria

Re-visiting the example introduced in Section II, we consider a logistic regression model for the risk of an SCE given by

$$
\logit P(Y = 1|X) = \theta_0 + \theta_1 \text{Time gap} + \theta_2 \text{Speed} + \theta_3 \text{Glance} + \theta_4 \text{Glance} \times \text{Time gap},
$$

(12)

where Y is a binary indicator of the SCE, Time gap is the distance between the vehicles measured in seconds, Speed is the speed of the index car and Glance is a binary indicator whether the driver is having eyes-off-road at brake light. To illustrate the proposed sampling procedure, we will consider four linear optimization criteria directed towards estimating the effects of time gap, vehicle speed, and glancing, and a high-low risk contrast involving all parameters, as further described below.

i) Time gap. Say that we are primarily interested in the regression coefficient corresponding to time gap when having the eyes on road. Explicitly, we are interested in minimizing the variance of an estimator of \( \theta_1 \). In this case, \( \theta = (\theta_0, \theta_1, \theta_2, \theta_3, \theta_4)^T \) and the linear combination of interest consists of one single parameter, implying that \( a = (0, 1, 0, 0, 0)^T \).

ii) Vehicle speed. Alternatively, we might be interested in the effect of speed, i.e. in the parameter \( \theta_2 \), corresponding to a linear combination determined by the coefficient vector \( a = (0, 0, 1, 0, 0)^T \).

iii) Glancing. We may also be interested in the effect of glancing at a certain time gap to the front vehicle, say at 1, 2 and 3 s. time gap. This is described by the parameter combinations \( \theta_3 + \theta_4, \theta_3 + 2\theta_4 \) and \( \theta_3 + 3\theta_4 \), corresponding to the coefficient vectors \( a_1 = (0, 0, 0, 1, 1)^T \), \( a_2 = (0, 0, 1, 2)^T \), \( a_3 = (0, 0, 0, 1, 3)^T \) and the coefficient matrix

$$
L = \begin{pmatrix}
0, 0, 0, 1, 1 \\
0, 0, 1, 2 \\
0, 0, 0, 1, 3
\end{pmatrix}.
$$

iv) High-low risk contrast. As a final example of a linear optimality criterion, we consider a contrast between a hypothetical high risk and low risk scenario, defining the high risk scenario as glancing off road when driving at 70 km/h and 1 s. time gap, and the low risk scenario as having eyes-on-road when driving at 30 km/h and 3 s. time gap. The parameter combination corresponding to the high risk scenario is given by \( \theta_0 + \theta_1 + 70\theta_2 + \theta_3 + \theta_4 \) and a coefficient vector \( a_{\text{high}} = (1, 1, 70, 1, 1)^T \). Similarly, the low risk scenario may be described by \( a_{\text{low}} = (1, 3, 30, 0, 0)^T \). The contrast between the two is thus described by the linear combination \(-2\theta_1 + 40\theta_2 + \theta_3 + \theta_4\), and we may take \( a \) as \( a_{\text{high}} - a_{\text{low}} = (0, -2, 40, 1, 1)^T \).

As an example of a non-linear optimality criterion we also consider the optimality criterion (11) introduced in Section IV-C:

v) Maximizing the expected log-likelihood. This does not require an explicit specification of the linear coefficient matrix \( L \), but simply amounts to replacing \( c_i \) in (9) by (10) in the optimization.

B. Auxiliary Information

Recall that there are three variables present in the example model that require annotation: time gap, vehicle speed and driver glancing behavior (eyes on/off road), at brake light. Information about the first two can be obtained by automatic measurements of vehicle data. Information of the latter would ideally be obtained by automatic extraction of relevant signals from the video sequences. Lacking such information, we proceeded using automatic measurements of vehicle data also to predict glancing. We used data from the 49 a priori annotated SCEs included in this study to derive auxiliary models, pretending, in order to mimic a real-world scenario, that the corresponding information for the controls was unavailable at this stage.

Proxies for vehicle speed and time gap at brake light were obtained as follows. Based on the deceleration profiles of the annotated SCEs, a proxy for time of brake light onset was first identified (Figure 1). The speed and time gap at the predicted timepoint for brake light were consequently used as proxies for the corresponding variables at brake light. To identify auxiliary variables for glancing, we employed a logistic regression model with eyes on/off road as a response and used a stepwise search for predictors among the following automatically measured variables: vehicle speed (km/h), time gap (s), acceleration of vehicle ahead (m/s²), a binary indicator whether the driver of the index car is braking, and time to collision (s), defined as the expected time for the index car to collide with the front car if they remain on the same path and at the same speeds. This procedure resulted in deceleration of vehicle ahead as the sole predictor of glancing behavior.

After auxiliary variables had been identified, we used data from the annotated SCEs to estimate auxiliary models, using univariate linear regression for time gap and vehicle speed, yielding a coefficient of determination (R²) of 0.83 and 0.88, and univariate logistic regression for glancing away from road (Figure 2). The predictive performance of the latter was, however, rather weak. Indeed, the auxiliary model predicted a higher probability of having eyes-on-road with increasing deceleration of the lead vehicle, but no such trend was actually observed among the controls (Figure 2).
Fig. 1. Extracting auxiliary variables from continuous measurements of the acceleration of the front vehicle, vehicle speed and time gap between vehicles. The last time point prior to the point of maximal deceleration where the deceleration exceeded 0.8 m/s² was used to predict brake light onset, as derived from 49 annotated cases. Vehicle speed and time gap at the predicted time point for brake light were consequently used as proxies for the corresponding variables at brake light. To reduce noise, the signals were smoothed using a moving average.

Finally, a guess of the value of the parameter $\theta$ was obtained by generating 100 complete datasets by stochastic simulation of covariate vectors $x^*_i$ for the 500 control candidates included in this study, using the auxiliary models for vehicle speed, time gap and glancing. For each of the simulated data sets, the parameters of the logistic regression model (12) were estimated and the mean of these estimates was used as a guess $\theta^*$ of the value of the target parameter $\theta$. Similarly, we used the mean of the corresponding covariance matrices to estimate $-H^{-1}$.

C. Optimal Sampling Schemes

We used, next, the auxiliary models to compute optimal control sampling schemes with respect to the effect of time gap when having eyes-on-road, glancing away at 1, 2, and 3 s time gap, vehicle speed, and a high vs. low risk contrast, as detailed in Section V-A. We also implemented the optimal sampling scheme with respect to the optimality criterion (11), i.e. maximizing the expected log-likelihood. The optimization was implemented according to Algorithm 3 in Appendix A for selection of 100 out of 500 controls.

Optimal control sampling schemes for the four linear optimization criteria discussed above are illustrated in Figure 3. As observed in this figure, there are substantial variations between the sampling schemes, depending on the linear combination of interest. The sampling probabilities depend on the expected values of the covariates of interest, and, for linear combinations involving multiple parameters, also on their anticipated correlations, and further on the anticipated risk of SCE. Generally, controls at high anticipated risk of SCE should be oversampled, i.e driving at high speed, small time gap, and with a high predicted tendency of glancing. Additionally, relatively large sampling probabilities are assigned to controls at moderate to mild risk, constituting a subset to which the characteristics of the cases and high risk controls may be contrasted. Controls with low anticipated risk of an SCE tend to be selected with low probability, as these contribute with little information with regards to safety.

The sampling scheme optimized to maximize the expected log-likelihood is illustrated in Figure 4. Without explicitly specifying the linear coefficient matrix $L$, this sampling scheme assigns sampling probabilities proportional to the
relative importance of the instances in terms of the anticipated contribution to the log-likelihood. The sampling scheme is to a greater extent determined by time gap than vehicle speed, demonstrating a greater importance of the former in explaining the risk of an SCE, according to the auxiliary models and parameter guess $\theta^*$. 

VI. EMPIRICAL EVALUATION: EFFICIENCY OF THE SAMPLING SCHEMES

To evaluate the performance of the presented optimization and analysis procedure, using auxiliary information for instance selection followed by a correspondingly weighted analysis, we conducted an empirical evaluation by repeated subsampling from the cohort of 49 cases and 500 control candidates, as further described below.

A. Methods

Sample scheme optimization was performed according to the optimality criteria described in Section V-A and V-C, using the auxiliary models and parameter guess from Section V-B. For each of the optimization criteria, optimal control sampling schemes were computed according to Algorithm 3 in Appendix A, and a sample of controls was selected accordingly, using Poisson sampling. Thus, cases were selected with probability 1. A weighted analysis was then performed, and the estimated parameter vector was stored. The procedure was repeated $10^4$ times for control samples of expected size $n = 50, 100, 150$ and 200. For each sample size, the standard deviations (SD) of the estimated parameters and linear combinations of interest were calculated and stored. For targets including multiple parameter combinations, the square root of the average variance was instead computed. Two analyses were conducted for comparison: a complete information analysis using the entire study cohort, and an analysis based on a sub-sample chosen using simple random sampling of $n = 50, 100, 150$ and 200 controls. Ordinary non-weighted logistic regression was used for both of these approaches, as commonly is done in logistic regression analysis of case-control studies [36], [37].

B. Results

1) Complete Information Analysis: The result of a logistic regression analysis of the full study cohort, after exclusion of non-relevant controls ($n = 14$) and controls with missing data
Fig. 4. Optimal control sampling scheme for selection of 100 out of 500 controls vs time gap (A) and vehicle speed (B), optimized according to the optimality criterion (11), i.e. to maximize the expected log-likelihood.

**TABLE I**

<table>
<thead>
<tr>
<th>Variable</th>
<th>At</th>
<th>Log-odds ratio (SE)</th>
<th>OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vehicle speed, per 10 km/h</td>
<td>-0.026 (0.100)</td>
<td>0.97 (0.80 to 1.19)</td>
<td></td>
</tr>
<tr>
<td>Time gap, per 1 s decrease</td>
<td>Eyes-on-road 0.771 (0.324)</td>
<td>2.16 (1.14 to 4.08)</td>
<td></td>
</tr>
<tr>
<td>Time gap, per 1 s decrease</td>
<td>Glancing off road 1.495 (0.531)</td>
<td>4.46 (1.58 to 12.62)</td>
<td></td>
</tr>
<tr>
<td>Glancing</td>
<td>Time gap 1 s 2.096 (0.469)</td>
<td>8.13 (3.23 to 20.39)</td>
<td></td>
</tr>
<tr>
<td>Glancing</td>
<td>Time gap 2 s 1.372 (0.446)</td>
<td>3.94 (1.64 to 9.45)</td>
<td></td>
</tr>
<tr>
<td>Glancing</td>
<td>Time gap 3 s 0.648 (0.967)</td>
<td>1.91 (0.29 to 12.73)</td>
<td></td>
</tr>
</tbody>
</table>

CI, confidence interval; OR, odds ratio; SE, standard error.

**TABLE II**

<table>
<thead>
<tr>
<th>n⁰</th>
<th>Control sample</th>
<th>Optimized for parameter</th>
<th>Ratio of standard deviations vs. simple random sampling</th>
<th>Ratio of standard deviations vs. complete information analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td>50 SRS</td>
<td>Poisson</td>
<td>Vehicle speed</td>
<td>Time gap³</td>
<td>Glancing⁴</td>
</tr>
<tr>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>2.10</td>
</tr>
<tr>
<td>0.97</td>
<td>1.54</td>
<td>1.78</td>
<td>1.17</td>
<td>2.12</td>
</tr>
<tr>
<td>1.34</td>
<td>0.86</td>
<td>1.77</td>
<td>1.60</td>
<td>2.56</td>
</tr>
<tr>
<td>1.29</td>
<td>0.89</td>
<td>1.66</td>
<td>1.53</td>
<td>2.50</td>
</tr>
<tr>
<td>1.19</td>
<td>1.02</td>
<td>1.93</td>
<td>1.46</td>
<td>2.39</td>
</tr>
<tr>
<td>1.11</td>
<td>0.97</td>
<td>1.77</td>
<td>1.35</td>
<td>2.29</td>
</tr>
</tbody>
</table>

| 100 SRS | Poisson       | Vehicle speed | Time gap³ | Glancing⁴ | High-Low risk⁵ | Vehicle speed | Time gap³ | Glancing⁴ | High-Low risk⁵ |
| 1.00 | 1.00 | 1.00 | 1.00 | 1.74 | 1.34 | 1.45 | 2.02 |
| 0.89 | 1.51 | 1.93 | 1.17 | 1.65 | 1.82 | 1.86 | 2.19 |
| 1.32 | 0.83 | 1.34 | 1.29 | 1.97 | 1.45 | 1.60 | 2.31 |
| 1.28 | 0.87 | 1.39 | 1.35 | 1.94 | 1.47 | 1.62 | 2.37 |
| 1.14 | 0.94 | 1.33 | 0.99 | 1.84 | 1.51 | 1.59 | 2.01 |
| 1.05 | 0.91 | 1.27 | 1.02 | 1.77 | 1.50 | 1.57 | 2.03 |

| 150 SRS | Poisson       | Vehicle speed | Time gap³ | Glancing⁴ | High-Low risk⁵ | Vehicle speed | Time gap³ | Glancing⁴ | High-Low risk⁵ |
| 1.00 | 1.00 | 1.00 | 1.00 | 1.57 | 1.41 | 1.33 | 1.73 |
| 0.80 | 1.52 | 1.93 | 1.23 | 1.46 | 1.63 | 1.63 | 1.89 |
| 1.26 | 0.79 | 1.21 | 1.18 | 1.72 | 1.33 | 1.40 | 1.86 |
| 1.23 | 0.82 | 1.22 | 1.20 | 1.70 | 1.34 | 1.40 | 1.87 |
| 1.11 | 0.92 | 1.19 | 0.94 | 1.63 | 1.38 | 1.39 | 1.68 |
| 0.96 | 0.88 | 1.14 | 0.93 | 1.25 | 1.36 | 1.28 | 1.68 |

| 200 SRS | Poisson       | Vehicle speed | Time gap³ | Glancing⁴ | High-Low risk⁵ | Vehicle speed | Time gap³ | Glancing⁴ | High-Low risk⁵ |
| 1.00 | 1.00 | 1.00 | 1.00 | 1.47 | 1.33 | 1.26 | 1.58 |
| 0.72 | 1.56 | 1.88 | 1.23 | 1.34 | 1.31 | 1.48 | 1.71 |
| 1.20 | 0.76 | 1.16 | 1.12 | 1.56 | 1.25 | 1.30 | 1.64 |
| 1.20 | 0.80 | 1.17 | 1.13 | 1.56 | 1.26 | 1.30 | 1.65 |
| 1.03 | 0.91 | 1.13 | 0.87 | 1.48 | 1.30 | 1.29 | 1.50 |
| 0.90 | 0.87 | 1.10 | 0.89 | 1.42 | 1.28 | 1.28 | 1.51 |

⁰ is the expected size of the control sample.
³Effect of time gap when having eyes-on-road.
⁴Effect of glancing off road at 1, 2 and 3 s. time gap.
⁵Contrast between glancing off road at 70 km/h and 1 s. time gap vs. having eyes-on-road at 70 km/h and 3 s. time gap.

The standard deviation is calculated as the square root of the average variance of the specified linear combination.

Due to no video or poor video quality (n = 51), is presented in Table I. There was a significant increase in the risk of an oops-reaction when glancing off road, more severely so at small time gap to the front car. Reduced time gap to the
front vehicle was also associated with increased risk of SCE, and the risk increased at faster rate when having eyes-off-road. On the other hand, increased speed alone was not significantly associated with an increased risk of an SCE.

2) Subsampling Study: A comparison of the sampling variability in the estimated parameters between different control sampling procedures is presented in Table II. Poisson sampling optimized for a specific linear combination of parameters generally resulted in increased precision of the corresponding parameter estimates, as compared to simple random sampling, the gain in precision increasing with the size of the control sample. With \( n = 50 \) controls, the standard deviation (SD) of the estimator for the effect of time gap was reduced by 14\% using instance selection optimized for this particular parameter, compared to simple random sampling. The corresponding precision loss, measured as increase in SD compared to analyzing the entire database, was 73\%. At \( n = 200 \), the results were improved further to an SD reduction of 24\% compared to simple random sampling (SRS). In this case, using 40\% of the database resulted in only 25\% loss of precision. Similar results were observed for optimization with respect to the effect of vehicle speed.

For the high-low risk contrast, improvement compared to SRS was observed first at \( n = 150 \) controls, yielding an SD reduction of 6\%, which was further improved to 13\% reduction when \( n = 200 \). The effect of glancing, on the hand, was poorly estimated with all sampling schemes, particularly at small sample sizes. In a sensitivity analysis where we artificially created a new proxy for glancing, we found that explaining only 10\% of the variability in glancing behavior would suffice to achieve a performance equal to simple random sampling. With a further increase to explaining 20\% of the variability in glancing, an SD reduction of more than 20\% was observed (data not shown).

Optimization with respect to one parameter combination sometimes resulted in loss of precision for the other parameters: at \( n = 100 \) controls, the greatest loss was an SD increase of 93\% compared to SRS, as was observed for the estimating the effect of glancing when the sampling scheme was optimized with respect to the effect of vehicle speed. In contrast to the linear optimality criteria, optimization with respect to the expected log-likelihood generally performed well with respect to all parameters, producing a simultaneous SD reduction of approximately 10\% for vehicle speed, time gap and the high-low risk contrast when \( n = 200 \).

VII. CONCLUSION

A. Summary of Main Results

We have presented an inferential framework for analysis of large databases in which complete data annotation is costly, and shown how instance selection in naturalistic driving data may be optimized by use of auxiliary information readily available for all instances in an NDS database. We have furthermore illustrated through a case study how such sampling designs may be implemented in practice, and demonstrated that a substantial gain in statistical efficiency may be achieved. Specifically, we were able to achieve almost 50\% variance reduction in estimating the effect of vehicle speed and time gap when optimizing for the corresponding parameters, and up to 20\% simultaneous variance reduction in all parameters except glancing when optimizing with respect to the effect of time gap.

B. Explanations and Interpretations

For a successful implementation of the analysis pipeline, the availability of auxiliary information and proxies for the study variables on interest that require annotation is crucial. In our case study, vehicle speed and time gap at brake light were well approximated by the corresponding automatically recorded signals at the predicted timepoint for brake initiation. Consequently, optimization with respect to the corresponding model parameters resulted in substantial increase in precision. Driver glancing behavior, on the other hand, was poorly predicted by the automatically measured variables available in this study. In this case, non-uniform instance selection actually resulted in loss of precision. This may partially be explained by the loss of optimality in the optimization when no or little auxiliary information is available, partially by increased variability when using a random size design such as Poisson sampling, and partially by increased variability when using a weighted estimator, as compared to ordinary non-weighted logistic regression. Nevertheless, a sensitivity analysis revealed that an auxiliary model explaining only 10-20\% of the variability in the variables of interest may be sufficient to guarantee performance on par with that of simple random sampling, when the model also included some variables for which good auxiliary information was available.

Although the focus of this paper is on estimation uncertainty in terms of variance, all results could equivalently have been stated in terms of mean squared error since the bias of our estimator, seen as an estimator of the maximum likelihood estimate we would have obtained if the entire database had been annotated, vanishes at a faster rate than the variance as the size of the annotated subsample increases [24].

C. Limitations and Directions of Future Research

Due to the need of good auxiliary information when implementing the optimization procedure, effort should be made to find good proxies for the variables of interest. Finding good auxiliary variables that normally require video annotation remains a challenging task. Attempts to develop algorithms for automated detection of driver glancing behavior from video sequences have been made [19], [38]–[42]. Further development and application of such algorithms could increase the benefit of optimized sample selection with respect to analysis of driver behavior, as predictions of such algorithms could be used as auxiliary information for driving tasks. Similar results to those obtained for time gap and vehicle speed could then potentially be achieved also for estimating the effect of glancing and other driver tasks.

Another direction of improvement could be to collect data sequentially, as outlined in [43]. The auxiliary models may then be derived from a pilot sample and updated as more data is collected, thus reducing the need of prior knowledge.
For case-control analyses using logistic regression, further variance reduction of weighted estimators may also be achieved by re-scaling the weights in the control sample, see e.g. [44]–[48]. Implementation of such procedures for NDS is a possible direction of future research.

In practice, both the implementation and performance of the optimization procedure may be affected by data quality issues. For instance, the optimization procedure may be affected by data quality issues, which is a direction of future research. e.g. [44]–[48]. Implementation of such procedures for NDS is achieved by re-scaling the weights in the control sample, see [49].

Variance reduction of weighted estimators may also be achieved by 10% roughly corresponds to a sample size reduction of 30% compared to simple random sampling when optimizing for the expected log-likelihood. Translating the gain in efficiency in terms of SD reduction into power to detect possible associations between the variables of interest, a reduction in the standard deviation of an estimator by 10% roughly corresponds to a sample size reduction of $1 - 0.9^2 \approx 20\%$. Similarly, with 30% SD reduction, the sample size could be reduced by $\approx 50\%$ without loss of power. Thus, the use of optimized instance selection implies that fewer instances need to be annotated, as compared to simple random sampling, potentially reducing the annotation demands by as much as 50%. Considering the high cost associated with manual video annotation, and the loss of information induced by having to restrict the analysis to a subset of the collected data, our proposed inferential framework provides a viable approach to reduce the cost of the analysis of naturalistic driving data.

D. Choosing an Optimization Criterion

We have focused in this paper on linear optimality criteria, and shown how these results may be extended also to smooth non-linear functions of the parameter of interest. Comparing the results obtained by the linear optimization criteria and optimization with respect to the expected log-likelihood, the former achieved a better precision in the particular linear combination of interest, but the latter performed better with respect to multiple parameters and thus serves as a better general-purpose criterion.

While the restriction to linear optimality criteria offers a numerically tractable solution to the optimal sample selection problem, it would be an interesting topic of further research to investigate whether similar procedures could be developed also for other classes of optimality criteria such as D and E-optimality [30].

E. Implications

In our empirical study, we found an SD reduction of 10-30% compared to simple random sampling when optimizing the sampling procedure for a particular parameter combination, and a simultaneous reduction of 10% in multiple parameters when optimizing for the expected log-likelihood. Translating the gain in efficiency in terms of SD reduction into power to detect possible associations between the variables of interest, a reduction in the standard deviation of an estimator by 10% roughly corresponds to a sample size reduction of $1 - 0.9^2 \approx 20\%$ [49, Chapter 9.2.4]. Similarly, with 30% SD reduction, the sample size could be reduced by $\approx 50\%$ without loss of power. Thus, the use of optimized instance selection implies that fewer instances need to be annotated, as compared to simple random sampling, potentially reducing the annotation demands by as much as 50%. Considering the high cost associated with manual video annotation, and the loss of information induced by having to restrict the analysis to a subset of the collected data, our proposed inferential framework provides a viable approach to reduce the cost of the analysis of naturalistic driving data.

Appendix A

Computation of Optimal Poisson Sampling Schemes

We present in Algorithm 1 a procedure for computation of Poisson sampling schemes that ensures that valid probabilities $0 < \pi_i \leq 1$ are obtained. A proof of its optimality is provided by Proposition 2 in Appendix B. A Monte Carlo procedure to approximate the optimal sampling scheme of Algorithm 1 using auxiliary information is presented in Algorithm 2, and a simplified version, replacing step 5 and 6 in Algorithm 2 by pre-computed estimates or guesses of the parameter $\theta$ and Hessian $H$, is provided in Algorithm 3.

Algorithm 1 Optimal Poisson Sampling Scheme

\begin{algorithm}
\begin{algorithmic}
\State Input: Index set $D$, coefficients $\{c_i\}_{i \in D}$, sample size $n$.
\State Initialization: Let $M$ be the empty set. Let $m := |M| = 0$.
\For{$i \in D$}
\State Compute $\pi_i^* = n \frac{\sqrt{c_i}}{\sum_{j \in D} \sqrt{c_j}}$.
\EndFor
\While{any $\pi_i^* > 1$}
\State Let $\pi_i^* = 1$ for all $i \in M$.
\State For $i \in D \setminus M$, update $\pi_i^*$ according to
\begin{equation}
\pi_i^* = (n - m) \frac{\sqrt{c_i}}{\sum_{j \in D \setminus M} \sqrt{c_j}}. \tag{A.1}
\end{equation}
\EndWhile
\State Output: Optimal sampling probabilities $\{\pi_i^*\}_{i \in D}$.
\end{algorithmic}
\end{algorithm}

Algorithm 2 Optimal Auxiliary Variable Assisted Poisson Sampling Scheme

\begin{algorithm}
\begin{algorithmic}
\State Input: Index set $D$, auxiliary variables $\{z_i\}_{i \in D}$, auxiliary model $g(y, x | z)$, linear coefficient matrix $L$, number of Monte Carlo simulations $M$, sample size $n$.
\For{$m = 1, \ldots, M$}
\For{$i \in D$}
\State Simulate $(y_i^*, x_i^*)$ from $g(y, x | z_i)$.
\EndFor
\State Compute parameter guess $\hat{\theta}^*$ as
\begin{equation}
\hat{\theta}^* = \arg \max_\theta \sum_{i \in D} \log f_\theta(y_i^* | x_i^*). \tag{A.2}
\end{equation}
\State Compute Hessian matrix $H^*$ as
\begin{equation}
H^* = \frac{\partial^2}{\partial \theta \partial \theta^T} \sum_{i \in D} \log f_\theta(y_i^* | x_i^*),
\end{equation}
\State evaluated at $\hat{\theta} = \hat{\theta}^*$.
\For{$i \in D$}
\State Compute $s_i^* = \nabla_\theta \log f_\theta(y_i^* | x_i^*)|_{\theta = \hat{\theta}^*}$.
\State Compute $c_{i, m}^* = s_i^T H^* - 1 L^T L H^* - 1 s_i^*.$
\EndFor
\State Compute $\hat{c}_i = \frac{1}{M} \sum_{m=1}^M c_{i, m}^*$.
\EndFor
\State Compute $\pi_i^*$ using Algorithm 1, taking $D, \{\hat{c}_i\}_{i \in D}$ and $n$ as input.
\State Output: optimal sampling probabilities $\{\pi_i^*\}_{i \in D}$.
\end{algorithmic}
\end{algorithm}

† For the optimality criterion (11) in Section IV-C, i.e. maximizing the expected log-likelihood, this expression should be replaced by $c_{i, m}^* = s_i^T H^* - 1 s_i^*$. 
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Algorithm 3 Optimal Auxiliary Variable Assisted Poisson Sampling Scheme, Simplified

Input: Index set $D$, auxiliary variables $[z_i]_{i \in D}$, auxiliary model $g(y, x(z))$, parameter guess $\theta^*$, Hessian matrix $H^*$, linear coefficient matrix $L$, number of Monte Carlo simulations $M$, sample size $n$.

1: for $i \in D$ do
2: for $m = 1, \ldots, M$ do
3: Simulate $(y^*_i, x^*_i)$ from $g(y_i, x_i | z_i)$.
4: Compute $s^*_i = \nabla_\theta \log f_\theta(y^*_i | x^*_i)|_{\theta = \theta^*}$.
5: Compute $c^*_{i, m} = s^*_i H^{-1} L^T L H^{-1} s^*_i$.
6: end for
7: Compute $\hat{c}_i = \frac{1}{M} \sum_{m=1}^{M} c^*_{i, m}$.
8: end for
9: for $i \in D$ do
10: Compute $\pi^*_i$ using Algorithm 1, taking $D$, $[\hat{c}_i]_{i \in D}$ and $n$ as input.
11: end for

Output: optimal sampling probabilities $[\pi^*_i]_{i \in D}$.

† For the optimality criterion (11) in Section IV-C, i.e. maximizing the expected log-likelihood, this expression should be replaced by $c^*_{i, m} = s^*_i H^{-1} s^*_i$.

APPENDIX B

THEOREMS AND PROOFS

We provide below two propositions with proofs of the optimality of the sampling schemes proposed in Equation (8) (Proposition 1) and Algorithm 1 (Proposition 2).

Proposition 1: Let $\pi = (\pi_1, \ldots, \pi_N)$ and consider the function

$$f(\pi) = \sum_{i=1}^{N} \frac{c_i}{\pi_i}, \quad c_i > 0$$

subject to the constraints

$$\sum_{i=1}^{N} \pi_i = n,$$

$$\pi_i > 0, \quad i = 1, \ldots, N,$$

for some $n > 0$. Then, $f(\pi)$ is minimized by choosing $\pi_i$ according to

$$\pi^*_i = n \frac{\sqrt{c_i}}{\sum_{j=1}^{N} \sqrt{c_j}}, \quad i = 1, \ldots, N.$$

Proof of Proposition 1: Using the method of Lagrange multipliers [50, Chapter 5], we introduce the auxiliary function

$$\Lambda(\pi, \lambda) = f(\pi) + \lambda \left( \sum_{i=1}^{N} \pi_i - n \right).$$

Critical points of the Lagrangian are found by solving the equation system

$$\nabla \Lambda(\pi, \lambda) = 0 \quad \Rightarrow \quad \begin{cases} h(\pi) = 0 \\ -\nabla_\pi f(\pi) = \lambda \nabla_\pi h(\pi) \end{cases}.$$

Since $\frac{\partial f(\pi)}{\partial \pi_i} = -c_i/\pi_i^2$ and $\frac{\partial h(\pi)}{\partial \pi_i} = 1$, this implies that

$$\lambda = c_1/\pi_1 = \ldots = c_N/\pi_N,$$

and further that

$$\pi_i \propto \sqrt{c_i}.$$

By the constraints $\pi_i > 0$ and $\sum_{i=1}^{N} \pi_i = n$, we obtain

$$\pi_i = n \frac{\sqrt{c_i}}{\sum_{j=1}^{N} \sqrt{c_j}}.$$ (A.2)

Thus, the point $(\pi^*, \lambda^*)$ with entries $\pi^*_i$ defined according to (A.2) and $\lambda^* = c_1/\pi_1^2$ is a stationary point of $\Lambda(\pi, \lambda)$. Hence, $\pi^*$ is a stationary point of $f(\pi)$ under the specified constraints. Furthermore, the Hessian of $f(\pi)$ is positive definite on the domain specified by $\pi_i > 0$, so $\pi^*$ is a local minimum. By convexity, this implies that $\pi^*$ is the global minimum of $f(\pi)$ under the specified constraints.

Proposition 2: Let $D = \{1, \ldots, N\}$, $\pi = (\pi_1, \ldots, \pi_N)$ and consider the function

$$f(\pi) = \sum_{i=1}^{N} \frac{c_i}{\pi_i}, \quad c_i > 0$$

subject to the constraints

$$\sum_{i=1}^{N} \pi_i = n,$$

$$0 < \pi_i \leq 1, \quad i = 1, \ldots, N,$$

for $0 < n < N$. Then, $f(\pi)$ is minimized by choosing $\pi_i$ according to Algorithm 1.

Proof of Proposition 2: The claim follows immediately from Proposition 1 if

$$n \frac{\sqrt{c_i}}{\sum_{j=1}^{N} \sqrt{c_j}} < 1$$

for all $i = 1, \ldots, N$. Hence, we assume that there exists some index $i$ for which this is not fulfilled.

We note first that Algorithm 1 terminates within a finite number of iterations, since $n < N$. Indeed, a feasible solution is obtained within at most $n - 1$ iterations. We show below that the achieved solution satisfies the Karush-Kuhn-Tucker (KKT) conditions [50, Chapter 5.5.3], and that this is sufficient for global optimality in this setting.

Introducing the constraint functions

$$g_i(\pi) = \pi_i - 1, \quad i = 1, \ldots, N,$$

$$h(\pi) = \sum_{i=1}^{N} \pi_i - n,$$

we may formulate the constrained optimization problem of Proposition 2 as

$$\min_{\pi} f(\pi)$$

where

$$f(\pi) = \sum_{i=1}^{N} \frac{c_i}{\pi_i}, \quad c_i > 0$$

subject to

$$\pi_i > 0, \quad i = 1, \ldots, N,$$

$$g_i(\pi) \leq 0, \quad i = 1, \ldots, N,$$

$$h(\pi) = 0.$$
and introduce the Lagrangian
\[ \Lambda(\pi, \mu, \lambda) = f(\pi) + \sum_{i=1}^{N} \mu_i g_i(\pi) + \lambda h(\pi), \tag{A.3} \]
where \( \mu = (\mu_1, \ldots, \mu_N) \) and \( \lambda \) are the Lagrange multipliers.

Let us assume, without loss of generality, that the elements are ordered so that \( c_1 \geq c_2 \geq \ldots \geq c_N \), and let \( \pi^* = (\pi^*_1, \ldots, \pi^*_N) \) denote the sampling scheme obtained according to Algorithm 1. Thus, we have for the first \( \pi^*_1 = \ldots = \pi^*_m = 1 \), and for the remaining \( N - m \) instances that \( \pi^*_i < 1 \). Taking
\[ \lambda^* = \frac{c_N}{\pi^*_N^2}, \]
\[ \mu^*_i = \begin{cases} c_i - \lambda^* & i = 1, \ldots, m, \\ 0 & i = m + 1, \ldots, N, \end{cases} \tag{A.4} \]
we show that the point \((\pi^*, \mu^*, \lambda^*)\) satisfies the KKT conditions:

- **Stationarity**
  Noting that \( c_j/\pi^*_j = c_N/\pi^*_N = \lambda^* \) for all \( j > m \), we see that
  \[
  -\nabla f(\pi) \bigg|_{\pi = \pi^*} = -\left( -\frac{c_1}{\pi^*_1^2}, \ldots, -\frac{c_N}{\pi^*_N^2} \right) = \left( c_1, \ldots, c_m, \frac{c_{m+1}}{\pi^*_{m+1}}, \ldots \frac{c_N}{\pi^*_N} \right) = \left( \mu^*_1 + \lambda^*, \ldots, \mu^*_N + \lambda^* \right) = \mu^* + \lambda^*.
  \]
  Thus, \((\pi^*, \mu^*, \lambda^*)\) is a stationary point of (A.3).

- **Primal feasibility**
  By inspection of the algorithm, we see that it produces a solution with
  i) \( \sum_{i=1}^{N} \pi^*_i = n \).
  ii) \( 0 < \pi^*_i \leq 1 \) for all \( i = 1, \ldots, N \).
  Thus, all equality and inequality constraints are fulfilled and a feasible solution is obtained.

- **Dual feasibility**
  To prove dual feasibility, we must show that \( \mu^*_1 \geq 0 \) for all \( i = 1, \ldots, N \). This is trivially fulfilled for \( \mu^*_{m+1}, \ldots, \mu^*_N \), since these are all zero. For \( i \leq m \) we have that \( \mu^*_i = c_i - \lambda^* \), so it remains to show that this is positive for all \( i \leq m \). To show this, let
  \[
  \tilde{\pi}_i = \frac{\sqrt{c_i}}{\sum_{j=m+1}^{N} \sqrt{c_j}} \text{ for all } i = 1, \ldots, N, \tag{A.5} \]
  and note that
  \[ c_i/\tilde{\pi}_i^2 = c_j/\tilde{\pi}_j^2 \text{ for all } i, j, \tag{A.6} \]
  \[ 1 = \pi^*_i \leq \tilde{\pi}_i \text{ for } i = 1, \ldots, m, \tag{A.7} \]
  \[ \pi^*_i = \tilde{\pi}_i \text{ for } i = m + 1, \ldots, N. \tag{A.8} \]
Here, (A.6) follows immediately from (A.5), and (A.8) from (A.1) at the final iteration of the algorithm. To show (A.7), note that Algorithm 1 iteratively increases the sampling probabilities assigned to non-certainty selections, meaning that the factor \( \sum_{j=m+1}^{N} \sqrt{c_j} \) in (A.1) gradually increases as more certainty selections are added to the index set \( M \). Thus, any instance that according to (A.1) achieved a sampling probability exceeding 1 in any iteration of the algorithm will also have \( \tilde{\pi}_i \geq 1 \) in (A.5). Next, (A.7) implies that \( c_i \geq c_i/\tilde{\pi}_i^2 \) for \( i \leq m \), and (A.8) that \( c_N/\tilde{\pi}_N^2 = c_N/\pi^*_N \), which for \( i = 1, \ldots, m \) gives
\[
\mu^*_1 = \frac{c_N}{\pi^*_N^2} \geq \frac{c_N}{\tilde{\pi}_N^2} = 0 .
\]
were the first equality follows from (A.4), and the last equality from (A.6). This gives the desired result.

- **Complementary slackness**
  We finally note that complementary slackness
  \[ \mu^*_i g_i(\pi^*) = 0 \text{ for all } i = 1, \ldots, N \]
is fulfilled, since
  i) \( g_i(\pi^*) := \pi^*_i - 1 = 0 \) for \( i = 1, \ldots, m \).
  ii) \( \mu^*_i := 0 \) for \( i = m + 1, \ldots, N \).
Thus, we conclude that the point \((\pi^*, \mu^*, \lambda^*)\) with \( \pi^* \) computed according to Algorithm 1 and \((\mu^*, \lambda^*)\) taken as in (A.4) satisfies the KKT conditions. Furthermore, since we consider a convex optimization problem with convex inequality constraint functions and affine equality constraints, the KKT conditions are sufficient for global optimality [50, Chapter 5.5.3], which completes the proof.

ACKNOWLEDGMENT
The study was conducted at SAFER Vehicle and Traffic Safety Centre at Chalmers. The authors thank all participants in the study, and Daniel Gellerman for assistance with video annotation.

FINANCIAL SUPPORT AND SPONSORSHIP
The funding sources had no involvement in the design and conduct of the study, nor in the writing or decision to submit the article for publication.

CONFLICTS OF INTEREST
The authors declare no conflict of interest.

REFERENCES
et al.


[21] S. Selpi

[22] C. J. Skinner, “Domain means, regression and multivariate analysis,” in...


IMBERG

[20] C. E. Särndal, B. Swensson, and J. Wretman, ...

et al.

[23] D. G. Horvitz and D. J. Thompson, “A generalization of sampling...

et al.


et al.


et al.


et al.


et al.


et al.


et al.


et al.


et al.


et al.


et al.


et al.


et al.


et al.


et al.


et al.


et al.


et al.


et al.


et al.


et al.


et al.


et al.


et al.


et al.


et al.

Henrik Imberg received the M.Sc. degree in mathematical statistics from the University of Gothenburg, Sweden, in 2016. He is currently pursuing the Ph.D. degree in applied mathematics and mathematical statistics with the Department of Mathematical Sciences, Chalmers University of Technology, Gothenburg. His research is about development and optimization of sampling strategies for problems in statistics and machine learning.

Vera Lisovskaja received the Ph.D. degree in mathematical statistics from the Chalmers University of Technology, in 2013. After the defense, she proceeded to participate in a collaboration with SAFER Vehicle and Traffic Safety Centre at the Chalmers University of Technology, Gothenburg, as part of a Post-Doctoral position, this collaboration lasting over the span of two years. She then left the university to accept a position in applied statistics in an industry.

Selpi (Member. IEEE) received the B.Sc. degree in computer science from the University of Indonesia, in 2000, the M.Sc. degree in bioinformatics from the Chalmers University of Technology, Sweden, in 2004, and the Ph.D. degree in computing from Robert Gordon University, U.K., in 2008. She currently works with the Chalmers University of Technology. Her current research interests include applications of machine learning and data science for transport-related domain (e.g., understanding driving styles/driver behavior from naturalistic driving data, travel time and traffic volume predictions, and text-mining for text data in transport). She is also interested in understanding how mixed traffic, with vehicles with different driving styles and automation levels sharing the same roads, affects traffic safety, and efficiency. Beside academic work, she has several years of experiences in software industry. She is a member of the IEEE Intelligent Transportation Systems Society’s technical committee on Naturalistic Driving Data Analytics. She has served as a reviewer and an associate editor for several IEEE conferences.

Olle Nerman is currently a Professor emeritus in Mathematical Statistics with the Chalmers University of Technology, Gothenburg, Sweden. During his career, he has been working broadly with research. He started with probabilistic modeling of population dynamics and continued with survey sampling, genetic epidemiology, and bioinformatics. In the last years before retiring, he worked with applied epidemiology and to some extent as a Supervisor and a Consultant to researchers with the SAFER Vehicle and Traffic Safety Centre, Chalmers University of Technology.