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Abstract— The Job Shop Scheduling Problem (JSP) is a combinatorial optimization problem where jobs visit single-capacity machines while minimizing a cost function, typically the makespan. The problem can be extended to fit typical industrial scenarios such as flexible assembly shop floors or for coordinating fleets of automated vehicles. General purpose optimizers can handle extended versions of the problem that typically arise in industrial problems. Mixed Integer Linear Programming (MILP) solvers and recently optimizing Satisfiability Modulo Theory (SMT) solvers can be used as general solvers for JSP problems. There exist different formulations of JSP problems, among them the time-index (TI) model. The TI offers the advantage of providing strong lower bounds, though its drawback is the model size.

In this paper we present a new formulation of the TI model suitable for optimizing SMT-solvers that support bit-vector theories. The new formulation is significantly more compact than the standard TI formulation and is thus reducing one of the major issues with the TI model.

We benchmark two different optimizing SMT solvers supporting bit-vector theories, comparing the standard formulation of the TI to the new formulation on a set of benchmark instances. The computational analysis shows that the new formulation outperforms the standard one, being up to twice faster and regardless of the solver employed; moreover the model generated with the new formulation is considerably smaller than with the standard formulation.

I. INTRODUCTION

The Job Shop Problem (JSP) is the assignment of jobs to resources, where each job is a sequence of operations, such that the makespan is minimized. Resources have single capacity, thus two operations cannot use the same resource at the same time. The problem is NP-hard and has been studied since the 60s, yet it is often emerging when developing automation systems and because of its complexity, it cannot be solved to optimality for large problem instances.

A thorough study on the subject is presented in [1], where the authors point out that many different techniques have been applied to solve the problem: both approximation and exact methods. Whether the target is the true optimal or an approximate solution, it is important to develop general techniques that would be able to handle variations of the problem, since real-world scenarios typically involve additional requirements and as soon as a new constraint is added, tailor-made algorithms might no longer be feasible.

Thus general purpose algorithms like Mixed Integer Linear Program (MILP) solvers are often used in industrial applications since they can handle additional constraints without changing the main optimization algorithm. Note that new constraints could have a significant impact on the performance, but they will not disrupt the solution method.

MILP solvers can be used to provide approximate solutions by terminating the optimization procedure when the best incumbent (current best solution) is within a predefined gap from a lower bound to the problem, or after a time limit.

Another general purpose approach that can offer similar flexibility is optimizing Satisfiability Modulo Theory (SMT) solvers [2], [3]. SMT solvers support different theories, from reals, linear arithmetics, arrays to bit-vectors; these theories allow for a flexible modelling environment to easily instantiate quite complicated constraints.

In our previous works, [4] and [5], we showed that SMT solvers are a viable option to deal with the JSP both in its standard and flexible variants, since they could handle medium-large size problems (instances counting up to 15 concurrent jobs and 10 machines) in a relatively short time (time limit set to 1200 seconds). Our analysis showed that the SMT solver Z3 [6] outperformed a state-of-the-art MILP solver in terms of running time, by more than one order of magnitude for large instances.

We also implemented three model formulations of the JSP for SMT and benchmarked them over a set of instances generated according to predefined rules. One of the models we compared is known as the time-index model (TI) and was first presented by [7]; it is based on boolean (or binary) variables to represent the possibility for each job on each machine (operation) to start at a given time-step. Time is discretized and for each operation, one variable will evaluate to True at which step such operation is starting.

Though our comparison proved the disjunctive model [8] to have the best performance, the TI is still widely employed to tackle the problem, in academia, [9] and [10] as well as in industrial applications [11]. This is due to the strong lower bounds that LP relaxations of the model provide [12], since they can be used to implement branch and bound or list-scheduling algorithms. The downside of the TI is its size: the number of constraints required to build the model becomes prohibitive even for relatively small instances, making the model-generation a bottleneck.

In [13], different optimization problems are tackled using both boolean (BL) and bit-vector (BV) models and, while in general a bit-vector formulation results in a much more compact representation, for some problems, it also leads to increase in performance by more than one order of magnitude.

Given these premises, it is reasonable to assume that a bit-vector based formulation could provide a more compact model and outperform the standard TI model based on boolean (or binary) variables.

The contributions of this paper are: (i) comparison of
a new formulation of the TI model, based on bit-vectors, with the standard formulation over a set of benchmark and generated instances; the comparison is carried out both on the model generation phase (in terms of model size) and the running time to solve such models. (ii) Benchmark of two different state-of-the-art SMT solvers, namely Z3 and OptiMathSAT [14], chosen because they have shown consistently good performance in the latest SMT competitions and they come with a built-in optimizing tool.

In the next section, a formal mathematical description of the problem is given; in sections III and IV the two model formulations are presented; in section V a complexity analysis over the two models is given; in sections VI, the experimental methods are described and in the following section, results are discussed. Finally, conclusions are drawn in section VII.

II. PROBLEM FORMULATION

The JSP problem consists of a set of $n$ jobs $J = \{j_i\}_{i=1}^n$, where each job has its own processing order through a set of $k$ machines, $M = \{m_i\}_{i=1}^k$. Also, let $d_{m_j}$ model the duration of the execution of the same operation. Operations are defined as the execution of a job on a certain machine and, as each job has to visit each machine, the total number of operations in the problem is $nk$. Each job will go through all machines sequentially. Let $o^i_j$ model the index of the machine to be used for job $j$ executing operation $i$ in sequence. The index of the machines for each step in the job sequence is thus given by $(o^1_j,\ldots,o^j_k)$. Finding a solution to the job-shop scheduling problem means to assign operations to machines so that all jobs are completed. The constraints in this kind of problem are two:

- as there exist a sequence of operations for each job, operations belonging to the same job must be executed in the right order;
- operations requiring the same machine and belonging to different jobs cannot overlap in time.

Given these two constraints, the target is to find a feasible schedule such that the overall makespan is minimized. Other variants of the problem involve different cost functions such as tardiness or lateness, but in order to compare our results to the optimal values available in the literature we followed the standard of the makespan.

We are now to present the TI model formulation, first in its standard form and then implemented using BV. An important feature of TI models is that they require an upper bound of the makespan. Since time is discretized, the upper bound is necessary to define a sufficient number of variables and constraints. A trivial upper bound is the sum of all operation durations but tighter bounds can be calculated quickly using heuristic algorithms. However, computing tight upperbounds is beyond the scope of this paper. In the following we will assume that $H$ is a given upper bound for a problem instance.

III. STANDARD TIME-INDEX MODEL

In this model the execution time is split into steps, whose length is the minimum time-step. For instance, if the duration of an operation is $n$ time-steps, $n$ steps will be taken since it starts and until it is completed. The time-steps will be $T = \{0,\ldots,H\}$. Let $d_{m_j}$ be a natural number that models the number of steps it takes for machine $m$ to execute job $j$.

The decision variables are $T_{\text{max}}$ and $s_{m_j}$, where $T_{\text{max}}$ is an integer variable and $s_{m_j}$ are boolean variables that evaluate to true if job $j$ starts on machine $m$ at time $t$. The model formulation for minimizing the makespan is given by:

\[
\begin{align*}
\text{minimize } & T_{\text{max}} \text{ subject to } \\
& \sum_{t=0}^{H} s_{m_j} \quad \forall m \in M, j \in J \quad (1) \\
& s_{m_j} \implies \bigwedge_{t \in T \setminus \{t\}} \neg s_{m_j'} \quad \forall m \in M, j, t \in T \quad (2) \\
& s_{m_j} \implies T_{\text{max}} \geq t + d_{m_j} \quad \forall j \in J, j' \in J, m \in M, t \in T \setminus \{0\} \quad (3) \\
& s_{m_j} \implies T_{\text{max}} \geq t + d_{m_j} \\
& t + d_{m_j} \\
& x_{o^i_j} \implies \bigwedge_{t' = 0} \neg x_{o^{i+1}_j} \quad \forall i = 2,\ldots,k, j \in J, t \in T \setminus \{0\} \quad (5)
\end{align*}
\]

Equations (1) and (2) ensure that start time for each operation occurs only once; equation (3) prevents other operations to start on a machine while it is already executing one; equation (4) defines the variable used in the objective function; equation (5) models precedence among the operations of a job: if the $(i-1)^{\text{th}}$ operation of job $j$ starts at time-step $t$, the $i^{\text{th}}$ operation of the same job cannot start before time-step $t + d_{o^i_j}$.

IV. TIME-INDEX MODEL WITH BIT-VECTORS

This model formulation is based on the time-index model presented in the previous subsection; instead of having boolean variables for each time-step and operation, there is a fixed sized bit-vector for each operation, whose size is given by $H$.

A bit-vector of size $n$ is an element $b = (b_0,\ldots,b_n) \in B^n$. The index $i$ maps the $(i)^{\text{th}}$ component of the vector, i.e. $b[i] = b_i$. Conversion from (to) a integer number is defined by $\text{int} : B^n \rightarrow \mathbb{Z} (bv : Z \rightarrow B^n)$ with $\mathbb{Z} = [-2^{n-1},2^{n-1}) \subset \mathbb{Z}$ and $\text{int}(b) := -2^{n-1} + \sum_{i=0}^{n-2} b_i \cdot 2^i \ (bv := \text{int}^{-1})$.

Constraints can be defined by using bit-vector operations as well as arithmetic and logic operations. Let $\bar{a}, \bar{b} \in B^n$ be two-bit vectors. Then, the bit-vector operation $\circ \in \{\land,\lor,\ldots\}$ is defined by $\bar{a} \circ \bar{b} := (\bar{a}[0] \circ \bar{b}[0],\ldots,\bar{a}[n-1] \circ \bar{b}[n-1])$.

In the following model, some of the constraints are defined based on bit-vector manipulation formulas presented in [15].

The decision variables are defined as follows:
• \( s_{mj} \) is a bit-vector variable of size \( H \) that has exactly one bit set. The position of such bit defines the step at which job \( j \) starts on machine \( m \);
• \( w_{mj} \) is a bit-vector variable of size \( H \) that has as many bits set as time-steps the job \( j \) takes to be executed on machine \( m \). The rightmost bit in the trail corresponds to the bit set on the variable \( s_{mj} \);
• \( e_{mj} \) is a bit-vector variable of size \( H \) that has all bit sets from the time-step the operation is completed until the last position on the vector.
• \( T_{\text{max}} \) is a bit-vector variable of size \( H \).

Also, \( d_{mj} \) is a bit-vector constant of size \( H \) whose leftmost bits are set based on the duration of job \( j \) on machine \( m \).

Maximize \( T_{\text{max}} \) subject to

\[
\begin{align*}
\bar{s}_{mj} & \neq 0 \quad \forall j \in J, m \in M \quad (6) \\
\bar{s}_{mj} \land (\bar{s}_{mj} - 1) & = 0 \quad \forall j \in J, m \in M \quad (7) \\
\bar{w}_{mj} & = \bigvee_{i=0}^{d_{mj}} (\bar{s}_{mj} \gg i) \quad \forall j \in J, m \in M \quad (8) \\
\bar{e}_{mj} & = \neg \bar{w}_{mj} \land (\bar{w}_{mj} - 1) \quad \forall j \in J, m \in M \quad (9) \\
\bar{s}_{jm} \land \bar{d}_{mj} & = 0 \quad \forall j \in J, m \in M \quad (10) \\
\neg \bar{e}_{mo_{j-1}} \land \bar{s}_{mo_j} & = 0 \quad \forall j \in J, m \in M, i = 2 \ldots k \quad (11) \\
\bigwedge_{j,j' \in J, j \leq j'} (\bar{w}_{mj} \land \bar{w}_{mj'}) & = 0 \quad \forall m \in M \quad (12) \\
T_{\text{max}} & = \bigvee_{j \in J, m \in M} \bar{e}_{mo_k} \quad (13)
\end{align*}
\]

Equation (6) makes sure that at least one bit is set and (7) makes sure that at most one bit is set for the bit-vector modeling the starting time for job \( j \) on machine \( m \). Thus together they guarantee that each job will start exactly once on each machine. This is achieved by forcing the bit-vector to be a power of two; equations (8) and (9) are used to define the variables \( \bar{w}_{mj} \) and \( \bar{e}_{mj} \); equation (10) sets the latest start time for each operation: since a time horizon is given, operation cannot start too late, otherwise they will not be completed within the given number of steps; equation (11) sets the precedence constraint among operations belonging to the same job; equation (12) sets the objective function as the bit-wise operation \( \lor \) among the \( \bar{e}_{mj} \) operations occupying the last position in the sequence for each job: the larger the value of such vectors, the sooner the operation is completed, therefore the problem is a maximization one; finally equation (13) is taking care of non-overlapping constraint by setting the conjunction of the \( \bar{w}_{mj} \) variables representing operations using the same machine equal to zero.

A. Example on the use of bit-vectors

In order to make the concept about fixed sized bit-vector variables and constants clearer, we provide a short example on how the values are assigned: Let the time horizon be set to 10 time-steps. This implies that the size of the vectors will be of 10 bits. Let’s assume that for the operation of job \( j \) visiting machine \( m \) the starting time is set (by the solver) on the 5-th time-step and that such operation has a duration equal to three time-steps. Therefore, the variables for such operation will be set as follows:

\[
\begin{align*}
\bar{s}_{mj} & = 0 0 0 0 0 0 0 0 0 0 \\
\bar{w}_{mj} & = 0 0 0 0 0 0 0 0 0 0 \\
\bar{e}_{mj} & = 0 0 0 0 0 0 0 0 0 0 \\
\bar{d}_{mj} & = 0 0 0 0 0 0 0 0 0 0
\end{align*}
\]

The variable \( \bar{s}_{mj} \) has the 5th left most bit set, the variable \( \bar{w}_{mj} \) has as many bits set as time-steps in the duration of the operation, starting from the 5th left most bit, the variable \( \bar{e}_{mj} \) has all bits set form the time-step the operation is completed. Finally, the constant \( \bar{d}_{mj} \) has as many bits set as time-steps in the duration of the operation minus one, starting from the right most bit. This constant is required to set the constraint about the latest start of an operation. In the model, constraints (6) to (9) are needed to define the variables and constraint.

Here are given some examples of how constraints are enforced: In the following, the black \( x \) represent the possible assignments for the variables, while the red ones point out the forbidden assignments.

\[
\begin{align*}
\bar{s}_{mj} & = x x x x x x x x x x \\
\bar{w}_{mj} & = 0 0 0 0 0 0 0 0 0 0 \\
\bar{e}_{mj} & = 0 0 0 0 0 0 0 0 0 0 \\
\bar{d}_{mj} & = 0 0 0 0 0 0 0 0 0 0
\end{align*}
\]

Constraint (10) prevents an operation from starting too late by imposing the bit-wise operation \( \land \) equal to zero between the variable \( \bar{s}_{mj} \) and its duration constant \( \bar{d}_{mj} \).

\[
\begin{align*}
\bar{e}_{mo_{j-1}} & = 0 0 0 0 0 0 0 0 0 0 \\
\bar{e}_{mo_j} & = 1 1 1 1 1 1 1 1 1 1 \\
\bar{s}_{mo_j} & = x x x x x x x x x x
\end{align*}
\]

Constraint (11) sets the precedence constraints by allowing the following operation to start only after the previous one is completed. Assuming operation \( o_{j-1} \) is completed at time-step 7, operation \( o_j \) cannot start until that time-step.

\[
\begin{align*}
\bar{e}_{mo_{j-1}} & = 0 0 0 0 0 0 0 0 0 0 \\
\bar{e}_{mo_j} & = 0 0 0 0 0 0 0 0 0 0 \\
\bar{s}_{mo_j} & = 0 0 0 0 0 0 0 0 0 0
\end{align*}
\]

The objective function is set as the bit-disjunction of the variable \( \bar{e}_{mj} \) for the last operation in each job. Maximizing \( T_{\text{max}} \) means having the latest operation completed as early as possible.

\[
\begin{align*}
\bar{w}_{mj} & = 0 0 0 0 0 0 0 0 0 0 \\
\bar{w}_{mj'} & = x x x x x x x x x x
\end{align*}
\]

Constraint (13) prevents operations employing the same machine to overlap, as shown in the example, where the red crosses define the forbidden execution times for the operation belonging to job \( j' \).

Finally, the result is presented as a bit-vector whose set bits represent the steps left before the time horizon is reached, since the last operation was completed. The integer value that represents the makespan to the JSP is given by the bit-vector \( T_{\text{max}} \) as \( H - \text{number of bits set in } T_{\text{max}} \).
Since the duration of an operation is positive we can conclude that not all operations could be finished at time 0, meaning that the left-most bit in $T_{max}$ has to be 0. From how $T_{max}$ is defined we know that it will have a sequence of zeros followed by a sequence of ones. Thus, with an increasing number of ones the signed/unsigned interpretation of $T_{max}$ will result in a larger value. To minimize the makespan we will thus maximize $T_{max}$.

### B. Bit-vector manipulation

In general, one must be careful when performing operations on bit-vectors since some of them will produce a different result, depending on whether the bit-vector is signed or not. The right-shift operation, for instance, comes in two different versions; other operators are unaffected by the interpretation: the bit-wise operators.

In this work, the actual value of the number represented by a bit-vector is not of interest, since we are only interested in the bit-patterns (the sequence of zeros and ones in a bit-vector) to represent time-steps: if the left-most bit of a bit-vector of size four is set, we are not interested in its value in decimals (it would be 8 for a signed and -8 for unsigned), it tells us that something is happening at time-step 0. Only in constraint (13) we are interested in the actual value of $T_{max}$, since this is the value that is maximized. For $T_{max}$ it would make a difference to have signed or unsigned bit-vectors only if we were to set its leftmost bit. This, in turn, could only happen if it was possible to complete all jobs at time-step zero, which is by definition impossible, since operations have a duration larger than 0. Hence, the constraint is valid.

Also, the difference between signed and unsigned bit-vectors lies in the interpretation of bit-patterns and the tricks used to manipulate the bit-vectors are designed to set and unset bits regardless of the interpretation. In fact, they involve bit-wise operators such as $\&$, $\lor$ and $\neg$ with the exception of constraints (7) and (9): in both cases a subtraction is performed. However, subtracting a bit-vector means to add its negation plus one; since addition and negation both work independently of the interpretation, there is no risk of producing invalid results, as long as the operands involved in the subtraction are positive. This is always the case, since one of them is the value one and the other, $w_{m,j}$, is inferred from $s_{m,j}$, which is always positive because of constraints (6) and (7).

### V. MODELS SIZE

The formulations presented in the previous sections, though similar in many aspects, lead to a significant difference in the model size. The reason for such difference lies in the way the time horizon, $H$, is handled by the two models: in the BV model the time horizon is used only to define the size of the bit-vector variables; therefore, equations (6)-(10) in the BV model only generates $nk$ constraints ($n$ jobs, $k$ machines), while equation (11) generates $nk(k-1)$ constraints, equation (12) generates $k$ constraints and (13) generates one. Also, the length of the constraints, in terms of number of clauses for each constraint, is short: only one clause for constraints (6), (7), (9), (10) and (11). For the constraints expressed by equation (8), the number of clauses depends of the duration of job $j$ visiting machine $m$, for equation (12), the length is $n^2/2$, and for equation (13), the length is $nk$.

On the other hand, in the BL model, there is one variable for each job, machine and time-step. Therefore constraints are dependent on the time horizon as well, i.e. equation (1) generates $nk$ constraints, each of length $H$. Equation (2) generates $nkH$ constraints each of length $H$, since for each machine $m$, job $j$ and time-step $t$, it is necessary to iterate the $\land$ connective over all time-steps but $t$. Equation (3) generates the largest amount of constraints, since it iterates over any two jobs $j$ and $j'$, for each machine $m$ and time-step $t$. Also, for each value of these indexes, the $\land$ connective has to be iterated as many times as the duration of operation $j$ on machine $m$, leading to $n^2/2 \cdot kH$ constraints each of length $d_{m,j}$. Equation (4) generates $nkH$ constraints of length one and, finally, equation (5) generates one constraint for each machine, job and time-step, and within each constraint an additional iteration of the $\land$ connective for as many times as the duration of operation $j$ on machine $m$ is required, leading to $nkH$ constraints, each of length $d_{m,j}$.

Given these premises, we can infer that:

**BL model size:** Given a JSP, with $n$ jobs and $k$ machines with time horizon $H$, the number of variables for the BL model is $nkH$, the number of constraints is proportional to $O(n^2kH)$ and their length in number of clauses is $O(H)$.

**BV model size:** Given a JSP with $n$ jobs and $k$ machines, the number of decision variables for the BV model is $3nk$, and the size of each variable is $H$ bits, thus the total size is proportional to $nkH$. The number of constraints is $O(nk^2)$ and their length in number of clauses is $O(n^3)$.

Note that $H$ is typically much larger than $k$ and $n$. Therefore the number of constraints, as well as their length is expected to be significantly larger for the BL model. The favorable size of BV models compared to BL models is confirmed empirically in the following section.

![Fig. 1: Performance comparison between bit-vector (BV) and boolean (BL) time-index models over the generated instances using Z3 and OptiMathSAT. The maximum time allowed for each instance is 1200 seconds.](image-url)
VI. COMPUTATIONAL ANALYSIS

We evaluate the properties of the two models by generating problem instances using the Taillard instance generator specification [16]. In total 55 problems are generated from size 3x3 to 13x13 with 5 problems of each size.

A. Experimental setup

The solvers whose performance were compared are Z3-4.8.7 and OptiMathSAT-1.5.1. The time limit is 1200 seconds. Solvers are run in their default setting. All the experiments were performed on an Intel Core i7 6700K, 4.0 GHZ, 32GB RAM running Ubuntu-18.04 LTS.

Since finding a good upper bound for the model is beyond the scope of this paper, and the optimum is known for all instances evaluated, we used as a value for $H$ the optimum increased by 10%.

Since both Z3 and OptiMathSAT can read input in the SMT standard language [17], it has been possible to translate the models into such language and then run the solvers directly from the terminal, to avoid delays due to the API’s use. Also, this allows to run the solvers on exactly the same problems, and to keep track of the models size for comparison. The implementation of the scheduler is available at [18].

B. Experimental Results

Table I summarizes the results of the computational analysis: instances are sorted by size (5 instances for each class) and for each different combination of model and solver, the number of solved instances is reported as well as the average time to find the optimum of the solved ones. We decided to employ the geometric mean to reduce the effect of outliers. The average model size for both the BL and BV model is also shown for each class.

The evaluation of the BV model implemented with Z3 showed that all instances could be solved within the time-limit up to size 9x9, while only 4 of size 10x10 and 1 of size 11x11 could be solved to optimality; no larger instance is solved within 1200 seconds. The performance of BV implemented with OptiMathSAT is significantly better, being OptiMathSAT roughly twice as fast as Z3 and able to solve all instances of size 10x10 and 3 of size 11x11. When it comes to the BL model, Z3 outperforms OptiMathSAT by more than one order of magnitude, being able to solve instances up to size 8x8 in a relatively short time: less than a second for size 3x3 and 4x4, 5 seconds for size 5x5 and respectively 20, 70 and 200 for the remaining sizes. On the other hand, the BL model implemented with OptiMathSAT is only able to solve 2 instances out of 55 (of size 3x3) and it still takes 30 seconds to do so.

When it comes to the model size, it turns out (as expected) that the BL model quickly scales up, going from 0.2 Megabytes for instances of size 3x3 to almost 70 MB for the larger ones. On the other hand, the BV model size is barely affected by the instance size, being still largely under 1MB for the larger instances. The time required to generated the model may be strictly dependent on the implementation, but it is still related to the model size, so the larger the model, the slower the generation time. With our implementation, the time to generate the BV model for the instances of size 13x13 was still below three seconds, while for the BL model it was around 600 seconds.

C. Results Discussion

The Computational Analysis proves the BV model to be faster than the BL model regardless of the solver it is implemented with, as shown in Figure 1; the best combination of solver-model is OptiMathSAT running the BV model, while the solver that showed the best performance when running the BL model was Z3. The reason for this behaviour lies not only in the efficiency of the underlying SAT engine within the SMT solver, but also in the way the particular theory the model belongs to [19]: some solvers simply employ the geometric mean to reduce the effect of outliers. The average model size for both the BL and BV model is also shown for each class.

TABLE I: Comparison of models implemented using Z3 and OptiMathSAT. The time showed in the table is the geometric mean calculated over all the instances belonging to the category they refer to. For each class the number of solved instances (out of the total number of instances belonging to such class) is given. The symbol ‘-’ means that no instance has been solved. The model size is also reported in Megabytes.

<table>
<thead>
<tr>
<th>Problems</th>
<th>Model Size</th>
<th>Z3-BV</th>
<th>Z3-BL</th>
<th>Opti-BV</th>
<th>Opti-BL</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>BV</td>
<td>BL</td>
<td>Time</td>
<td>Opt</td>
<td>Time</td>
</tr>
<tr>
<td>3x3</td>
<td>0.009</td>
<td>0.243</td>
<td>0.13</td>
<td>5/5</td>
<td>0.13</td>
</tr>
<tr>
<td>4x4</td>
<td>0.016</td>
<td>0.900</td>
<td>0.49</td>
<td>5/5</td>
<td>0.94</td>
</tr>
<tr>
<td>5x5</td>
<td>0.027</td>
<td>2.050</td>
<td>1.83</td>
<td>5/5</td>
<td>5.05</td>
</tr>
<tr>
<td>6x6</td>
<td>0.040</td>
<td>3.837</td>
<td>4.06</td>
<td>5/5</td>
<td>20.88</td>
</tr>
<tr>
<td>7x7</td>
<td>0.058</td>
<td>6.739</td>
<td>13.05</td>
<td>5/5</td>
<td>68.51</td>
</tr>
<tr>
<td>8x8</td>
<td>0.079</td>
<td>11.526</td>
<td>32.50</td>
<td>5/5</td>
<td>203.31</td>
</tr>
<tr>
<td>9x9</td>
<td>0.104</td>
<td>18.696</td>
<td>176.15</td>
<td>5/5</td>
<td>-</td>
</tr>
<tr>
<td>10x10</td>
<td>0.132</td>
<td>24.818</td>
<td>609.07</td>
<td>4/5</td>
<td>-</td>
</tr>
<tr>
<td>11x11</td>
<td>0.168</td>
<td>37.307</td>
<td>1117.60</td>
<td>1/5</td>
<td>-</td>
</tr>
<tr>
<td>12x12</td>
<td>0.205</td>
<td>48.927</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>13x13</td>
<td>0.249</td>
<td>69.687</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
Another interesting result is the model size: the BV model proved to be extremely compact, increasing only linearly with the instance size (and with a very low coefficient), while the BL model’s increase is roughly quadratic (see Figure 2). For other problem formulations, the model generation can usually be neglected, since it requires a very short time, compared to the solving time itself. But with time discretization, the number of variables is much higher, and the number of constraints generated out of them is even higher.

VII. CONCLUSION

In this paper we have presented a new approach to implement the time-index model for the Job Shop Problem using bit-vectors. We benchmarked two state-of-the-art SMT solvers over a set of instances generated according to a standard method and the resulting model turned out to be more efficient than the existing one based on boolean variables, regardless of the solver employed. We also showed that the more compact formulation leads to a drastic decrease in the model size, which in turn affects the model generation time (a bottleneck for the time-index model).

Since the time-index model is widely employed both in industry and academia to deal with the JSP, this contribution can improve the performance in many applications.
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