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Abstract
Steady state catalytic oxidation of CO in nanofluidic channels decorated with Pd nano particles was studied using the Direct Simulation Monte Carlo (DSMC) method. Diffusion, collision, adsorption, desorption and reaction processes are simulated simultaneously. The influence of various adsorption (sticking coefficient, saturation coverage), desorption (activation energy, pre-exponential factor) and reaction (activation barrier) parameters on the final CO2 turnover are determined. These effects are considered to tune DSMC surface reaction model with respect to the experimental results. With DSMC, it was possible to get insights on reactivity of the individual Pd particles and the resulting varying reaction conditions along the channel due to local conversion effects. From the local coverages, the limit of CO:O2 inlet ratio to get maximum CO2 turnover without poisoning the catalyst with CO were determined. The approach paves the way to accurately represent micro- and nanoscale flows at the same system size as that of experiments.

© 2021 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

Surface chemical reactions are a predominant part of heterogeneous catalysis, which in turn is a key part of the chemical industry including refinery processes, semiconductors development and manufacturing, fuel cell production, production of pharmaceuticals etc. With increasing computational power, numerical models have been developed to understand and predict reaction mechanisms and reaction rates especially for catalysis and reactor design (Deutschmann, 2012). They can be detailed down to individual atoms (Molecular Dynamics, MD), electrons (Density Functional Theory, DFT) or can have a reactor-scale approach (Computational Fluid Dynamics, CFD). This is the consequence of the fact that surface reactions occur across multiple scales of time and length. For example, for rarefied gas dynamics, as it happens for gas flows in mesoporous catalysts, the gas density is low such that the mean free path of the gas becomes comparable to the bounding geometry. Furthermore, while diffusion occurs in nanoseconds over micrometers, reaction can occur in picoseconds and proceed at the scale of nanometers. Hence, hardly any numerical model can handle the broad spectrum of interlaying processes without incurring enormous computational expense or compromising the accuracy of the predicted results.

On one end, DFT or MD simulations can provide very useful insight into the binding energies of atoms at the surfaces, but they neglect the engineering aspects of mass and heat transfer. On the other end, CFD simulations completely ignore the minutiae of atomic exchanges and are only focused on the macroscopic details such as mixing or mass flows. In the attempt to bridge the gap, the Kinetic Monte Carlo (kMC) and Direct Simulation Monte Carlo (DSMC) methods are designed to link the microscopic particulars with the macroscopic continuity. KMC simulations attempt to do this by stochastically predicting trajectories of the system from state to state without solving the trajectory for each individual molecule. The trajectories are then averaged over a long period of time to ensure correct evolution of the system. The algorithm chooses the stochastic states from a large database of rate constants of all the underlying processes (Andersen et al., 2019). DSMC simulations decouple the steps of mass transfer and surface interaction. While the molecules are moved deterministically, the collisions and surface mechanisms are handled stochastically. With this phenomenological approach, the DSMC algorithm gives
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accurate results for scales less than the mean free path of molecules (Alexander and Garcia, 1997). DSMC has been used to simulate homogeneous reactions by means of collision (Gimelshein and Wysong, 2017; Bird, 2011). Dreyer et al. studied the diffusion of gas mixtures in porous structures (Dreyer et al., 2014). Pesch et al. added surface adsorption, desorption and reaction models to simulate CO and O2 flow in a porous Pd structure (Pesch et al., 2015) and previous works by our group have focused on making the algorithm developed by Pesch et al. more efficient by reducing the computational time (Swapnasrita et al., 2019). The mean field approximation is used to assume a uniform surface neglecting surface defects and previous works by our group have focused on making the algorithm developed by Pesch et al. more efficient by reducing the computational time (Swapnasrita et al., 2019). The mean field approximation is used to assume a uniform surface neglecting surface defects and edges etc.

Another important aspect is the origin of the used input parameters in numerical simulations. KMC rate constants are primarily linked to first principles calculated energies (Andersen et al., 2019; Rogal et al., 2007). The surface and molecular data for DSMC simulations are taken from computations (Pan et al., 2019) and experiments (Swaminathan-Gopalan et al., 2018; Swaminathan-Gopalan and Stephani, 2019), which creates a natural direct link between experiment and simulation. In this regard, the strength of DSMC simulations also lies in coupling the transport and kinetics of the reactor systems and at the scale of the reactor itself. While most of the numerical simulations would require a representative volume element and extrapolate the data to the entire domain, DSMC is capable of simulating non-continuum flows in the entire reactor, while preserving the kinetics and transport parameters at a molecular level. Furthermore, when the reactor geometry is complex, as for a porous medium with winding pores, interconnected cavities, dead ends and surface defects characteristic for real catalyst materials, DSMC is a well-validated and powerful tool to extract transport and adsorption, desorption and reaction parameters. Nevertheless, care must be taken when transport phenomena and chemical kinetics are closely coupled and conventional continuum descriptions break down, to avoid misinterpretation of key phenomena especially when the individual steps of the DSMC framework are insufficiently validated.

Here, we focus on investigating the performance of a reactive DSMC framework in predicting the behavior of a heterogeneous catalytic system – CO oxidation over single Pd nanoparticles—in a well-defined nanoreactor geometry. The specifically designed nanoreactor system is small enough to be directly simulated and thus enables a unique direct comparison between the experiment and simulation. The primary ambition is to establish under what circumstances the reactive DSMC framework can provide accurate descriptions of the system behavior. The surface reaction algorithm utilizes a mean field approach to model individual chemical processes on the gas-catalyst interface. Furthermore, we further explore how the richness of data available from the DSMC simulation can help elucidate aspects of the system behavior that are difficult to be characterized in experiments alone. As the key result, it is found that DSMC is able to provide specific particle kinetics while conserving the diffusion data in the complete reactor as well. Exhaustive sensitivity studies are performed to find the important simulation parameters and the parameters are varied in the simulation model to match the experimental data. The kinetic parameters found after fitting are well within experimental bounds and can be explained with help from literature. However, it should be noted that this set of parameters is applicable only to this particular reactor and any new reactor system can be handled in a similar way to find its own unique set of parameters.

2. Experimental setup

We utilize a newly developed nanoreactor platform (Albinsson et al., 2020) that allows us to make catalytic model reactors with reactor volumes in the $10^{-15}$ to $10^{-12}$ L range and overall reactor
dimensions directly accessible to DSMC simulations. In brief, the nanoreactor chip is made by etching nano-/microfluidic channels in a Si/SiO₂ chip (Fig. 1(a)) following a series of nanofabrication steps that are explained in detail elsewhere (Albinsson et al., 2020). The particles were fabricated by electron beam deposition and annealing at 550 °C in Ar. The chip comprises two separate microfluidic systems that are connected to an array of mass flow controllers (MFCs) and a pressure controller on the inlet side; and to a vacuum chamber equipped with a quadrupole mass spectrometer (QMS) on the outlet side (Fig. 1(a)). This enables reaction conditions (gas composition and pressure) to be defined on the inlet side and reaction products to be measured at the outlet. Towards the “tip” of the chip, the microfluidic systems are connected to a nanofluidic system that contains the catalyst bed (Fig. 1(b)-(c)). The nanofluidic system has a U-shaped design with a central region comprised of 40 identical parallel nanochannels (each 100 μm long, 100 nm high and 500 nm wide) that act as the reactor (Fig. 1(d)-(e)). Each channel is decorated with 18 nominally identical Pd nanoparticles (100 nm in diameter, 40 nm in height) generated with an electron beam evaporation through a deposition mask made using electron beam lithography (Fig. 1(e)-(g)). The deposited particles are polycrystalline in nature. Alekseeva et al. have shown grain boundaries for different material produced by the same method (Alekseeva et al., 2017). A single channel is small enough to be simulated by DSMC and by having 40 parallel channels, the total flow through the system is high enough to enable efficient measurements of reaction products by mass spectrometry. A Pt-based thin film heater placed on the back of the chip enables temperature control of the reactor via a PID (Lakeshore 335). Flow through the nanochannels is achieved with a high pressure (1–5 bar) on the inlet side, and pumping the outlet side to UHV conditions (<10⁻⁹ mbar).

Experiments were conducted with an inlet pressure of 2 bar, resulting in a pressure of 1 bar at the catalyst bed (Albinsson et al., 2020) and at three temperatures (498, 523 and 548 K). For each temperature, the O₂ concentration was held constant at 6%, while varying the CO concentration from 0.2 to 4% in steps (example shown in Figure S3 in the SI). Ar was used as an inert carrier gas. The catalytic activity was measured monitoring the reaction products CO₂, CO and O₂ (m/z = 44, 28 and 32, respectively) at the outlet of the reactor. The QMS measures the gas concentration in intervals of 10 s and a mass balance has been performed to calibrate the readout. Prior to each experiment, a cleaning procedure was conducted exposing the reactor to 5% O₂ in Ar at 673 K for 30 min.

Fig. 1. (a) Schematic of the nanoreactor chip, illustrating the microfluidic channels that connect the inlet side to an array of MFCs and a pressure controller, and the outlet side to a QMS. (b-c) SEM image (b) and schematic illustration (c) of the nanofluidic system that connects the two microfluidic channels. (d) Zoomed in view of the model catalyst bed comprised of 40 identical nanochannels, each containing 18 cylinder-shaped Pd nanoparticles with 100 nm diameter and 40 nm height. (e) SEM image of parallel nanochannels decorated with Pd nanoparticles. (f) Schematic illustration of a single nanochannel with disk-shaped Pd nanoparticles (red) placed 5 μm apart. (g) SEM image of a single Pd nanoparticle inside a nanofluidic channel. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
3. Simulation setup

It is assumed that the 40 parallel nanochannels studied in the experiment have similar activity, since they are nominally identical. Thus, to save computational time, only one channel is simulated and CO$_2$ concentration is calculated only at the outlet. Using the blockMesh mesh generator in OpenFOAM (Scanlon, 2010; Roohi and Stefanov, 2016), an empty cuboid mesh with cells of 10 nm cubic dimensions is generated. Then the mesh generation utility SnappyHexMesh is used to setup the cylindrical particle. These are the only active substance in the entire simulation domain. The generated mesh is shown in Fig. 2. The surface is assumed to be single Pd(111) crystal and the lattice parameters are taken from Engel and Ertl (Engel and Ertl, 1978). Since the chip temperature is completely controlled with a Pt heater, the simulation parameters are set to purely isothermal and energy conservation is neglected. The algorithm used in this work is based on Pesch’s model for surface chemical reactions using DSMC (Pesch et al., 2015). The simulations are conducted on a single node with 24 Intel Xeon Gold 6136 3.00 GHz cores.

3.1. Inflow

The initial number densities of the gases are,

\[ \rho_i = \frac{y_i V}{p R_g T} \]  

where \( y_i \) is the mole fraction of the gas components, \( V \) is the volume of one channel, \( p \) refers the pressure which is 1 atm, \( R_g \) is the gas constant and \( T \) represents the uniform temperature maintained on the chip. Inlet CO concentration is varied between 0.05 and 3 %, O$_2$ concentration is constant at 6% and while the rest is Ar. The gas molecules are grouped into parcels of varying sizes (see Fig. 3). We would like to note here that parcels are known in the DSMC community as “simulator particles” and each simulator particle represents \( F_{num} \) number of real molecules. However, to avoid any confusion between the catalyst particles and the gas molecules, henceforth, we refer to the catalyst as “particle”, gas particles as “parcels” and \( F_{num} \) as “parcel sizes”. The parcel sizes (the number of molecules represented by a parcel) may vary from 1 to a maximum size, specified by the user at the beginning. Flow is directed towards the outlet by maintaining a pressure difference between the inlet and outlet. When the parcel collides with the surface, the molecules belonging to the parcel then engage in adsorption. The adsorption probability for all molecules is calculated independently depending on the surface coverage and sticking coefficients. The adsorbed molecules can then desorb or react depending on the individual probabilities given by equations (10).

---

Fig. 2. Computational mesh of the setup. The setup has dimensions: 78 \( \mu \text{m} \times 100 \text{ nm} \times 500 \text{ nm}. \) The entire setup is divided into computational cells of 10 nm \( \times \) 10 nm \( \times \) 10 nm. The dimensions have been reduced at the inlet and outlet to avoid simulating the extra inlet and outlet spaces. A steady flow is assumed in the whole system and the boundary condition at the inlet has been fixed as such. In this setup, each cell has 10 nm cubic dimension. According to the experimental system, there are 18 cylindrical Pd particles in series, while each Pd particle has a height of 40 nm and a diameter of 100 nm. (a) xy cross-section of the domain. (b) The cylindrical Pd particle.

Fig. 3. The implementation of parcel method. A section of the nano channel is shown here (top view), black circles representing the active Pd particles. Different colored spheres represent the three species of molecule initialised, CO, O$_2$ and Ar. In (a), each real molecule is represented by a single simulated molecule whereas in (b), each simulated molecule could represent any number of molecules, referred to as parcel size henceforth, from 1 to \( n_{max} \) (where \( n_{max} \) is user-specified during initialisation). This reduces the computational time following the individual trajectories. (Blue: CO; Yellow: O$_2$; Red: Ar). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 4. (a) A complete schematic of the DSMC simulation extended for surface reactions. (b) Adsorption algorithm used in the model. The desorption or reaction step follows the adsorption step. The order of implementation is decided by a random number (c). (d) Reaction and desorption sub-routines.
A variable parcel simulation algorithm has been used throughout this paper (Fig. 4) and the simulation parameters, indicated in Table 1 are manipulated to see the effect on the predicted results.

### 3.2. Collision

Collisions between parcels are only sampled if they are present in the same computational subcell independent of their position (Roohi and Stefanov, 2016). The collision sampling between parcels is performed assigning random probabilities to collision pairs dependent on the size of the parcels and the collision cross-section. The collision cross-section is calculated using the variable soft sphere (VSS) model, which takes into account the viscosity and momentum dependence of cross-section during collisions (Koura and Matsumoto, 1992). After comparing this probability to a random number, the parcels are assigned post-collision velocities. This method is also known as no-time counter (NTC) method (Bird and Brady, 1994). It is time efficient as it allows for prior selection of collision partners. It should be noted that there are other collision models available such as Simplified Bernoulli Trial (SBT) (Amiri-Jagharh et al., 2014) and Generalised Bernoulli Trial (GBT) (Roohi et al., 2018). In case of collision between like molecules, there is a parcel agglomeration if the net number of molecules between the two is less than \( n_{\text{max}} \). The collision schematic is shown in Fig. 5. When the parcel collides with the surface, it can specularly reflect from the surface without any change to the tangential velocity and a complete reversal of the normal velocity. However, if the sticking coefficient of the surface is sufficient, the parcel may adsorb on the surface. Since adsorption, desorption and reaction processes are collectively known as “reactions”, the terms are kept separate for clarity. The full schematic of the DSMC surface solver is shown in Fig. 6.

### 3.3. Adsorption model

When a parcel collides with a surface, all molecules of the parcel can adsorb on the surface depending on the coverage and the sticking probability (Fig. 4b). The adsorption model is based on Kisliuk’s precursor model (Kisliuk, 1957; Kisliuk, 1958). The coverage of the adsorbed species is determined by

\[
\theta = \frac{N_{\text{ads}}}{\theta_{\text{sat}} \cdot N_{\text{pd}}}
\]

where \( N_{\text{ads}} \) is the number of adsorbed molecules and \( \theta_{\text{sat}} \cdot N_{\text{pd}} \) gives the number of maximum number of adsorbed molecules of that species. The saturation coverage of CO and O are 0.33 and 0.25, respectively (Engel and Ertl, 1978). CO is molecularly adsorbed on the Pd lattice (\( \exp{\text{CO}} = 1 \)). The number of vacant sites for CO is determined by

\[
\theta_{\text{req,CO}} = (1 - \theta_{\text{CO}}) \exp{\text{CO}}
\]

The adsorption of CO is unhindered by O while O adsorption is inhibited by adsorbed CO. However, O coverage is completely inhibited if CO coverage is greater than 0.33. To account for this difference in the adsorption of O and CO, the coverage of O also includes the coverage of CO. It is assumed here that the dependence is completely linear.

\[
\theta_{O} = \theta_{O,\text{current}} + \theta_{O,\text{current}}
\]

\[
\theta_{\text{req,O}} = (1 - \theta_{O}) \exp{\text{O}}
\]
Every molecule of O$_2$ requires two adjacent spots to adsorb dissociatively. So, expO is usually taken as 2. The sticking probability is then calculated from $\theta_{\text{req}}$ for each molecule that hits the solid surface,

$$S = \frac{S_0}{1 + K(1/\theta_{\text{req}} - 1)}$$

where $S_0$ is the sticking probability on a clean surface and $K$ is the prefactor. The molecules that are unadsorbed are added to a floating list and the molecules from this list are initialised into the gas phase at the end of each time step. After adsorption is completed for all faces of the solid surface, a uniformly distributed random-number is compared to 0.5 to decide which of the reaction or desorption routine is implemented first (Fig. 4c). Surface diffusion processes are neglected in the simulation and individual modeling of molecules on the surface is neglected following the mean field approximation.

3.4. Desorption model

The desorption of CO and O$_2$ is based on Polanyi-Wigner model (Kolasinski, 2012). CO molecularly desorbs from the surface and O
undergoes associative desorption. The desorption algorithm is shown in Fig. 4d. The desorption activation energy is dependent on the coverage \( \theta \) and the lateral interactions between the nearest neighbours of the same species, \( E_{\text{lateral}} \), which includes the association barrier for O₂ desorption.

\[
E_{\text{des}}(\theta) = E_{\text{des}}(0) + E_{\text{lateral}} \theta
\]

The desorption rate is then given by,

\[
r_{\text{des}} = v_{\text{des}} \sigma^d \exp\left(-\frac{E_{\text{des}}}{R_g T}\right)
\]

where \( v_{\text{des}} \) is the pre-exponential factor, \( d \) is the desorption order (1 for CO and 2 for O₂), \( \sigma \) is the surface coverage given by the ratio \( N_{\text{ads}}/A_f \), \( A_f \) being the area of the face of the solid catalyst. \( R_g \) is the universal gas constant and \( T \) is the temperature of the system. The pre-exponential factor is also dependent on the coverage, where \( v_A, v_B \) are constants.

\[
v_{\text{des}} = 10^{14} \sigma^d
\]

The desorption probability is given by

\[
p_{\text{des}} = \frac{r_{\text{des}} \Delta t}{N_{\text{ads},i}}
\]

where \( \Delta t \) is the time step and \( N_{\text{ads},i} \) is the number of adsorbed molecule of species \( i \) on the particular surface.

3.5. Reaction model

It is general accepted that CO oxidation on Pd follows the Langmuir-Hinshelwood mechanism (Engel and Ertl, 1978; Engel and Ertl, 1979; Conrad et al., 1978; Berlowitz et al., 1988; Hendriksen, 2004). A mean field second-order rate equation is used that depends on the surface concentrations. According to the mechanism, adsorbed CO and adsorbed O molecules react to form one molecule of CO₂, which after desorption leaves behind two vacant sites (*). The desorbed CO₂ is added directly to the floating list.

\[
CO(g) + * \leftrightarrow CO_{\text{ads}}
\]

\[
O_{\text{ads}} + O_{\text{ads}} \leftrightarrow 2O_{\text{ads}}
\]

\[
CO_{\text{ads}} + O_{\text{ads}} \rightarrow CO_2(g) + 2*
\]

The reaction rate is given by the pre-exponential factor, the surface coverage of CO and O and the activation energy \( E_A \).

\[
r_{\text{LH}} = v_{\text{LH}} \sigma_{CO} \sigma_{O} \exp\left(-\frac{E_A}{R_g T}\right)
\]

The desorption of CO₂ is instantaneous (Engel and Ertl, 1978; Kolasinski, 2012; Conrad et al., 1978) and is thus neglected in the desorption routine.

The molecules react based on the probability given by

\[
p_{\text{react}} = \frac{r_{\text{LH}} \Delta t}{N_{\text{ads},CO}}
\]

where \( \Delta t \) is the time step and \( N_{\text{ads},CO} \) is the number of adsorbed CO molecule on the particular surface.

3.6. Parcel initialisation

All the molecules that are desorbed from the surface, be it reactants or products are initialised into the gas phase. The parcel sizes are kept as large as possible to keep the parcel number density to a minimum. This initialisation step is necessary to maintain the local species concentration.

The surface reaction model developed for this paper is formulated to understand the fundamentals of the interplay between the chemical kinetics and mass transfer at different scales. However, other relevant mechanisms such as surface diffusion and reaction thermodynamics have been excluded at present for simplicity. Gas phase recombinations are also neglected as the reaction between CO and O₂ are hindered by a large energy barrier in the gas phase (Rogal et al., 2007).

4. Results and discussion

A benchmark test is chosen to test the performance of the surface reaction algorithm. In the corresponding experiment, a mixture of CO, O₂ and Ar is fed through the inlet of the nanoreactor. The temperature is maintained at 498 K. For varying CO concentration, a peak in CO₂ production is then observed by the QMS, reaching almost 90% conversion at 0.6% CO concentration in the feed (Fig. 7). For the corresponding simulation, the inlet CO number density is varied according to the different experimental CO concentration using Equation (1). The CO₂ concentration shown in the plot is an average of the concentration at the outlet boundary over time at a steady state. The values of the parameters used in this simulation run are given in Table 1 and were adapted from the literature for CO oxidation on single crystal Pd(111). It is noted that many of these values are obtained under ultra-high vacuum (UHV) conditions while the simulation and experiment are run at atmospheric pressures and thus, this set of parameters might be non-transferable. It is also important to note that all kinetic parameters (including activation energy, \( E_A \)) vary a lot from surface structure to surface structure and pressure and temperature regimes. Therefore, it is intended to perform sensitivity studies to determine which parameters are important and then vary the parameters to match the experimental results.

It is clearly seen in Fig. 7 that the predicted CO₂ concentration is at least one order of magnitude smaller than the experimental values. A clear peak in the CO₂ production is seen in the experimental data resulting from the poisoning of the surface by CO with increasing CO concentration. This is in agreement with the observations from Engel and Ertl (Engel and Ertl, 1978; Engel and Ertl, ...
Conversely, there is hardly any noticeable peak-like behavior observed in the simulated concentrations. This discrepancy between the simulation and experiment raises the following questions:

1. How different are the parameters considered in the simulations (table 1) from the actual experimental values? What is the impact of the simulation input parameters on the predicted CO₂ concentration?
2. What kind of lattice structure is formed when the Pd is added into the nanochannels? What is the effect on the reaction mechanism?
3. The volume-averaged reaction rate generally increases with temperature and so does the desorption rate. How would an increase in temperature affect the effective reaction rate, knowing that it is largely dependent on the surface CO? Can the algorithm be used to predict CO₂ concentrations at higher temperatures?

The answers to these questions are explored in the following sections. To answer the first one, a thorough sensitivity test is conducted with multiple simulation parameters from the simulation to better reflect the experimental behavior. This includes adsorption parameters: saturation coverages $\theta_{\text{sat,CO}}, \theta_{\text{sat,O}}$: initial sticking probabilities $S_0(\text{CO}), S_0(\text{O})$; and dependence of sticking probability on existing coverage $\exp(\text{CO})$ and $\exp(\text{O})$. The desorption parameters: desorption energy at zero coverage $E_{\text{des}}(0)$, lateral interaction barrier $E_{\text{lateral}}$ and pre-exponential constants $t_A$ and $t_B$ are also checked. All these parameters already have an effect on the CO₂ production rate as seen in later figures. Additionally, the reaction rate is also very much dependent on the reaction activation barrier, $E_A$ and thus it was included in the sensitivity study. From these studies, predictions can be made regarding surface characteristics such as surface coverage, the reaction kinetics, and the relation between the transport and reaction mechanisms that the experiments are unable to provide independently.

In Fig. 8(a), the predicted CO₂ concentration is increased by an order of magnitude varying the reaction activation energy between 83.68 and 10.0 kJ/mol. This is the consequence of the Langmuir-Hinshelwood mechanism and the corresponding exponential dependence of the reaction rate on the activation energy. It follows from equation (11), that, if the activation energy is reduced, the reaction rate increases as

$$\frac{r_2}{r_1} = \exp\left(-\frac{(E_{A,2} - E_{A,1})}{T}\right)$$

(14)

However, in the reaction system at hand, the CO₂ production rate is not only dependent on the kinetics of the rate determining step of the surface reaction, but also on mass transport such as the diffusion rate of the reactants in the gas phase. Specifically for a lower activation energy, the reaction quickly becomes mass transfer-limited due to the faster turnover rate in the surface reaction. For this system, it is observed that below 40 kJ/mol the reaction has entered into a mass transfer-limited regime (see figure S5). With higher $\theta_{\text{sat,CO}}$ (blue line), the reaction rate is higher but approaches the same value as with lower $\theta_{\text{sat,CO}}$ (green line) as it transitions from a kinetically limited regime to the mass transfer-limited regime.

In Fig. 8(b) and (c), the saturation coverages of CO and O are varied to investigate the influence on the predicted CO₂ concentration at the reactor outlet. This parameter defines the extent to which a surface can be covered by CO or O. Literature suggests CO is dom-

![Concentration of CO₂ at the outlet as (a) reaction activation energy, $E_A$ is decreased from a literature value of 83.68 kJ/mol (Creighton et al., 1981) to 10.0 kJ/mol, (b) the saturation coverage for CO is increased from 0.33 (literature, (Engel and Ertl, 1978) to 1. The saturation coverage for O is maintained at 0.25, (c) the saturation coverage for O is increased from 0.25 (literature, (Engel and Ertl, 1978) to 1, keeping the rest of the parameters constant. The saturation coverage for CO is maintained at 0.33, (d) & (e) the parameters of desorption model are varied and (f) the adsorption parameters of the adsorption model are varied to see the influence on the CO₂ production. $\theta_{\text{sat,CO}} = 0.6, \theta_{\text{sat,O}} = 0.6, \exp(CO) = 1.0, \exp(O) = 2.0, \theta_{\text{sat,CO}} = 1.0, \theta_{\text{sat,O}} = 0.6, \exp(CO) = 2.0, \theta_{\text{sat,CO}} = 1.0, \theta_{\text{sat,O}} = 0.6, \exp(CO) = 1.0$]
inantly adsorbed on Pd surface and can replace adsorbed O atoms, even if the surface is saturated with O and the effect of this behavior is observed to reduce upon increasing temperature. For the simulations, the inlet CO concentration is kept constant at 1% and \( \theta_{\text{sat,CO}} \) and \( \theta_{\text{sat,O}} \) values are increased. Based on a linear fitting for \( E_A = 83.68 \text{ kJ/mol} \), the CO₂ concentration increases with a slope of 0.02 (\( R^2 = 0.91 \)). This implies that the CO₂ production is unaffected by saturation coverage. However, with a lower activation barrier, the CO adsorbed on the surface can react more easily. When the reaction rate is competitive enough with the adsorption rate, the CO₂ production rate will be higher. Thus, at a lower reaction activation energy, the CO₂ production can be increased with reduction in CO saturation coverage.

In Fig. 8(d) and (e), the parameters belonging to the Polanyi-Wigner desorption model are varied and the corresponding effect on the CO₂ production rate is studied. To increase the reaction rate, some of the adsorbed CO needs to be desorbed from the surface to create vacant sites for O adsorption. Thus, only the parameters pertaining to CO desorption are investigated to see its effect. The two main parameters in this model are the activation barrier and the pre-exponential factor, both of which are in turn dependent on coverage. By lowering the activation energy and increasing the pre-exponential factor, one can increase the reaction rate. The following conclusions are drawn from this section:

- With increasing activation barrier, CO is able to stay on the surface longer and the reaction rate is higher. The reaction rate decreases to almost zero as \( E_{\text{des}}(0) \) is reduced and the adsorbed CO concentration reduces.
- The reaction rate is independent of any changes in \( E_{\text{lateral}} \).
- The reaction rate reduces with \( v_A \) and remains unaffected by \( v_B \).

In Fig. 8(f), the parameters of the Kisliuk adsorption model, described in section 3.3, are studied. According to Guo et al., the sticking coefficient of CO on a clean surface and the prefactor are fixed at 1.0 and 0.71 irrespective of temperature (Guo and Yates, 1989). Hence, CO will almost certainly adsorb on the surface. Reducing the CO sticking probability would allow for more O to adsorb. A similar effect is also achieved if the sticking probability for O₂ were to be increased. It is expected that the reaction rate would increase if \( S_d(\text{CO}) \) is reduced and \( S_d(\text{O}) \) is increased. The other parameter that is under consideration is the power dependence on the existing coverage. As shown in equations (3), 5 and 6, the sticking probability is inversely dependent on the existing coverages. This coverage is then raised to a power of 1 for molecular adsorption of CO and 2 for dissociative adsorption of O₂. Varying these exponents will influence the sticking coefficient and in turn the surface coverages. From the Fig. 8(f), it is seen that:

- With reducing CO initial sticking coefficient, the reaction rate increases as the number of vacant sites for O adsorption increases.
- With increasing O initial sticking coefficient, the reaction rate increases as the probability of O adsorption goes up.
- The CO coverage is already saturated at this inlet CO composition. Also, the CO coverage depends only on sites filled by CO. Thus, the reaction rate remains almost unchanged despite increasing \( expCO \).
- With increasing \( expO \), the dependence on the filled sites increases. Therefore, the reaction rate decreases.

Comparing the results from Fig. 8, it can be noted that the sensitivity towards changing the simulation parameters on the CO₂ output is in the following order: \( E_A > \theta_{\text{sat,CO}} > \theta_{\text{sat,O}} > E_{\text{des}}(0) > v_A > \exp O = S_O(\text{CO}) = S_O(\text{O}) \) (Supplementary figure S2). The other parameters \( expCO, E_{\text{lateral}} \) and \( v_A \) have insignificant influence on the predicted concentrations. Using this information, the three parameters that were chosen to match the simulation and experimental results are the reaction activation energy \( E_A \), the saturated CO coverage, \( \theta_{\text{sat,CO}} \) and the saturated O coverage, \( \theta_{\text{sat,O}} \). From the experimental data shown in Fig. 7, it is clear that the CO₂ production needs to be one order of magnitude higher and there is CO poisoning at higher inlet CO concentration. Summarising the sensitivity study, it can be concluded that,

- Reduction in \( E_A \) increases the reaction rate.
- Reducing \( \theta_{\text{sat,CO}} \) at a lower \( E_A \) increases reaction rate.
- Reducing \( \theta_{\text{sat,O}} \) at a lower \( E_A \) results in lower CO₂ production.

![Fig. 9. Comparison of the experimental and the simulation values. The inlet CO concentration is varied from 0.05% to 4%, O₂ is constant at 6% and the rest is Ar. The activation energy of the reaction is fixed at 50 kJ/mol. The saturation coverages for CO and O are maintained at 0.1 and 0.5, respectively.](image)
sites available for O2 has a linear dependence on the current CO average of CO. In equation (4), it is assumed the number of vacant rather than faster desorption of O. As a result, it can also be stated low reaction rate is due to lower availability of adsorbed oxygen 

Predicted CO2 concentration by simulation in comparison with the experimental values after adding kCO. Along with the parameters in Fig. 9, an additional coefficient reflecting the degree of inhibition of CO coverage on O coverage, kCO is added as given by equation (12). The values shown here for kCO provide the best match for the experimental data.

Thus several combinations of these three variables were studied (Supplementary) and the best match with the experimental data was obtained for θsat,CO = 0.1, θsat,O = 0.5 and EA = 50 kJ/mol (Fig. 9). Other combinations of input parameters are also studied. The above combination showed a definite pattern on the CO2 concentration output. The fitting approach used here does not compromise the model and results. Although there might be more fitting approaches to obtaining the kinetic parameters, a simple optimization of the target value delivered sufficiently accurate parameters that are within reasonable bounds observed in the nanoreactor experiments:

- There is CO poisoning at higher inlet CO concentrations if the O2 inlet rate is kept constant.
- The peak of CO2 output occurs at higher CO concentrations for higher temperatures since the desorption rate of CO is higher.
- The reaction rate is very similar at low inlet CO concentrations for all temperatures. This is because in this regime the rate is mass transfer-limited for low CO % and thus, irrespective of temperature the average amount of CO2 produced is similar.

There are also certain features that the simulations are unable to predict, such as the position and magnitude of the CO2 peak and overall higher CO2 production rate at higher COinlet concentration. The predicted concentration values fall within the range seen in the experiments. In the simulation model, despite the higher reaction rate and desorption rate at higher temperatures, the surface is completely saturated by CO and O adsorption is completely inhibited. Thus the reaction rate drops to zero for all temperatures at high CO concentration. At this temperature, there is hardly any desorbed O2 noticed in the simulation. It shows that the observed low reaction rate is due to lower availability of adsorbed oxygen rather than faster desorption of O. As a result, it can also be stated that O adsorption inhibition is primarily due to the saturated coverage of CO. In equation (4), it is assumed the number of vacant sites available for O2 has a linear dependence on the current CO and O coverage. From the experiments, it is seen that at higher temperatures the turnover is higher, which means that the adsorption inhibition effect reduces. It is clear from Fig. 9(b) that the inhibition effect has a coefficient based on the temperature. Therefore, an additional coefficient is introduced to equation (4) to reflect this behavior in Fig. 10.

\[
\theta_0 = k_{CO} \theta_{CO, current} + \theta_{O, current}
\]  

(15)

The coefficient \(k_{CO} = 1\) refers to a complete inhibition of O adsorption by adsorbed CO which is what was considered earlier. With temperature, the value of \(k_{CO}\) would decrease. The extreme case on the other side would be \(k_{CO} = 0\), which means CO and O adsorb on the surface independently. In Fig. 10, the CO2 concentration is predicted for different \(k_{CO}\) and the best fits at different temperature are shown. The value of \(k_{CO}\) is able to capture the lowered inhibition of O adsorption with temperature.

Snabl et al. reported defect-site diffusion observed for CO on Pd (1 1 1) with the diffusion coefficient increasing with temperature (Snabl et al., 1997). Kaukonen et al. have also reported in their MC simulation of CO oxidation on platinum group metals that CO diffusion on the surface improves reactivity through avoiding formation of CO clusters (Kaukonen and Nieminen, 1989). Both these studies also confirm that the O adsorption inhibition is reduced with temperature. Thus, it is justified to add a parameter which accounts for the temperature dependence of the O coverage.

There have been multiple values of activation energy reported for CO oxidation on Pd depending on the crystal structure or support. Multiple studies have reported activation barriers for this reaction under UHV conditions (Engel and Ertl, 1978; Engel and Ertl, 1979; Berlowitz et al., 1988; Hendriksen, 2004; Gao et al., 2009; Stuve et al., 1984; Szanyi and Goodman, 1994; Zheng and Altman, 2002; Goodman, 1995; Nakao et al., 2006), near atmospheric conditions (Blomberg et al., 2016; Bunluesin et al., 1996) or even low pressure conditions (Conrad et al., 1978; Guo and Yates, 1989; Guo et al., 1989; Matsushima and White, 1975; Matsushima et al., 1975). Some of these studies have focused on only one crystal plane. A DFT study by Hammer has also provided \(E_A\) values at step or edge sites of the Pd structure (Hammer, 2001). Polycrystallinity has been observed in the particles embedded in the chip (Alekseeva et al., 2017). Fig. 11 shows some of the data.
on $E_a$ obtained from literature. The predicted $E_a$ values compare well to the values observed in literature for polycrystalline Pd. Various facets are made available during the manufacturing which in turn reduces the reaction activation energy. The algorithms used here are crude approximations of models proposed by Engel and Ertl, Kisliuk and Polanyi and Wigner (Engel and Ertl, 1978; Kisliuk, 1958; Kolasinski, 2012). The adsorption mechanisms always suggest a co-adsorption behavior of CO and O. Thus, in this work, an effort has been made to manipulate behavior related to surface coverages and observe effects on the resulting CO$_2$ production.

Along with the nature of the surface, the DSMC simulation has also provided deeper insights into the reactor. Kinetic data can be extracted from each individual Pd particle in the nanochannel. In Fig. 12, the average local reaction rate on the particles is shown at the same gas composition, 0.8% CO and 6% O$_2$ (v/v) at three different temperatures. The CO$_2$ concentration is shown in both Fig. 9 and with an additional parameter $k_{CO}$ in Fig. 10. At a temperature of 498 K, the reaction front is pushed towards the outlet showing how the reactor system has been poisoned. It also suggests that increasing the CO concentration the reaction rate will only decrease further. On the other hand, at 548 K the maximum reaction rate is observed closer to the inlet. This demonstrates that reactor is still active and that the CO$_2$ production is kinetically controlled. It is noted, however, that the particles downstream the zone of high local reaction rate have a low CO concentration and thus operate in a mass-transfer limited regime.

Along with the local reaction rate, the local CO coverage for the same conditions is presented in Fig. 13. The surface shows a maximum CO coverage for the particles that show low/zero reaction rate in Fig. 12. This clearly illustrates the CO poisoning behavior mentioned before. The reactor is almost poisoned at 498 K whereas at 548 K the reactor is still active.

The local CO coverage can be resolved into even higher resolution. In Fig. 14, the CO coverage is shown at a cellular resolution at Fig. 11.
the steady state. At a CO concentration of 8 vol%, the CO coverage is higher for $T = 498$ K compared to 548 K. With a lower reaction rate at a lower temperature, the Pd particle shown in Fig. 14(a), has a high CO coverage. It inhibits the adsorption of O and correspondingly the reaction rate decreases as seen in Fig. 14. The opposite is true for Fig. 14(c). As temperature increases, the CO poisoning is reduced due to increased desorption and thus the reaction rate increases. With such kind of analysis, one can address enhanced reactivity at sites of defects or kinks in the lattice.

Similar analysis is done for different CO concentrations at a constant temperature in Figs. 15 and 16. Keeping the temperature constant at 548 K, the CO concentration is varied from 0.1% to 3.0%. In analogy with previous analysis, the reaction front moves from the inlet to the outlet as the concentration is increased. The resulting CO$_2$ concentration first increases with increasing CO concentration and then reduces due to CO surface poisoning. Thus, a peak is noticed in Fig. 10. The mass transfer-limited regime is replaced by a kinetic-limited regime as the CO concentration is increased. For Fig. 16, an increase in CO concentration leads to an increase in adsorbed CO. An increase in adsorbed CO also means onset of inhibition of O. Thus, a proper CO concentration needs to be chosen such that the adsorbed CO can react off faster and not inhibit O adsorption.

In Fig. 17, the local gas phase concentration is shown. The parameters for this particular figure are: $T = 548$ K, CO$_{inlet} = 0.8$% and O$_{inlet} = 6$%. The time step shown here is after steady state has been achieved. The CO molecules are adsorbed in the first few Pd particles and thus the gas phase concentration drops to zero.

Thus, it is shown here how DSMC is a powerful package for prediction of local coverages and kinetics while also solving mass flow at a reactor scale. With this parcel simulation method, temporal and spatial discretization can be achieved for reacting rarefied gas flows, such as those in porous media.

5. Conclusions

With the help of a DSMC simulation extended for surface reaction, it was possible to obtain deeper insights into the chemical
kinetics of CO oxidation on Pd particles in nanofluidic channels in an in-house manufactured chip. The simulation is able to provide specific particle local coverage and reaction rate data. Along with that, the overall channel CO2 prediction by the simulation matches with those of experiment. Thus, the simulation is able to capture local insights while being uniquely able to describe the complete reactor system used in the experiment without compromising with the generally accepted mechanisms. The DSMC model developed in this paper is phenomenological and is a crude mean field approximation of the crystal surface. Defects, steps or any other crystal irregularities have been neglected from the modeling. With the benefit of a shorter simulation time, these mean-field simulations provide comprehension into the complicated elementary mechanisms of surface reactions at much reduced cost compared to other elaborate methods such as DFT or MD. The presented algorithm has proven suitable to predict microscopic data and also compute macroscopic transport properties in a reasonable time. Such detailed analysis could assist in optimization of reactor structures to improve catalytic performance and reduce manufacturing costs.
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