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Abstract

The oxidation of CO to CO2 is a widely studied reaction not only for its practical

applications but also for its apparent simplicity. CO oxidation is, in fact, often used as a

model reaction for other oxidation reactions. On metal surfaces, the reaction is known

to follow a Langmuir-Hinsenlwood mechanism where CO and dissociated O2 react to

form CO2 that desorbs. Despite the high cost of platinum catalysts, it is hard to match

the activity of CO oxidation using other metals. Instead of changing the catalysts, the

approach is to reduce the amount of necessary metal to carry out the reaction. In this

thesis, density functional theory (DFT) calculations and kinetic Monte Carlo (kMC)

simulations are used to investigate the reaction energetics and kinetics on model systems,

with a focus on the low temperature regime. Stimulated by the experimental evidence

that CO may dissociate at low temperatures, CO dissociation has been studied as a

possible initial competing reaction to oxidation. Our results show that CO dissociation

does not occur directly, even on stepped surfaces. Instead, we propose that dissociation is

facilitated at high coverages by a Boudouard reaction path at undercoordinated sites.

In order to study the reaction kinetics, a complete description of the energy landscape is

necessary. To describe the reaction landscape, scaling relations like the Brønsted-Evans-

Polanyi and structure sensitive relations that link the adsorption energy of the reactants

with a chosen descriptor, can be used to reduce the computational cost. Scaling relations

are used in this work together with kinetic Monte Carlo to study CO oxidation over Pt

nanoparticles. The sensitivity of the kinetic behaviours on scaling relations and on the

oxygen sticking probability is investigated. Our results show that varying the slope of the

scaling relations changes the turnover frequency (TOF) of the reaction, but the general

behaviour is maintained, and clear trends are established between the reaction kinetics

and the slope of the scaling relations.

It is known that reducible oxides like ceria can increase the reaction’s activity at low

temperatures, by allowing for a Mars-van Krevelen path. In this way, the issue with

CO poisoning is reduced. We explore the effect of Mars-van Krevelen reaction steps

for CO oxidation over Pt/CeO2. Additionally, we show that the common experimental

assignment of XPS spectra shifts for the O 1s to the formation of oxygen vacancies might

need reconsideration. Such shift could instead be due to OH groups adsorbed on the

surface.

Keywords:Heterogeneous catalysis, CO oxidation, Cerium oxide, density func-

tional theory, kinetic Monte Carlo
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Introduction 1
Automotive exhaust gases formed during combustion contain

many environmentally harmful compounds. Unburnt hydrocar-

bons (HC), carbon monoxide (CO), nitrogen oxides (NOG), and

sulfur oxides (SOG) are, for example, pollutants released from

gasoline engines. Hydrocarbons and CO are mainly a result of

incomplete combustion due to oxygen deficiency. Gasoline engines

should be operated close to stoichiometric conditions to allow for

simultaneous oxidation of CO and HC and reduction NOG using

the three-way catalyst.

Carbon monoxide is an odorless and tasteless gas, which blocks

the transport of oxygen from the lungs to the organs. In large

amounts, CO can lead to suffocation. Because CO is poisonous, it

is important to control the emissions, which is done by oxidation

to CO2. CO oxidation is important not only for the reaction itself,

but is included as a step in many reactions, like the oxidation of

hydrocarbons (HC) and methane (CH4). CO2, which is the product

of CO oxidation, is a greenhouse gas, playing a role in the fast

climate change [1–3]. Despite the importance of reducing the overall

amount of greenhouse gases in the atmosphere, CO2 is not directly

poisonous. One way to globally reduce CO2 emissions, is to enable

CO oxidation at low temperatures, thus making the combustion

process more energy efficient. The operating temperature for CO

oxidation, is presently > 150
◦
C. To reduce some of the pollutants,

like NOG , new engines working at lower temperatures have been

developed [4]. The drawback of such systems is, however, that the

temperature is not high enough to oxidize CO [5]. In order to reduce

COemissions and to be energy efficient, it is important to investigate

the possibility to perform CO oxidation at low temperatures.

1.1 Catalysis

One critical technology for emission control is catalysis. Catalysis

is commonly divided into heterogeneous, homogeneous and en-

zymatic catalysis. Catalysis is heterogeneous when the reactants

and the catalyst are in different phases. Homogeneous catalysis

refers to the casewhen the reactants and the catalyst are in the same

phase [6]. In enzymatic catalysis, enzymes are used as catalysts

in biochemical reactions [7]. A catalyst is a material that is used

to accelerate a chemical reaction by providing a more favourable

pathway [8]. The catalyst takes part in the reaction, but it is not
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consumed. In figure 1.1, a schematic of the difference between a

non-catalytic and a catalytic process is shown.

Figure 1.1: Schematic of the energy

landscape of a chemical reaction with

and without catalyst.

E
ne
rg
y

Reaction coordinate

Reactants

Products
With catalyst

Without catalyst

The reaction path created by the addition of the catalyst is more

complex, but energetically favourable. The catalyst assembles the

reactants, breaks existing bonds, and provides a low energy path

to make new bonds. A catalyst is characterized by its activity and

selectivity. The activity is the amount of products formed per unit

time, while the selectivity is the capacity of the catalyst to drive a

reaction towards a certain product. In heterogeneous catalysis, the

reaction mechanism will be composed of at least three elementary

steps: adsorption, reaction and desorption. The elementary steps

form a catalytic cycle. Depending on how the products are formed,

different reactionmechanisms can be defined. If one of the reactants

adsorbs on the surface, and the other/s react directly from the gas

phase, the reaction mechanism is of Eley-Rideal type [9]. When all

the reactants adsorb on the surface, the mechanism is of Langmuir-

Hinshelwood type. For Langmuir-Hinshelwood reactions, the

reactants will diffuse and eventually collide and react. Sometimes

the catalyst can take part in the reaction as an atom donor in a,

so-called, Mars-van Krevelen mechanism [10]. When the reaction

proceeds through this mechanism, one or more atoms from the

surface are donated to the reactants.

CO oxidation

Because of the need to remove CO from exhaust gases and for its

apparent simplicity [11], CO oxidation to CO2 is a widely studied

reaction. On metal surfaces such as Pt and Pd, the reaction is

known to follow a Langmuir-Hinshelwood mechanism [12, 13].

Following this mechanism, the reaction proceeds through a series
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of elementary steps, which include the adsorption of CO, the

dissociative adsorption of O2, their reaction and the desorption

of CO2. Despite the limited numbers of elementary steps, the

reaction shows fascinating kinetic phenomena such as bi-stability

and self-sustained oscillations [14, 15]. In figure 1.2, the bi-stability

for CO oxidation is shown.

TO
F

Temperature

Figure 1.2: Schematic of the bi-

stability of CO oxidation. The

turnover frequency (TOF) is shown

as a function of temperature.

The schematic in 1.2 shows the turnover frequency (TOF) of the

reaction as a function of temperature. The reaction shows a hyster-

esis, meaning that the system is bi-stable. Bi-stability means that

depending on the prehistory of the system, the system can be in

two different states. One state has a high TOF, whereas the other

state has a low TOF. The high activity state is characterized by

having both O and CO on the surface, while the low-activity state

only has CO on the surface. The main reason for the bi-stability is

that CO has a higher adsorption energy than O2.

Self-sustained oscillations are instead the oscillations in the TOF of

the reaction, which can derive from different reasons. One reason

is the reduction/oxidation of the metal catalysts due to a variation

in reactants pressure [16, 17]. Another reason for oscillations, is

structural changes induced by CO adsorption. This may occur

on Pt(110) [18]. The Pt(110) surface, reconstructs from a (1x1) to a

(1x2) unit cell when the CO coverage is below a critical value. The

oscillations originate from the fact that on the restructured (1x2)

surface, O2 hardly dissociates, while oxygen becomes available on

the unreconstructed surface. This means that when the system is

in the unreconstructed state, oxygen is available and can then react

with CO to produce CO2. A schematic of this phenomena is shown

in figure 1.3. When oxygen is available for the reaction, the CO

coverage will decrease, eventually leading to the reconstruction

of the surface. This less reactive state will be accompanied by an

increase in the CO coverage, creating a cycle.
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Figure 1.3: Schematic of self-

sustained oscillations of the turnover

frequency (TOF) for CO oxidation. Time

TO
F
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To choose a suitable catalyst for a given reaction, one can follow the

Sabatier’s principle [8]. This principle states that in order to obtain

high activity, the reactants should be neither too strongly nor too

weakly bound to the catalyst surface. Using this principle, it is

possible to predictwhich catalystwill be themost active for a certain

reaction [19]. The catalysts used in the oxidation of CO to CO2 can

be differentiated by the mechanism through which the reaction

occurs. Noble metals such as platinum, palladium, and rhodium,

are common CO oxidation catalysts with high catalytic activity,

sulfur resistance and high resistance to sintering [20, 21]. On noble

metals, the reaction is assumed to proceed via the Langmuir-

Hinshelwood mechanism with dissociated oxygen. Gold catalysts

are used for the oxidation of CO to CO2 at very low temperatures

[22].Ongold catalysts, the reactionproceeds through theLangmuir-

Hinshelwoodmechanism, but with molecular oxygen. Au catalysts

are usually used in air purification systems and in breathing

apparatus. Unfortunately, gold can not be used in applications

with high temperatures due to the low adsorption energy of the

reactants, and rapid sintering. Lastly, several kinds of metal oxide

like the metal oxide of Fe, Ni, Mn, Cu, Co and Cr can be used

as separate metal oxides or in combination with other metals

[23]. Additionally, metal oxides can be used as supports for metal

catalysts. Noble metals such as Pd, Pt and Rh have been extensively

studied with supports such as cerium oxide, zirconium oxide,

alumina, titania and others for the oxidation of CO [24]. Some of

these oxides are reducible, and the reaction mechanism is in this

case, of Mars-van Krevelen type. One of the extensively studied

reducible oxides is ceria (CeO2). This oxide has been shown to

enhance the low-temperature activity of CO oxidation thanks to

the possibility of using the oxide lattice oxygen as oxygen reservoir.

Experiments have been performed with single atoms catalysts
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[25], using nanosized ceria [26], or using metal clusters [27]. The

experiments show that single atoms catalysts are not active for the

reaction, and that clusters are needed [25]. Furthermore, the use

of nanosized ceria gives rise to effects such as oxygen spillover,

thus the diffusion of oxygen atoms from the ceria to the metal

cluster. Overall, one of the commonly usedmetals for CO oxidation

is platinum. Although platinum is rare and expensive, it is hard

to match the activity for CO oxidation. One line of research is

presently to reduce the amount of used platinum in the catalyst.

Technological catalysts are usually composed of 1-3 nm particles

supported on pourous metal oxides. These systems are structur-

ally complicated and ill-defined. Model experiments are needed

to study the catalysts properties. These models usually moves

from nanoparticles supported on active oxides, to nanoparticles

supported on inert oxides (SiO2), moving finally to single crystal

structures. From the computational perspective instead, a bottom-

up perspective is commonly used, studying initially a simple

system, and increasing the complexity step by step. The systems

studied computationally are well-defined structures where the

number of sites is limited. The difference between the systems

studied in experiments and computations give rise to the so-called,

materials gap [28–30]. With the evolution of technology this gap

is closing thanks to the possibility of performing experiments on

single nanoparticles [31] and nanoparticles’ arrays [32, 33]. Ad-

ditionally, a so-called pressure gap exists [34]. The pressure gap

derives from the difference between the pressures used in experi-

ments, typically ultra-high vacuum, and the pressure experienced

in real applications, which are ten orders of magnitude higher.

At different pressure, the catalytic system might be different, and

is therefore important to study the system at realistic conditions.

Experiments at near-ambient pressure and is gradually closing the

gap.

As shown schematically in figure 1.2, one of the known problems of

CO oxidation on platinum is that at low temperature, the catalyst

is CO poisoned, not allowing for the adsorption of oxygen. This

means that the reaction can not proceed until the temperature is

high enough for CO to desorbs, leaving free sites for oxygen to

adsorb. In this thesis, we aim to study CO oxidation over platinum

nanoparticles, in order to propose different systems or reaction

mechanisms to eventually reduce the CO poisoning problem.

Aim of thesis

The aim of the thesis is to investigate CO oxidationwith a particular

focus on the low temperature regime. The low temperature regime

is of extreme importance due to the fact that in this regime the
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reaction is hindered by CO poisoning. In automotive applications

this means that during a vehicle cold-start, CO is not oxidized. The

cold-start is that period of time between the vehicle is started until

it reaches its normal operating temperature. During this time, 90%

of pollutants are emitted. The main goal of this thesis is to study

CO oxidation over Pt/CeO2. In order to do so, we first need to

understand how CO oxidation proceeds on platinum, how oxygen

vacancies are formed on cerium oxide, and what happens when

an oxide like ceria is used as support for platinum nanoparticles.

At low temperatures, not only CO poisoning is a problem, but

it has been proposed that competing reactions might hinder CO

oxidation. In paper I, we investigate CO dissociation as a possible

competing mechanism to CO oxidation at low temperatures. This

is done in collaboration with experimental work. Two different

mechanisms for the reaction on different platinum surfaces are

studied in terms of density functional theory (DFT) calculations

coupled with frequency generation (SFG) spectroscopy and near-

ambient pressure X-ray photoelectron spectroscopy (NAP-XPS) to

study the dependence of the CO oxidation and the presence of

carbon deposits on the surface.

In paper II, the kinetics of CO oxidation is studied over a non-

supported platinum nanoparticle. This work is done using kinetic

Monte Carlo simulations. Nanoparticles are characterized by a

range of different sites. In paper II, scaling relations between the

reactants adsorption energy and the generalized coordination

number are used to describe the potential energy landscape of

the reaction. In particular, we investigated the importance of these

relations, and the dependence of the kinetics on the slope of the

relations and on the oxygen sticking probability.

In paper III, we investigate the formation of oxygen vacancies in

different oxides. Oxides are used as supports, and reducible oxides

could, in principle, reduce theproblemwithCOpoisoning allowing

the reaction to occur through a different pathway. In paper III,

we investigated the O1s core level shifts in oxides. Experimentally,

large positive shifts tend to be associated with the formation of

oxygen vacancies, however, we propose a different interpretation.

In paper IV,we investigate CO oxidation on platinumnanoparticles

supported on ceria. DFT and kinetic Monte Carlo simulations are

used to study the potential energy landscape and kinetics of the

reaction.

The structure of the thesis is that in Chapter 2, a detailed discussion

of density functional theory is presented, followed in Chapter 3 by

a description of the methods used to calculate some measurable

properties. In Chapter 4, a discussion on the method of kinetic

Monte Carlo is presented. Chapter 5 focuses on results and lastly,

conclusions and outlook are presented in Chapter 6.



1: Written in atomic units (a.u.). In

this unit system, the elementary

charge, Planck’s constant, Coulomb

force constant and the electron mass

are set to unity.

Electronic structure calculations 2
"The underlying physical laws necessary for the

mathematical theory of a large part of physics and the

whole of chemistry are thus completely known, and the

difficulty is only that the exact application of these laws

leads to equations much too complicated to be soluble. It

therefore becomes desirable that approximate practical

methods of applying quantum mechanics should be

developed, which can lead to an explanation of the main

features of complex atomic systems without too much

computation."

Paul Dirac [35]

Dealing with atoms and electrons means that we are treating

a quantum many-body problem that can be solved analytically

only in the case of one-electron systems such as H. The two main

approaches to solve the many-body problem are the Hartree-Fock

ansatz and Density functional theory (DFT). This chapter presents

an introduction on DFT from theoretical and practical perspectives

with emphasis on how DFT can be implemented to find physical

and chemical properties of materials.

2.1 Many-body hamiltonian

The total energy of an ensemble of atoms is given by the stationary

Schrödinger equation:

Ĥ# = �# (2.1)

where Ĥrepresents the Hamiltonian, which contains the energetic

operators of the system, � is the energy of the system and # is

the wavefunction of the system. For a many-body system, the

Hamiltonian can be written as:

Ĥ= Ĥ4 + Ĥ= (2.2)

which includes the different contributions from #4 electrons and

#/ nuclei. The explicit form of the Hamiltonian
1
is [36]:

Ĥ= −1

2

#4∑
8

∇2

8 −
#/∑
�

1

2"�
∇2

� −
#4#/∑
8 ,�

/�

|A8 − '� |

+
#4#/∑
8 , 9>8

1

|A8 − A 9 |
+
#4#/∑
� ,�>�

/�/�

|'� − '� |

(2.3)
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2: The mass of a proton is 1836 times

that of an electron.

The first two terms are the electronic and nuclei kinetic energy, the

third term is the electron-nuclei interaction, the fourth term is the

electron-electron interaction and the last term is the nuclei-nuclei

interaction.

2.2 Born-Oppenheimer approximation

One common approximation made to simplify the many-body

problem is the Born-Oppenheimer approximation, which invokes

the adiabatic approximation. The adiabatic approximation implies

that a system remains in its eigenstate if a perturbation is acting on

it slowly enough. In the case of the electronic problem, the mass

ratio between electron and nuclei is so small
2
that the electrons

move much faster than the nuclei and adapt instantly to the nuclei

movements [37]. When the Born-Oppenheimer approximation is

applied to themany-body system, themany-bodywavefunction can

be separated into an electronic component and a nuclei component

as:

#C>C0; = #4;42CA>=82#=D2;40A (2.4)

The electronic hamiltionian is:

Ĥ4 = T̂4 + V̂ext + V̂ee (2.5)

These terms represent the electronic kinetic energy, the nuclei-

electron Coulomb interaction and the electron-electron interac-

tion, respectively. The dimensionality of the Schrödinger equation

is proportional to the number of electrons. Despite the Born-

Oppenheimer approximation, the Schrödinger equation is still a

many body-system,which, due to the electron-electron interaction,

cannot be solved analytically for many-electrons systems.

2.3 Density functional theory

Different methods have been developed to solve the many-electron

problem. One of the first methods was the Hartree-Fock approach

[38, 39], which dates back to the 1920s. The Hartree-Fock approach

assumes that the many-body wave equation can be approximated

by a Slater determinant, which is needed to satisfy the requirement

that the wavefunction should be anti-symmetric with respect

to exchange of two coordinates [40]. Applying the variational

principle to the Slater determinant, allow us to find a set of N-

coupled equations for the N spin orbitals.

In 1964, the basis for density functional theory (DFT)was presented

by Hohenberg and Kohn. Density functional theory has its roots in

the Thomas-Fermimethod [41, 42], which is based on the electronic
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3: The electron density is defined as

=(A) = |Ψ|2.

density instead of the many-body wave function. The idea of DFT

is that the ground state energy of a system can be expressed as a

functional of the electronic density of the system. Thus, the energy

of the system can be described by the electronic density.

Total energy from electronic density

Hohenberg and Kohn formulated the two theorems on which

DFT is based [43]. The first theorem states that for any system of

electrons moving in an external potential V4GC , the energy of the

system is uniquely determined by the external potential V4GC .

�[=(A)] =
∫
+4GC(A)=(A)3A + �[=(A)] (2.6)

The second theorem states that the ground state energy of the

system is determined by the ground electronic density. Thus, the

overall minimum of equation 2.6. Using the electron density,
3

reduces thedimensionality of the system fromNelectronspositions

to three spatial positions. If we separates the contributions from

the classical Coulomb repulsion in F[n(r)], the functional can be

written as:

�[=(A)] = 1

2

∫ ∫
=(A)=(A′)
|A − A′ | 3A3A

′ + �[=(A)] (2.7)

In this way, the total energy can be written as:

�[=(A)] =
∫
+4GC(A)=(A)3A +

1

2

∫ ∫
=(A)=(A′)
|A − A′ | + �[=(A)] (2.8)

where G[n(r)] is a functional which includes the kinetic energy

and the quantum mechanics effects. DFT is a correct quantum

mechanical approach to the many-body problem, however, the

actual form of the functional G[n(r)] is unknown.

The Kohn-Sham approximation

What has made DFT usable is the Kohn-Sham approach to the

Hohenberg-Kohn result [44]. In 1965, Kohn and Sham provided an

approximation for the G[n(r)] functional. They suggested that the

many-body problem can be approached by solving a set of one-

electron equations. This means replacing the system of interacting

electron with a system of non-interacting electrons. The Kohn-

Sham ansatz allows for a proper description of the kinetic energy

term, which can be separated from G[n(r)]:

�[=(A)] = )=>=_8=C[=(A)] + �G2[=(A)] (2.9)
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This is important since the kinetic energy of the system constitutes a

main contribution to the total energy. If we denote the one-electron

orbitals with )8 , the kinetic energy of the non-interacting electrons

is written as:

)=>=_8=C[=(A)] = −
1

2

∑
8

〈)8 |∇2 |)8〉 (2.10)

The electron density is given in terms of the one-electron orbitals

given by:

=(A) =
∑
8

〈)8 |)8〉 (2.11)

EG2[n(r)], the exchange-correlation functional, remains as the un-

known in the total energy. EG2[n(r)] includes all the quantum

mechanical effects and needs to be approximated. The exchange-

correlation functional can be written as:

�G2[=(A)] = ()[=(A)]−)=>=_8=C[=(A)])−(+8=C[(A)]− �[=(A)]) (2.12)

The first parenthesis is the difference between the kinetic energy

of interacting electrons and the kinetic energy of non interacting

electrons. The second parenthesis is the difference between the

electron-electron interaction and the classical Coulomb (Hartree,

�[=(A)]) interaction. In this way, the total energy of the system can

be written as:

�[=(A)] =
∫
+4GC(A)=(A)3A +

1

2

∫ ∫
=(A)=(A′)
|A − A′ |

+)=>=_8=C[=(A)] + �G2[=(A)]
(2.13)

The Hartree term introduces a self-interaction problem, since

the electron interacts with a field created by all the electrons,

itself included. This error should, in principle, be cancelled by

the exchange-correlation term. Minimizing �[=(A)] with respect

to the density and fixed number of electrons, gives the energy

corresponding to the ground state density. The electron density

would be the same as the true many-body electron density if

the exact exchange-correlation functional would be known. The

minimization of the total energy yields the Kohn-Sham equations:[
−1

2

∇2 + E4 5 5 (A)
]
)8 = &8)8 (2.14)

Where the potential v4 5 5 (r) is given by:

E4 5 5 (A) = E4GC(A) + E�0ACA44(A) + EG2(A) (2.15)

EG2(A) =
��G2[=(A)]
�=(A) (2.16)
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The self-consistent solution to the Kohn-Sham equations gives the

density and the energy of the system, which results in:

� =
∑
8

&8 − ��0ACA44 + �G2 −
∫

=(A)EG2(A)3A (2.17)

Thismeans that the single-electrons equations are solved iteratively

starting from an initial guess for the electron density. The Kohn-

Sham eigenvalues do not have a direct physical meaning. This

is, however, not true for the eigenvalue corresponding to the

highest occupied state, which, as stated by the Janak’s theorem,

correspond to the negative of the ionization energy, if the exact

exchange-correlation functional is used [45]. DFT is an exact theory,

given the exact exchange-correlation functional, meaning that,

the accuracy of DFT is given by the accuracy of the exchange-

correlation functional approximation (provided that the numerics

in the implementation is exact).

Exchange-correlation functionals

All the quantum mechanical effects in the description of the many

electron system reside in the exchange-correlation functional.

�G2 = �G + �2 (2.18)

To properly describe the cohesion between atoms, exchange and

correlation need to be accounted for. The exchange-correlation

should take into account the anti-symmetry of the many-body

wavefunction. In addition, it should account for the fact that the

motion of the electrons is correlated. There exist many approxima-

tions to the exchange-correlation functional. The approximations

differ in theway the details of the electron density are accounted for.

The order of the approximations can be ordered in the, so-called,

Jacob’s ladder [46].

Local density approximation

The local density approximation (LDA) was proposed by Kohn and

Sham [43]. The exchange-correlation functional is in LDA given

by the exchange-correlation functional of a homogeneous electron

gas,

�G2[=(A)] =
∫

=(A)&ℎ><G2 [=(A)]3A (2.19)

where &ℎ><G2 [=(A)] is the energy per electron in a homogeneous

electron gas with density =(A). The LDA formalism is known to

underestimate bond lengths, and it is known to overestimate bind-

ing energies and to give unreliable activation energies in chemical
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Figure 2.1: Schematic of Jacob’s lad-

der from [46].

reactions. However, it reproduces trends and for some systems

lattice constants and cohesive energies are in fair agreement with

experiments [47]. Despite its simplicity, LDA works reasonably

well, in particular for metals. The good performance is in these

cases thanks to an error cancellation deriving from both an un-

derestimation of correlation and an overestimation of exchange

[47]. One more fundamental problem of the LDA approximation

is the poor description of band gaps. DFT can be generalized for

spin polarized systems decomposing the density n(r) into spin-up

and spin-down components. In this case, the Kohn-Sham equation

needs to be solved for both spin channels.

Generalized gradient approximation

Some of the problems with LDA can be resolved by including

an inhomogeneous dependence of the exchange-correlation func-

tional on the gradient of the density. In the generalized gradient

approximation (GGA), the functional depends both on the density

and its gradient. One example of this class of functionals is the

Perdew, Burke and Ernzerhof (PBE) functional [48]. In this type of

GGA, the functional is described as:

�G2[=(A)] =
∫

=(A)&ℎ><G2 (=(A))�G2[=(A),∇=(A)]3A (2.20)

This functional is designed so that it falls to the LDA approximation

in the case of a homogeneous gas. In general, the GGA approxima-

tion improves total energies, atomization energies, energy barriers

and structural energy differences. Still, GGA lacks a complete

cancellation of the self-interaction error and gives an inadequate

description of strong correlation effect [49]. This can be a problem



2.3 Density functional theory 13

in the calculation of band gaps in insulators and semiconductors

as well as HOMO-LUMO separations in molecules.

Beyond the generalized gradient approximation

There exist different methods to reduce the shortcomings of LDA

and GGA ; an improvement can be obtained by the, so-called, meta-

GGA methods where the functional also depends on the kinetic

energy density as �G2[=(A),∇=(A),∇2=(A)] [50]. GGA and meta-

GGA functionals still include self-interaction contributions. To

correct this, there exists self-interaction correction methods (SIC),

hybrid functionals, and "+*" methods. In the SIC functionals, the

self-interaction is cancelled by making the orbitals feel a Hartree

potential which excludes its own charge density [51, 52]. In hybrid

functionals, the Hartree-Fock (HF) exchange is included into the

functional so that:

�
ℎH1
G2 = ���G + (1 − )���)G + ���)2 (2.21)

The value for  is determined by comparison to experimental data

[53]. The increase in accuracy comes at the price of increased com-

putational cost. In the "+*" approach, localization is enforced by

adding a potential dependent on the orbital, including a Coulomb

repulsive term between strong correlated electrons on the same

atom (usually d and f electrons), following the Hubbard method

[54]. The strength of the on-site interaction is usually defined by the

parameters U and J, which represent the on-site Coulomb repulsion

and the on-site exchange, respectively. These parameters can be

extracted from ab-initio calculations or obtained by comparison to

experimental data. The Hubbard parameter U is defined as:

* = �(3=+1) + �(3=−1) − 2�(3=) (2.22)

It represents the Coulomb-energy cost of putting two electrons on

the same site. This correction reduces the self-interaction error of

partially occupied orbitals and forces the on-site occupancy matrix

to either a full or empty state.

Furthermore, GGA does not take into account long range interac-

tion. To do so, van der Waals functionals can be used. In order to

include the long term interactions, van der Waals functionals are

used [55]. van der Waals forces arise because of induction of a di-

pole moment from one system to the other. The attraction between

these dipole moments results in an interaction. This energy con-

tribution is usually included as a correction to the Kohn-Sham

energy.
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4: This results from the orthonormal-

ity requirement between the valence

and core electrons.

DFT in practice

The Kohn-Sham orbitals need to be expanded in some basis. Differ-

ent basis can be used e.g. Gaussians, atomic orbitals or plane waves.

In this work, the VASP code [56] has been used, which is a plane

wave method. Plane waves are advantageous for periodic systems

thanks to their periodicity and the fulfillment of Bloch’s theorem.

The Bloch’s theorem states that the solution of the Schrödinger

equation for an electron in a periodic potential can be written as:

):(A) = D:(A) exp(8k · r) (2.23)

where k is the wave number and u:(A) is a function with the same

periodicity as the potential, which means that it can be expressed

in terms of Fourier series as:

):(A) = D:(A) exp(8k · r) =
∑
�

�:+� exp 8(k +G) · r (2.24)

This means that it is sufficient to describe the electrons in the first

Brillouin zone. In principle, one should include all the possible

wavenumbers. However, in practice, only some points are included

by choosing a cut-off value as:

�2DC >
1

2

|: + � |2 (2.25)

This implies that the energy and the density are represented not

as integrals but as a sum over special points in the Brillouin zone.

When choosing the k-point sampling, a sufficient amount of points

needs to be considered so that the Brillouin zone is sufficiently

sampled to yield convergence. It is to be noted that for larger cells,

fewer k points will be needed because a larger unit cell, results in

a smaller Brillouin zone.

Projector augmented waves method

It is typical in electronic structure calculations to assume that

the core electrons are frozen. The wave function of the frozen

electrons is taken equal to the one of the corresponding gas-phase

atom. This approximation arises from the fact that core electrons

do not directly take part in the formation of chemical bonds.

One difficulty in performing electronic structure calculations is

the different nature of the electronic wavefunctions in different

regions of space. Usually, the wave function of electrons far from

the core is smooth, while for localized electrons in the core, the

wave functions show high frequencies oscillations, due to the the

number of electrons
4
. Furthermore, the wavefunction could be

very peaked close to the core, making its description difficult, using
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plane-waves. The Projector Augmented Waves Method (PAW) is

one of the methods that resolve this problem, and it is the method

used in this work. This method has been developed by Blöch

[57] and divides the wave function into parts; one to describe the

core electrons (partial-wave expansion) and one to describe the

valence electrons (envelope function). The goal is to find a linear

transformation (T̂) that starting from an auxiliary wave function

(#̃=) can give the true all electron Kohn-Sham wave function (#=):

|)=〉 = T̂ |)̃=〉 (2.26)

In this case, = is the quantum number. This leads to a new Kohn-

Sham equation to be solved as:

T̂
†
�̂4 T̂ = &8T̂

†
T̂ |)̃=〉 (2.27)

A proper operator for the transformation should be chosen. The

wave function at a certain distance from the core is already smooth,

so T̂ should only change the wave function close to the nucleus. In

this way, the true wave functions can be described in terms of the

auxiliary wave function as a linear combination:

|)〉 = |#̃〉 +
∑
8

(
|#̃〉 − |#̃〉

)
〈?̃8 |)̃〉 (2.28)

where |#̃〉 are pseudo wave functions (PS), the initial states, and

|#〉 are all-electrons (AE) wave functions, the target functions and

?̃8 is a projector function [57].

Calculating the ground state

The algorithm used to calculate the solutions of the Kohn-Sham

equation is schematically shown in figure 2.2. The process starts

by guessing the initial electron density. The exchange-correlation

potential and the Hartree potential are calculated, and used to

calculate the effective potential in equation 2.15. The potential

is thereafter used to solve the Kohn-Sham equation. The wave

functions are used to calculate the new electron density and the

total energy. If a certain criteria for convergence of the energy is

reached (usually around 10
−5

eV), the calculation is considered to

be converged, otherwise the process is repeated.
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Figure 2.2: Schematic of self-

consistency algorithm to find the KS

ground state.



From electronic structures to
measurable properties 3

In the previous chapter, the theory behind the description of

electronic structure was discussed. This chapter elaborates on the

details of some methods used to calculate measurable properties

from the electronic structure calculations, such as adsorption

energies, reaction barriers, vibrational frequencies and core-level

shifts.

3.1 Geometry optimization

From statistical mechanics, it is known that the relevant structures

are the ones where the system has local minima. The most relevant

structure is the ground state, where the energy has its global

minima. The minima correspond to a minimum of the energy of

the system with respect to the displacement of the nuclei. The

geometry optimization corresponds to a minimization of the forces

acting on the atoms. In a conservative field, the forces are expressed

as the variation of the potential energy, as:

5= = −
��
�'=

(3.1)

The Hellmann-Feynman theorem [58, 59] shows that:

− ��
�'=

= 〈Ψ| ��
�'=
|Ψ〉 =

∫
=(A)/8(A8 − '=)|A8 − '= |3

33A (3.2)

In this case, =(A) is the unperturbed electron density, which means

that the forces depend only on the Coulomb interaction between

the nuclei and the electron density. The structure is commonly

considered to be optimized when the norm of the forces is below a

certain value, e.g. 0.01 eV/Å. Many different algorithms have been

developed to solve this problem [60]; for example, the RMM-DIIS,

conjugate gradient, steepest descent and LBFGS. In this work, the

mainly used algorithm is the conjugate gradient method. The

method is robust, in particular when the initial guess of the struc-

ture is far from the equilibrium structure. In the conjugate gradient

method, the first step is a steepest descent step, where the following

steps include only conjugate variations. Geometries obtained from

these calculations can be compared with experiments where the

geometry are obtained, for example, with scanning transmission

electron microscope (STEM) [61] or X-ray absorption spectroscopy
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(XAS), measuring the Extended X-Ray Absorption Fine Structure

(EXAFS) [62].

3.2 Transition states and energy barriers

Other important structural configurations are the transition states.

Transition states correspond to the minimum energy barrier, which

separates reactants and products during a chemical reaction. These

configurations correspond to saddle points between two local

energy minima. A saddle point in the potential energy surface is a

minimum in all directions except the one which corresponds to

the mode along which the reaction occurs.

Figure 3.1: Schematic of the poten-

tial energy surface (PES) in 3D and

2D. The red line corresponds to the

minimum energy path (MEP) and the

minimum of the saddle point corres-

ponds to the transition state (TS).
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A schematic of the potential energy surface and of the transition

state can be seen in figure 3.1. The maxima on the MEP are saddle

points in the PES. At the saddle point, the direction of the reaction

coordinate is characterized by having a normal mode eigenvector

that corresponds to a negative curvature. Different algorithms are

used for the search of the transition state as computed to the local

minimum. The one used in this work is the, so-called, nudged

elastic band method (NEB) [63]. The MEP is in the NEB method
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obtained by placing images between the two basins corresponding

to the reactants and products configurations. A spring interaction

between the images is added in order to maintain continuity. The

nudging component means that only normal components of the

true force and parallel components of the spring force are included.

In this way, the elastic components controls only the spacing

between the images. This means that the force on each image is

calculated as:

�8 = �
B
8 |‖ − ∇�('8)|⊥ (3.3)

∇�('8)|⊥ = ∇�('8) − ∇�'8 �̂8 (3.4)

where the second term in equation 3.3 represents the forces that

need to be minimized in order to obtain the image’s convergence.

The spring forces are given by:

�B8 |‖ = :(|'8+1 − '8 | − |('8 − '8−1 |)�̂8 (3.5)

where �̂8 is the normalized tangent at the image 8. The energy

of the saddle point is calculated by interpolation between these

images.

In the case when the barrier is narrow with respect to the length of

the MEP, the resolution is poor. In order to avoid this and have a

better resolution around the transition state, the NEB method can

be modified using the, so-called, climbing nudging elastic band

method [63]. In this method, the first iterations are done using the

regular NEB algorithm and the image with the highest energy is

identified. The image with the highest energy is thereafter released

from the spring and the normal force component is maximized to

drag to at the top of the band relaxation.

�8<0G = −∇�('<0G) + 2Δ�('<0G)|‖ (3.6)

As the climbing image is not affected by the spring force, the final

spacing between the images will be uneven.

3.3 Vibrational frequencies

In order to determine the nature of the points on the potential

energy surface, a vibrational analysis can be done. A vibrational

analysis gives information on vibrational modes and their corres-

ponding energies (frequencies). These frequencies are commonly

calculated in the harmonic approximation, where the forces are

calculated as the gradient of the harmonic potential with respect

to the atomic displacement. The curvature of the PES is described
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by the hessian matrix (� 5 ), which is calculated as [64]:

� 5 =

(
�2+

�G8�G 9

)
(3.7)

In the harmonic approximation, the energy of each mode is given

by:

�8 = ~$8

(
1

2

+ =
)

= = 0, 1, 2, ... (3.8)

where $8 are the eigenvalues of the Hessianmatrix. The vibrational

frequencies can, for example, be used to assure that a suggested

transition state is actually a transition state. Knowing that the

transition state corresponds to a saddle point, it is known that the

curvature of the PES around this point should be positive in all

directions except for one. A negative eigenvalue corresponds to a

negative curvature, which translates to an imaginary frequency.

The degrees of freedom of a molecule in the gase phase are

3N, where N is the number of atoms. The degrees of freedom

describe how the molecule is able to contain and distribute energy.

There exists three types of motion, being translational, rotational

and vibrational. For non-linear molecules, all rotational motions

can be described in terms of rotations around three axes, the

rotational degree of freedom are three. As the translational degrees

of freedom are 3, the remaining 3N-6 degrees of freedom constitute

vibrational motion. For a linear molecule, rotation around its own

axis is not a rotation because it leaves the molecule unchanged.

Thus, there are only two rotational degrees of freedom for any

linear molecule leaving 3N-5 degrees of freedom for vibration.

For an isolated molecule, the modes associated with translation

and rotation of the entire molecule, will have eigenvalues of zero,

while the rest of the vibrations are associated with true vibrations,

such as, bond stretches. Calculated molecular vibrations can be

compared with experimental measurements usually carried out in

terms of infra-red spectroscopy [65].

3.4 Reaction rates

Micro-kinetic modeling and kinetic Monte Carlo simulations rep-

resent examples of methods used to study the kinetics of a reaction.

In this work, kinetic Monte Carlo methods have been used and

will be presented in more detail in chapter 4. In order to use these

methods, rates constants need to be calculated, which can be done

from first principles using, for example, DFT. The rate constants are

commonly estimated using transition state theory (TST) [66, 67].

Transition state theory assumes that for a reaction to take place, the

system must lie in a certain region of the phase-space. The initial
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and final states are divided by a surface. The points on this surface

define the transition state. All the possible transitions from the

initial to final state bring the system through the transition state.

In figure 3.2, a schematic of a reaction is sketched. The reaction

can be written as:

' 
 '‡ → % (3.9)

The assumptions of TST are:

I the rate of reaction is low enough so that the Boltzmann

distribution is maintained between the initial state (R) and

the activated complex (R
‡
).

I the system crosses the diving surface only once, going from

reactants to products.

P
R

R‡

ΔE

Figure 3.2: Energy profile of reactive

system. Adapted from [66].

The second assumption means that the rate constant calculated by

TST will always be over estimated. The rate of a reaction is given by

the equilibrium number of activated complexes per unit of length

normal to and near the top of the potential barrier multiplied

by the average velocity of crossing the barrier, thus the TST rate

constant is given by [67]:

:)() = �
/‡

/'
(3.10)

where /‡ and /' are the partition function of the transitions state

and of the reactant state respectively, while � is a frequency of

the molecules that pass through the transition state to the final

product state (P). This frequency can be calculated by the Maxwell-

Boltzmann speed distribution. Considering the case :�) >> ℎ�,
the rate constant can be expressed as [66]:

:)() =
:�)

ℎ

/‡
′

/'
(3.11)

Where /‡
′
is the partition function of the transition state, without

the reaction coordinate.
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For non-activated adsorption reactions it can be shown that the

rate constant is [67]:

:)()
03B

=
?�

√
2�":�)

(3.12)

where ? is the gas pressure, � is the area of the adsorption site

and " is the mass of the molecule. Given the fact that not all of

the molecules that hit the surface stick, a sticking coefficient (B0)

can be introduced, yielding:

:)()
03B

=
B0?�√

2�":�)
(3.13)

The relative desorption rate constant can be determined from the

equilibrium constant K, so that:

 =
:03B
:34B

= 4
−Δ�
:�) (3.14)

where Δ� is the Gibbs free energy change, defined as:

Δ� = Δ� − )Δ( (3.15)

Δ� and Δ( are the enthalpy and the entropy change, respectively.

Calculating the rates through the equilibrium constant makes the

reaction thermodynamic consistent.

3.5 Ab-initio thermodynamics

The effects of pressure and temperature on a reaction can be taken

into account by the ab-initio thermodynamics formalism [68–70].

Ab-initio thermodynamics allow us to overcome the fact that the

results obtained with DFT represent the system at zero Kelvin.

The ab-initio thermodynamics approach aims to calculate thermo-

dynamic functions, like the Gibbs free energy, from the results

of electronic structure calculations. The approach is based on the

idea that a system in equilibrium, can be divided in subsystems,

which will be in equilibrium with each other [70]. When a metal

is exposed, for example, to O2 pressure, different structure modi-

fications can occur; from the adsorption on the surface, to the

formation of thin film oxides, to the formation of a complete bulk

oxide. With ab-initio thermodynamics it is possible, in terms of

phase diagrams, to study which of those phases is the most stable

under certain temperature and pressure conditions. For a surface,

the free energy as a function of temperature and pressure can be
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written as:

�(), ?8) =
1

�

[
�BDA 5 −

∑
8

#8�8(), ?8)
]

(3.16)

where A is the surface area, �BDA 5 is the surface free energy, which

also depends on temperature and the number of atoms in the

sample, �8 is the chemical potential of the specie 8 (e.g. O2) and ?8
is the pressure of specie 8. The Gibbs free energy is decomposed

into different terms:

� = �C>C + �/%� + �E81 + �2>= 5 + ?+ (3.17)

where �C>C is the total energy of the system, obtained byDFT, �E81 is

the vibrational free energy, �2>= 5 is the configurational free energy

and ?+ is a pressure volume contribution. The dominant term

is the total energy of the system, while the smallest contribution

come from the ?+ term since this contribution will be in the

order of [pV/A] = atm Å
3
/Å

2 ' 10
−5

eV/Å
2
. In paper I, ab-initio

thermodynamics has been used to calculate the stability of two

model systems with respect to the CO coverage. In this case, the

chemical potential of CO is calculated as:

��$(), ?) =
[
��$ + �/%��$ + �

′
�$(), ?0) + :�) ln

(
?�$

?0

)]
(3.18)

where ��$ is the energy of a CO molecule and �/%�
�$

is the zero

point energy contribution, which has been neglected in this case,

:�) ln

(
?�$
?0

)
is the contribution of the CO partial pressure to the

chemical potential and �
′
�$

is the reference chemical potential,

calculated from values of enthalpy and entropy taken from ther-

modynamics tables [71] as:

�
′
�$ = Δ� − )Δ( (3.19)

where Δ� and Δ( are defined as the difference between the

enthalpy/entropy at the temperature of interest and standard

pressure and the enthalpy/entropy at standard temperature and

pressure. A reference is needed to study the Gibbs free energy

variation in the presence of adsorbates. In Paper I, we used the

pristine surface as a reference. Thus, the variation of Gibbs free

energy is calculated as:

Δ�01B(), ?) =
1

�

[
�C>C + #03B(�03B − )(03BE81

) − �A4 5 − #03B�03B(), ?)
]

(3.20)

where �C>C is the energy of the system with the adsorbates, �A4 5
is the total energy of the pristine surface, #03B is the number of

adsorbed molecules, �03B is the energy of the adsorbate, (03B
E81

is
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the vibrational entropy of the adsorbate and �03B is the chemical

potential of the adsorbate at the desired temperature and pressure.

Once the Gibbs free energy variation is calculated, this allows

us to understand the state of the system at different conditions.

Thus, ab-initio thermodynamics provides a way to link electronic

structure calculatios with macroscopic properties.

3.6 Core-level shifts

Core level spectroscopy is one of the techniques used to characterize

adsorbates and surfaces experimentally. The technique uses X-rays

to measure the binding energy of core electrons [72, 73] and is

called X-ray photoelectron spectroscopy (XPS). The idea behind this

technique is the photoelectric effect. The surface is irradiated with

photons, and electrons are emitted. The exposure of the sample

to X-rays creates holes in the core region (core-holes). The kinetic

energy of these electrons can be measured as:

�: = ℎ� − �1 −Φ� (3.21)

where �: is the kinetic energy of the emitted electron, �1 is the

binding energy of the electron and Φ� is the work function of the

analyzer. A schematic of the process is shown in figure 3.3. The

Figure 3.3:XPS schematics for oxygen

in an oxide (O
2−

).
1s
2s
2p

Fermi energy

Work function

Kinetic energy

Binding energy

measured photoelectron intensity is directly proportional to the

number of photoelectrons. This means that the spectrum can be

used to analyze the atomic species present in the sample. With

synchrotron radiation, it is possible to distinguish between the

binding energy generated from bulk or surface atoms [74].

With DFT it is possible to calculate relative shifts; thus, the de-

pendence of the binding energy on the chemical environment. The
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results of these calculations are referred to as core-level shifts (CLS).

Experimentally, it can be difficult to assign peaks in the spectrum to

a specific specie. Experiments can, thus, be complemented by the

computation of CLS for specific species. In the complete screening

picture, the core level shifts of surface atoms are calculated as

the difference in energy between the system with the core-hole

in the reference system (bulk) and the system with the core-hole

in the surface. The complete screening approach relies on three

assumptions [75].

I The lifetime of the core-hole is longer than the photoelectron

emission process.

I The system is in its ground state with the constrain of a

core-hole.

I The effect of structural relaxations is small.

With these assumptions, the CLS are calculated as:

��!( = [�∗ − �0] − [�∗A4 5 − �
0

A4 5
] (3.22)

where �∗ and �∗
A4 5

are the ground state energy of the system in the

presence of a core-hole for the system of interest and the reference

system, respectively and �0
and �0

A4 5
are the ground state energy of

the interest and reference system, respectively. There are different

approaches to calculate the energies for the ionized system. In the

PAW approach, a PAW potential with a core-hole can be generated.

This will, however, result in a charged system. This charge can

be corrected in two ways; either one electron can be added to the

valence band or the cell can be filledwith a compensating charge, as

an homogeneous jellium background. Adding one electron in the

valence band can be problematic for insulators and semiconductors,

since it leads to a state in the conduction band. In this work, the

CLS for oxides are calculated, and the jellium method is applied

[76]. In this case, the calculation of the CLS is reduced to:

��!( = �
∗ − �∗A4 5 (3.23)

An alternative approach to calculate the energy of the ionized

system is the, so-called, Z+1 approach, where the ionized atom

is substituted with the neighboring specie in the periodic table.

Another approximation for the calculation of CLS is the initial state

approximation [77]. In this approximation, the CLS are calculated

using the Kohn-Sham eigenvalues as:

��!( = [&� − & 5 ] − [&�A4 5 − &
5

A4 5
] (3.24)

where &� and & 5 are the eigenvalue of the core-hole of interest

and the Fermi energy respectively, while &�
A4 5

and &
5

A4 5
are the
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eigenvalue of the core-hole and Fermi energy of the reference

system.

3.7 Bader charge analysis

Oneway to study how the surface changes in response tomolecular

adsorption, is by means of charge transfer analysis. This method

can be used to study variations in the oxidation states of atoms,

like the change from Ce
4+

to Ce
3+

in ceria after the formation of

an oxygen vacancy. This method divides the charge of the system

in localized volumes where the charge is localized [78]. These

volumes are divided by 2-D surfaces (zero-flux surfaces); at a point

on these surfaces, the gradient of the charge density has no normal

component to the surface, as:

∇�(A) · �̂ = 0 (3.25)

where �̂ is a unitary vector normal to the surface. As this method is

based only on the charge density, it is not sensitive to the basis set

used in the calculation of the charge density [78]. Henkelman and

coworkers developed an algorithm based on the steepest descent in

order to find the maxima in the charge density [79]. This algorithm

is grid-based, and the path along the steepest descent is used

to define the Bader volumes where the charge is localized. Upon

finding the volumes, integration is needed to obtain the total charge

in the volume. A schematic of the charge distribution is shown in

figure 3.4.

Figure 3.4: Schematic of Bader charge

distribution. The black line repres-

ents the 2D surface where the density

charge has a minimum.

zero-flux surface
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This chapter discusses how to simulate and analyze the kinetics

of a reaction by means of Monte Carlo methods, using the rate

constants calculated in the previous chapter.

4.1 Chemical master equation

The kinetics of a reaction can be seen as the ensemble of transitions

between different states of a system. Considering a system of

atoms, there is a separation between time scales for reactions and

vibrations, which allows for a division of phase space into regions

corresponding to different chemical states. Considering two states

 and �, the master equation for state  is given by:

3%

3C
=

∑
�

[,�%� −,�%] (4.1)

where C is the time,  and � represents different possible configura-

tions of the system, % and %� are the probabilities of the system to

be in that particular configuration and,� and,� are transition

probabilities per unit time. ,� is the transition probability to

enter  from �, whereas,� is the transition probability to leave

 going to �. The transition probabilities are the rates at which

the system changes due to reactions [80]. The master equation

describes the time evolution for the probability of observing the

system in the different states. The probability of a particular state

increases in time, if there is a high transition rate into the state and

a low transition state out of the state. Thus, the kinetics will follow

the fastest transitions into the most probable states. The master

equation can be seen as a gain-loss equation. On the right hand

side of equation 4.1, the first term represents an increase for %
due to processes that change other configurations into , while the

second term represents a decrease in % because of processes in .
At equilibrium, the total probability is conserved:

3%

3C
= 0 (4.2)

which means that:

,�%�(C0) =,�%(C0) (4.3)
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where C0 is the time at which equilibrium has been reached. This

equality implies that at equilibrium each process is equilibrated

by its reversed process. This is known as the principle of detailed

balance [81].

4.2 Kinetic Monte Carlo simulations

Kinetic Monte Carlo (KMC) is a numerical method to solve the

master equation. With kinetic Monte Carlo the goal is to be able to

consider individual atoms andmolecules reacting on a surface, and

link this to global changes. Many algorithms have been developed

to performKMC; for example the variable step sizemethod (VSSM),

the random selection method (RSM), the first reaction method

(FRM) [80]. In this work, the MonteCoffee [82] code has been used,

which uses the FRM.

All the KMC methods are used in order to simulate the time

evolution of processes of which the rate constants are known, or

can be calculated on the fly, meaning that KMC do not predict

processes. In order to perform KMC, the elementary steps of the

reaction that should be simulated must be known and defined at

the beginning of the simulation. Once this is done, the FRM is

used. The steps performed by this algorithm are summarized in

figure 4.1.

Figure 4.1: Schematic of the First Re-

action Method algorithm.

Simulation initialization:
t = 0
tend

Reacion conditions

Populate event list
Generate occurence time

Populate event list
Generate occurence time

Update event list

End

Populate event list
Generate occurence time
Perform next event

Change simulation time,

t ≥ tend
YES

NO
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Step 1: In this step, the simulation is initialized choosing an

initial time C = 0 and a final time C4=3. The reaction conditions

(temperature and pressure) are chosen. A list containing all the

possible processes (event list) is created. This list will keep track of

the possible events, the site the reaction will take place on and the

occurrence time.

Step 2: For each process, an occurrence time is generated as:

C� = C −
1

,�
ln A (4.4)

where,� is the rate constant for the process  −→ � and A is a

uniformely distributed random number. The event list is populated

at this point.

Step 3: Check if the simulation is ended by checking if C ≥ C4=3.

Step 4: The configuration of the system is changed, performing the

event with the shortest occurrence time and update the simulation

time to the occurrence time of the performed event. Some reactions

might be impossible to perform at this step; the reaction is in such

cases discarded and the next possible reaction is performed.

Step 5: If the last step executed produced new possible reactions,

the event list is updated including those events. In order to save

some computational time, this action is performed only in the

neighborhood of the site where the last reaction occurred.

Step 6: End of the simulation; all the relevant data is saved.

With this algorithm, the time steps are determined mainly by

the reaction rate of the fastest processes, since those will be the

events with the highest probability to be executed. In KMC, this is

a problem, as the rates of elementary reactions can differ orders

of magnitude. The reaction rate of diffusion events, for example,

can be orders of magnitudes higher than the ones of chemical

reactions. This can make the simulation too computationally costly,

since most simulation time will be used to perform the fast events.

One of the simplest ideas to solve this problem, is to reduce the

rate constant of these processes so that the system will still be

brought in equilibrium, but on a shorter time scale. This should

be done performing different simulations to find out how much

the rate constant should be reduced, for example, by increasing

the diffusion barrier. More sophisticated approaches have been

developed to tackle this problem. The idea is to find the events

which are in equilibrium, and increase the reaction rate constants

of these events [83–85]. In Paper II, the simplest approach has been

used, increasing the diffusion barrier of CO diffusion.
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4.3 Analyzing reaction kinetics

In this section, a discussion about results from KMC simulations

and how properties can be obtained is presented.

Coverages and turnover frequency

In order to study the kinetics of a reaction, it is important tomonitor

which species are present on the surface. Coverage represents the

abundance of a specie on the studied system. Coverages can also

be compared with experimental measurements, like X-ray pho-

toemission spectroscopy or temperature programmed desorption.

Information on the coverage is useful not only for comparison to

experiments, but also to understand better the kinetics. Knowing,

for example, that during CO oxidation, CO is the abundant specie,

means that focusing on a gooddescription of theCO-CO interaction

might bemore important than focusing on the adsorbate-adsorbate

interaction between other species. Moreover, the rate of a reaction

is in a mean-field picture proportional to the coverage.

Both the reaction rate and the turnover frequency (TOF) can be

used to investigate the speed of a reaction. The reaction rate is

the number of products formed per unit of time. The turnover

frequency is ameasure of the amount of products formed per active

site per unit time. When performing kMC simulations, the number

of active sites can be defined at the beginning of the simulation.

Experimentally, it is usually difficult to know which sites are active

or not, so usually the TOF is defined in terms of surface sites. This

means that the absolute value of the TOF often differs from the

experimental measurements. Nevertheless, the trend does often

agree, allowing a qualitative comparison.

Reaction orders

Considering a reaction between reactants A and B, producing the

products C and D, the reaction can be written as:

�0� + �1�
:+


:−

�2� + �3� (4.5)

where � are the stoichiometric coefficients, and with forward rate

constant :+ and backward rate constant :−. The reaction rate is

given by [6]:

A = − 1

�0

3[�]
3C

= − 1

�1

3[�]
3C

= − 1

�2

3[�]
3C

= − 1

�3

3[�]
3C

(4.6)
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1: [-] = ?-
?0

, ?0
=1 bar.

where [�] is the concentration of the specie A. If the reaction occurs

in gas phase, the concentration can be replaced by the standard

partial pressure
1
. The total rate can be expressed as a function of

the partial pressures [6]:

A =  ?
=�
�
?
=�
�
?
=�
�
?
=�
�

(4.7)

or more generally:

A =  
∏
G

?
=G
G (4.8)

where K is the equilibrium constant, and =G are the reaction

orders [6]. To obtain reaction orders from KMC, a temperature

is chosen, and different simulations are performed varying the

partial pressure of the reactant under consideration. The rate is

then fitted to this power law. Reaction orders can be compared

with experimental measurements.

4.4 Kinetic Monte Carlo simulations in
heterogeneous catalysis

In this section, the method of scaling relations Monte Carlo is

introduced. Moreover, the dependence of the catalytic activity on

the potential energy landscape is discussed, together with the

dependence of applied sticking coefficients.

Scaling relations in kinetic modeling

In heterogeneous catalysis, micro-kinetic modelling in combina-

tion with scaling relations have been used to study the catalytic

reactivity and the design of new catalysts. There exist linear scaling

relations for adsorbates bonding on metal surfaces, which relate

the energy of one adsorbate to another. Furthermore, relations

known as the Brønsted-Evans-Polanyi (BEP) relations [86, 87],

relate the activation energy to the adsorbates adsorption energy

[88]. For a large number of heterogeneous catalytic reactions, such

relations between intermediates and transition states have been

identified [89, 90]. This means that the energies of all the reaction

intermediates and transition states can be expressed in terms of

the energy of a small number of descriptors. DFT can be used to

study the electronic structure of catalyst, but it is computationally

costly to study each and every possible catalyst. Scaling relations

can, thus, provide a tool that can be used to predict the behaviour

of numerous catalysts.

By use of scaling relations, the rates can be visualized in terms

of volcano plots, where the rate of the reaction are expressed as
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a function of the energy of the chosen descriptor. A schematic

is shown in figure 4.2. The idea is that plotting the rate of a

Figure 4.2: Top left: Free energy scal-

ing relation between intermediate G

and H. Top right: Brønsted-Evans-

Polanyi relation between adsorption

energies of reactants and activation

barrier. Bottom left: Scaling relations

of adsorption energies of specie A

and B with respect to the chosen

descriptor. Bottom right: Volcano plot

resulting from the binding energies.

Adapted from [91].
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reaction with respect to some adsorption property, then according

to Sabatier’s principle, the plot will have a maximum, showing the

shape like a volcano.

Despite the undeniable utility of such relations, they are not sens-

itive to the structure of the catalyst. Nanoparticles and stepped

surfaces, have different sites which present different reactivity,

which gives rise to a structural dependent kinetic. To represent the

potential energy landscape of a nanoparticle requires a detailed

analysis of a high number of energies. Study these energies by

means of DFT calculations would require an incredible amount

of computational time. It is then important to find an easier way

to obtain those energies. It has been demonstrated that adsorp-

tion energies of reactants can be described by means of different

descriptors, such as the d-band, the coordination number [92–94]

or the generalized coordination number [95]; furthermore also

in this case, the relation between the energies and the chosen

descriptor results in a linear relation. A schematic is provided on

the bottom left of figure 4.2.

Utilizing such descriptors for the binding energies of the reactants,

the site-dependent adsorption energy can be studied providing

a detailed energy landscape. In this way, it is possible to have a

clear picture of the catalyst’s activity both on nanoparticles and

on surfaces with multiple facets. This approach has been used for

example to compare the activity of CO oxidation over Pt(111) and

over nanoparticles, where the adsorption energy depend on the

adsorption site [95].
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4.5 Sensitivity of scaling relations

One question is how sensitive the kinetics of the reaction is to the

applied scaling relations. In Paper II, we approached the problem,

investigating how the activity of the CO oxidation reaction depends

on the slope of the scaling relation and on the oxygen sticking

coefficient. The reaction was studied over a platinum nanoparticle.

To apply kineticMonte Carlo, the possible events need to be defined

a priori to initialize the simulation. The elementary steps included

in the simulations are adsorption and desorption of the reactants,

adsorbate diffusion and the formation of CO2 from adsorbed CO

and O. We assume fast desorption of CO2 once it is formed. The

reaction is, thus, modeled as:

�$(6) + ∗ ↔ �$∗
�$ ∗ +∗ ↔ ∗ + �$∗
$

2(6) + 2∗ ↔ 2$∗
$ ∗ +∗ ↔ ∗ + $∗

�$ ∗ +$∗ → �$
2(6) + 2∗

where the subscript (g) represents the molecules in gas phase,

whereas ∗ denotes a surface site. In order to describe the different

sites present on the nanoparticle, the generalized coordination

number (GCN) was used. With respect to the coordination number,

the GCN also accounts for coordination of the nearest neighbors

and is defined as:

��#(8) =
=8∑
9=1

�#(9)
�#<0G

(4.9)

where CN9 is the coordination number of the atom 9. CN<0G is

for platinum 12 and the sum is over the neighbors of the site 9.

The generalized coordination number for atop sites of the used

nanoparticle are shown in figure 4.3.

GCN

Figure 4.3:Atop sites of an octahedral

nanoparticle colored accordingly to

the GCN. The particle is composed

by 976 atoms.
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By comparing simulations where the slope of the scaling relations

of the adsorption energy of CO and oxygen is changed, conclusions

can be drawn regarding the sensitivity of the kinetic Monte Carlo

method. We started comparing the activity for CO oxidation over

a nanoparticle and over Pt(111), shown in figure 4.4. The energies

used to calculate the rates in figure 4.4 are obtained from DFT

calculations..

Figure 4.4: TOF as a function of tem-

perature for CO oxidation over a nan-

oparticle (blue line) and Pt(111) (green

line). The DFT energies for these cal-

culations are taken from [95].

[
]

[ ]

DFT-slope

Pt(111)

The reason for increased activity at high temperatures of nano-sized

catalysts with respect to surface ones, is the stronger adsorption

energies at low coordinated sites. The presence of different sites

also allow to have site specific reactivity.We then changed the slope

of the scaling relations, to see how it would affect the kinetics. The

results show a small dependence of the light-off temperature on the

slope; the light-off temperature slightly increases, increasing the

slope, as shown in figure 4.5. The slope has been changed by 40%

Figure 4.5: Left: Representation of the

different slopes of the scaling rela-

tions between the adsorption energy

and the GCN. The slope for adsorp-

tion energy of CO and oxygen has

been changed equally. Right: Result-

ing turnover frequency for each differ-

ent slope. The DFT-slope represents

the scaling relation calculated by DFT

from [95].

[ ]

Slope

GCN T [K]

Pt(111)

[
]

[
]

and the light-off variation between the two limiting cases is about

100K. The highest TOF is obtained from the case when the slope is

flat, meaning that the adsorption energy of both CO and oxygen is

the same for all sites on the nanoparticle. This condition is the same
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that we would find on a surface. This result might be surprising as

it is known that nanoparticles are usually more active than surfaces

[96–98]. It should be noticed that in Paper II, the zero slope case,

corresponds to an hypothetical surface with an adsorption energy

lower than the one that would be found on Pt(111). Roughly, the

adsorption energy corresponds to the adsorption energy we would

have on the edge sites of a nanoparticle. As stated above, different

sites on a nanoparticle are active at different reactions conditions.

In figure 4.6, the activity of the different site-types is shown for all

the slopes. At low temperatures, the most active sites are edges and

[
]

Figure 4.6: Activity for the different

slope cases for the different site-type.

the (100) micro-facet. This result agrees with the highest TOF of

the zero slope case, where all the sites are edge-like. Interestingly

it is found that despite some quantitative change, the trends for

the TOF for all the nanoparticles remain the same, and a clear

trend between the potential energy landscape and the kinetic is

established.

4.6 Sensitivity of scaling relations to the
sticking coefficient of oxygen

Another factor that influences the catalytic activity is the sticking

coefficient of the reactants. The sticking probability of oxygen, has

been measured to have a dependence on the site-type [99–101].

In this case, the dependence of the kinetics on this factor was

studied performing calculations where the CO sticking coefficient

is kept constant, while the sticking coefficient of oxygen is changed.

As shown in figure 4.7, the TOF is not sensitively dependent on

the sticking coefficient. In an attempt to analyze the higher TOF

when the oxygen sticking coefficient is different on facets and
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Figure 4.7: TOF as a function of tem-

perature for the different slope cases

for the different site-type. [ [

]

]

Case 1

Case 2

Case 1=
0.1 facets

0.1 everywhere

1 edges/corners
==

=Case 2=

edges/corners, the site activity has been investigated as shown in

figure 4.8.

Figure 4.8: Left: Site activity compar-

ison between case 1 and case 2 at

700K. Right: Site activity comparison

between Case 1 and Case 2 at 800K.

[
]

[
]

700 K 800 KCase 1 Case 1Case 2 Case 2

Two temperatures have been chosen, one where the TOF remains

the same in both cases (700K) and one where the TOF is different

(800K). In the case where a higher sticking probability is assigned

to edges and corner sites, we observe a higher site activity for all

sites. The underlying reason for the increase in the TOF can be

found in the oxygen coverage. Overall the reaction kinetics has a

small dependence on the sticking coefficient.
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This chapter will discuss the results related to low temperature

CO oxidation. At low temperatures, the activity of CO oxidation

is low on platinum catalysts due to CO poisoning. In order for

the activity to increase, the coverage of CO should be reduced

and alternative reaction paths should be offered. Another problem

might be represented by the presence of competing reactions. The

main goal is to study CO oxidation on platinum nanoparticles

supported on cerium oxide. In order to do so, we break down

the reaction on the different components. We first studied CO

oxidation on platinum surfaces in order to get an understanding of

how the reaction proceeds, and the possible presence of competing

reactions. In chapter 4, we presented a study of the kinetics of

the reaction on unsupported nanoparticles, which gave an insight

into the importance of the presence of different adsorption sites.

We then studied ceria as a pristine oxide, in order to understand

its properties. We then tried to put the components together

investigating CO oxidation over ceria supported platinum cluster.

A brief schematic of the methodology is shown in figure 5.1.

Pt NP/CeO2

Pt

Pt NP

CeO2

Pt NP/CeO2

Figure 5.1: Schematic of the systems

studied in order to perform CO oxid-

ation on platinum clusters supported

on CeO2.

5.1 CO dissociation over platinum

CO dissociation over platinum has been a puzzling and con-

troversial topic in heterogeneous catalysis, despite some early

experimental evidence [102, 103]. In paper I, CO dissociation has

been studied computationally over different platinum structures,

in order to investigate the conditions at which CO oxidation may
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occur. The calculations have been carried out in a collaboration

with experimental work.

We started studying CO, carbon and oxygen adsorption on Pt(111),

Pt(100). We found that on Pt(111), CO adsorbs preferably in a fcc

position, and the same applies for oxygen and carbon. On Pt(100),

CO and oxygen prefer to adsorb on bridge sites, while carbon

prefers a hollow position.

Initially, we studied, direct dissociation of CO on Pt(111) and Pt(100).

As can be seen in figure 5.2, the potential energy landscape results

in an endothermic reaction for both surfaces, where the energy

difference between a possible final and initial state is around 2 eV.

The barriers for CO dissociation was calculated to be 4.5 eV and

Figure 5.2: Potential energy land-

scape for CO dissociation over Pt(111)

and Pt(100).
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3.95 eV for Pt(111) and Pt(100), respectively. Such high barriers

imply that CO dissociation can not occur directly on these surfaces

at low temperatures. In the literature, it has been suggested that

stepped surfaces might facilitate the dissociation [104–106]. We

decided to investigate direct dissociation over Pt(211). On Pt(211),

CO adsorbs at the four fold site at the step and the same applies

to oxygen, while carbon adsorbs in a hcp position. However, also

in this case, the reaction is endothermic, and the barrier is higher

than 2 eV. The conclusion from these initial calculations are that

CO does not dissociate directly over low index Pt-surfaces.

From the energy landscape obtained for Pt(111), Pt(100) and Pt(211),

we conclude that the final state of the reaction should be stabilized,

and the initial state should be destabilized for the dissociation to

occur. To stabilize the final state, the carbon left on the surface

after the dissociation has occurred, should occupy a four-fold site

and CO2 should be formed as a reaction product. We suggest a

Boudouard-like reaction where two CO molecules react to form

CO2 and carbon as:

2�$∗ −→ �$
2(6) + �∗ (5.1)
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We believe that for the reaction to proceed, the CO molecules

reacting should be arranged in a way so that the �∗ orbitals of two

adjacent molecules can overlap. A schematic is shown in figure 5.3.

Figure 5.3: Schematic of the interac-

tion between �∗ orbitals when the CO

molecules are tilted.

Despite this mechanism, the reaction is still endothermic on Pt(211)

in the low coverage limit with high barriers. Our conclusion is

that neither the kind of surface and the pathway alone can lead to

CO dissociation on platinum. In order to lower the barrier, the CO

adsorption step should be destabilized further, meaning we need

to account for entropy and lateral interactions. For the reaction

to occur, particular low-coordinated sites are needed, in parallel

with the Boudouard-like path and high CO coverages. These

considerations lead us to study CO oxidation over Pt carbonyls

and Pt(410).

CO dissociation over ad-atoms

CO adsorption on Pt(100) can lead to surface roughening, which

could lead to the formation of special low-coordinated sites for

the reaction. The Pt(100) surface has been chosen for the high

mobility of surface atoms over this surface [107–109]. Due to the

high mobility, single metal atoms could diffuse over the surface

and form carbonyl groups. Carbonyls are systems composed of a

number of CO molecules adsorbed over a few metal atoms. In our

case, we chose a carbonyl composed of two adsorbed COmolecules

(Pt(CO)2) on a Pt-adatom. To understandwhich systemwould have

been the most stable at the experimental conditions, we studied

the Gibbs free energy of adsorption. In this way, we can study

the stability of the system in dependence of the CO coverage. We

find that high coverages of 1ML and 1.25ML are possible at the

experimental conditions (500K, 10mbar). The Gibbs free energy

and the chosen structure can be seen in figure 5.4.

At the equilibrium conditions, the reaction proceeds between one

CO molecule adsorbed on the Pt adatom, and one CO molecule
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Figure 5.4: Left: Gibbs free energy in

dependence of temperature and pres-

sure for different CO coverages for

a Pt(CO)2 carbonyl on Pt(100). Right:

Structure with relevant coverage of

1.25ML chosen for the calculations.
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adsorbed on the Pt(100) surface below. The barrier for CO dissoci-

ation was calculated to be 1.8 eV. In figure 5.5, the structures along

the reaction coordinated are shown.

Figure 5.5: Initial (left), transition

(middle) and final (right) state for

CO dissociation on a Pt(CO)2 over

a Pt(100) surface. Top and side view.

CO coverage = 1.25ML.
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CO dissociation over Pt(410)

A second possible reaction path was considered over a step of

a Pt(410) surface. This surface was chosen as a model system

since experimentally, this surface showed high activity for CO

dissociation [104]. As for the carbonyl case, we studied the Gibbs

free energy of adsorption in order to find the most stable coverage

configuration at the used experimental conditions. As can be seen

in figure 5.6, the resulting equilibrium coverage is 0.6ML.
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Figure 5.6: Left: Gibbs free energy as

a function of CO chemical potential

for different CO coverages for Pt(410).

Right: Structure with relevant cover-

age of 0.6ML chosen for the calcula-

tions.

The barrier at the considered experimental conditions is of 2 eV. In

figure 5.7, the structures along the reaction coordinated are shown.

Figure 5.7: Initial, transition and final

state for CO dissociation on Pt(410)

with a 0.6ML CO coverage. Top and

side. Light blue atoms: Pt atoms of

the step. CO coverage = 0.6ML.

In figure 5.8, the barriers for the reaction on the two chosen model

systems are shown.

In conclusion, our results show that CO dissociation can occur

on platinum over low-coordinated sites through a Boudouard-

like mechanism where two CO molecules react to form CO2 and

leaving carbon adsorbed on the surface. In order for the reaction

to occur, high CO coverages are needed in order to destabilize its

adsorption. The carbon residues on the surface could then, with
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Figure 5.8: Activation energy barrier

for CO dissociation over a Pt carbonyl

and Pt(410).
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the reintroduction of O2 reoxidize carbon to CO2. Due to the high

CO coverage in the low temperature regime, and to the natural

roughness of nanoparticles used in catalysts, COdissociationmight

provide a competing reaction to CO oxidation.

5.2 Ceria as an oxide support

Ceria is a reducible oxide that can exist in three forms: stochiometric,

partially reduced and reduced. In the pristine case, the valence

structure of ceria is composed of a full oxygen 2p band and empty

4f and 5d bands. In the partially reduced case, when an oxygen

ion leaves the lattice, the two electrons left behind in the process,

localize on two cerium atoms occupying the empty 4f band. In the

reduced case, all cerium atoms are in Ce
3+

state, and the 4f and 5d

bands are merged together. A schematic of the electronic structure

of ceria for the three cases is shown in figure 5.9.

Figure 5.9: Schematic of the electronic

structure of ceria for the stochiomet-

ric, partially reduced and reduced

case respectively, adapted from [110].
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The reducibility of ceria is of importance because of the possibility

to use oxygen from the lattice as an oxygen buffer, which could

reduce the COpoisoning of the catalyst, leading to an improvement

of the reaction’s activity at low temperature. In this scenario, the

reaction path would be the Mars-van Krevelen, which is shown in

figure 5.10. In paper III, we carried out a study of CeO2 and the

formation of oxygen vacancies in this oxide.

CeO2

CeO2

CeO2

CeO2CeO2

Oxygen vacancy

Figure 5.10:Reaction pathway for CO

oxidation over ceria supported Pt nan-

oparticles.

When forming a vacancy in ceria, multiple configurations are

possible for the localization of the electrons left behind. In order

to avoid delocalization of the f-electrons, we used the PBE+U

exchange-correlation functional, which moves the system towards

a structure where the occupancy of the f-electrons is complete. Due

to the presence of two electrons that need to be localized when a

vacancy is formed, the system could be in either a singlet or triplet

state. For ceria, the singlet and triplet states are degenerate. We

found that when relaxing the system the most frequently found

configuration was a nearest neighbors (NN) one. However, a next

nearest neighbors (NNN) configuration is preferred by 0.2 eV [111].

The change in oxidation state from Ce
4+

to Ce
3+

when an oxygen

vacancy is formed, results in elongated O-Ce
3+

bond lengths.

Preparing the structure before relaxation, elongating the bonds of

the oxygen atoms with two cerium atoms in NNN position, we

managed to find a NNN configuration for the localized electrons.

In figure 5.11, the two structures are shown together with the

charge density of the cerium atoms where the charge localises.

Due to the structure of ceria, formed by tri-layers of O-Ce-O, we

also investigated the formation on the sub-surface. Also in this

case, a configuration where the electrons localize on NNN cerium
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Figure 5.11: Structure and charge

density for an oxygen vacancy in

CeO2(111). Left: NN configuration.

Right: NNN configuration

atoms is preferred. In such a configuration, the sub-surface vacancy

is found to be 0.24 eV more stable than the surface vacancy. The

electron localisation strongly depends on the structure relaxation.

It has been shown, in fact, that not relaxing the system leads to

the electrons delocalisation on three or four cerium atoms [112].

The relaxation breaks the symmetry of the delocalized solution.

The subsurface vacancy seems to be preferred since the distortions

that arise from the relaxation are longer than in the case of a

surface vacancy. The Madelung potential is used to determine

the electrostatic potential of an ion in a solid. The ions are, in

this case, approximated as single point charges. In metal oxides,

the Madelung potential decreases (less attractive) decreasing the

vacancy formation energy [113]. In ceria, the NNN position seems

to be preferred due to a lower Madelung potential with respect to

the NN case [110, 112].

The presence of oxygen vacancies can be experimentally measured

with techniques such as STEM. In order to see if other techniques,

like XPS, could be used to measure the presence of vacancies,

we performed a CLS calculation for the pristine surface and for

the vacancy system. In the experimental literature, when XPS

measurements are done on ceria systems, usually shifts in the O1s

state are assigned to the formation of oxygen vacancies [114–117].

In paper III, we performed core level shifts calculations, in order

to understand if the formation of vacancies results in O 1s shifts.

From our calculations, we find a CLS of -0.49 eV for the pristine

surface and -0.48 eV for the vacancy system. The negative shift

of the oxygen vacancy indicates that it is favorable to have the

core-hole at the surface with respect to the bulk. Another CLS

calculation has been performed when an OH group is present on

the surface. For such system, a shift of 2.25 eV is calculated. In

figure 5.12, the structures used for the calculations are shown, and

in figure 5.13, the CLS calculations are summarized.

Experimentally it is common to assign shifts in the XPS spectra of

' 1 eV to the formation of oxygen vacancies [114, 115, 118], however,

from our calculations we find that the shifts for the pristine surface

and for the vacancy system are very similar. Such similar shifts
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c)b)a)

Figure 5.12: a) Pristine CeO2. b)NNN

vacancy on CeO2. c) Dissociated hy-

drogen on CeO2.

-1-0.500.511.522.53
CLS (eV)

CeO2OH

OV

Pristine

Figure 5.13: CLS calculation. From

the top: CLS for adsorbed hydrogen,

forming an OH group, vacancy sys-

tem and pristine surface.

could not be measurable in an XPS experiment, and we suggest

that the measured experimental shift could be instead explained

by the adsorption of hydrogen on the surface and subsequent

formation of OH groups.

5.3 CO oxidation on Pt/CeO2

In figure 5.10, we show the schematic for the path for CO oxidation

over ceria. At low temperatures, when the Pt nanoparticle would

be CO poisoned, the CO on the nanoparticle can react with lattice

oxygen, resulting in CO2 and an oxygen vacancy. In the next step,

O2 can then be adsorbed, replenishing the vacancy. CO can then

react with one of the O2 atoms coming back to the original state.

To study this reaction and calculate the energies involved, we

chose a model system composed of a Pt rod composed by 32

atoms supported on CeO2(111). This system has been chosen to

model a nanoparticle. We decided to keep the ceria lattice constant

unchanged, straining the Pt instead. The resulting structure can be

seen in figure 5.14.
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Figure 5.14: Pt rod supported on

CeO2(111). Left: top view. Right: side

view.

When single atoms of platinum are adsorbed on a pristine ceria

surface, it has been shown that the oxidation state will be +2. When

single atoms start to cluster, upon charge redistribution from the

ceria to the cluster, the platinum will be in its usual +4 state [119].

From the Bader charge analysis of the system, we see that when

the platinum rod is introduced, some charge is transferred from

the ceria surface to the rod. This surplus charge will mostly go to

the platinum atoms at the interface. Following the previous study

on ceria, we know that there will be two free electrons upon the

formation of an oxygen vacancy. In order to understand if these

electrons would delocalise on Pt or localise on ceria, we performed

density of state calculations for the vacancy system, presented in

figure 5.15. In this system, the vacancy formation energy results to

Figure 5.15: Top: Projected DOS for

Pt. Bottom: Projected DOS for ceria.
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be 1.92 eV, which is 0.24 eV less endothermic than on CeO2(111). In

table 5.1 adsorption energies for CO and O on different sites of the

rod are shown.

With respect to the previous studies on CO and O adsorption on
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�03B (eV) CO O

a-top -1.97 -0.84

bridge -1.98 -1.61

Top of the rod -1.71 -1.81

Table 5.1: Adsorption energies of CO

and O on different sites of the suppor-

ted Pt rod.

platinum, we find that CO adsorbs less strongly on the Pt/CeO2

system than on Pt(100) and Pt(211), while it adsorbs more strongly

than on Pt(111). At the same time, oxygen has a stronger adsorption

energy in the bridge site on the rod system than on Pt(111), Pt(100)

and Pt(211). The localization of the charge on cerium atoms seems

to be of vital importance for the reaction on the system, see figure

5.14. In figure 5.16, we show the potential energy landscape for

the reaction when the charge coming from the formation of the

vacancy does not localize on ceria and when it does localize on

ceria forming two Ce
3+

atoms, respectively. As can be seen, the

0

-1

-2

E, [eV]

Reaction coordinate
CO(g) CO2(g)CO*

ΔE=1.51eV

ΔE=0.8eV

Charge delocalised on Pt
Charge localised on CeO2

Figure 5.16: Potential energy land-

scape for CO oxidation over a ceria

supported Pt rod. Green line: the

charge from the formation of the va-

cancy does not localize on cerium

atoms. Orange line: the charge from

the formation of the vacancy localizes

on cerium atoms forming two Ce
3+

atoms.

reaction is endothermic, but the charge localization reduces the

Δ� between the two basin states. At the regime of interest, which is

at low temperature, the CO coverage on platinum is high, causing

CO poisoning, so we decided to consider a higher CO coverage

in our calculations. Multiple calculations have been performed,

in order to find the most stable configuration with a 0.7ML CO

coverage. The resulting structure is shown in figure 5.17.

Figure 5.17: Pt rod supported on

CeO2(111) at 0.7MLCOcoverage. Left:

top view. Right: side view.

For the most stable configuration the adsorption energy of CO is
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reduced to -1.24 eV. As can be seen in figure 5.18, when the coverage

is high, the reaction is exothermic by 0.3 eV; both the potential

energy landscape and the Gibbs free energy are shown. The Gibbs

free energy has been calculated at 300K.

Figure 5.18: Left: Potential energy

landscape for CO oxidation over ceria

supported Pt rod for a CO coverage of

0.7ML. Right: Gibbs free energy for

CO oxidation over ceria supported Pt

rod for a CO coverage of 0.7ML at

300K.
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Under these assumptions, we started performing NEB calculations

to find the activation energy of the reaction between a COmolecule

on an interface site of the rod and a lattice oxygen in ceria. These

calculation results to be complex on such a system, where upon

the formation of an oxygen vacancy, the charge need to localize

on the cerium atoms. The electrons can, in fact, move back and

forth between the cerium atoms and the platinum rod, creating

complex lattice oscillations, which make the calculations difficult

to converge.
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The main objective of this thesis has been to get an understanding

of CO oxidation in the low temperature regime. This has been

obtained by studying a model system that experimentally has

shown high activity at low temperature, namely Pt/CeO2. A

bottom up approach has been applied, investigating both the

separated components (Pt and CeO2) and the combined system.

The methodology that has been used is density functional theory

(DFT) combined with kinetic Monte Carlo (kMC) simulations.

Many steps towards the main goal have been achieved, providing

some general understanding. Starting from platinum, we studied

COdissociation as a possible competing reaction to CO oxidation at

low temperatures. Combining DFT calculations with experimental

work, it is shown that at low temperature regimes, some structures

might give rise to special sites where CO dissociation becomes

possible. CO dissociationmight, in this case, represent a competing

reaction to CO oxidation. The dissociation proceeds through a

Boudouard pathway, where two CO molecules react, forming CO2

and leaving carbon residues on the surface. These residues poison

the surface, and the structures which showed such poisoning,

also presented a higher light-off temperature for the subsequent

CO oxidation reaction. Experimentally, there is clear evidence of

CO dissociation, and subsequent carbon poisoning on platinum.

However, the activation barriers found for the studied model

systems (Pt(410) and Pt carbonyl), are about 2 eV. These values are

lower than for the barriers found on Pt(111) and Pt(100) for direct

dissociation, but they are still high. This suggests that the chosen

model systems might not reflect the experimental situation, and

that further investigation could be necessary. Such work could

provide interesting insights on the modeling of real catalysts, in

order to avoid structures where CO dissociation can occur.

This work also contains the investigation on a widely used tool,

namely linear scaling relations. Linear scaling relations relate the

adsorption energy of reactants with a descriptor such as general-

ized coordination number or d-band center and provide a way to

describe the complete potential energy surface for systems where

different adsorption sites are present, without the need for expens-

ive computational time. It is shown that the kinetics of the system

does not show a strong dependency on the slope of such relations.

Furthermore, it has been shown how the kinetics does not seem

to be dependent on structural dependent parameters such as the

oxygen sticking coefficient. This justifies the use of approximations
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to these values. This study corroborates the use of scaling relation

for kinetics study. However, such relations depend on the reactants

and on the metal used as a catalyst. This means that our results can

not be generalized, and similar studies should be carried out for

other metal catalysts. Furthermore, linear scaling relations are rare

for oxides. For oxide catalysts or metal/oxide systems, a complete

screening of the potential energy landscape would be necessary.

We moved then to the investigation of ceria as an oxide support.

The formation of surface oxygen vacancies has been investigated,

showing that different structures are possible. It has been shown

through core level shifts (CLS) calculations that these vacancies

should not be visible in O1s XPSmeasurements. This result that the

experimental assignment of such shift to oxygen defects probably

should be reconsidered.

The knowledge obtained for the separated systems was used to

study CO oxidation over ceria supported platinum nanoparticles.

The presence of two electrons that need to be localised upon

the formation of an oxygen vacancy and the possibility for them

to localise in different configurations, make ceria a complicated

system to study computationally. The localisation of the electrons,

plays a role in the vacancy formation energy. The difference in

vacancy formation energy is reflected in the potential energy

landscape. It is shown that depending on the electronic localisation,

the reaction can be more or less endothermic. This means that

it is important to monitor where the electrons go, assuring their

localisation on ceria and not a delocalisation on platinum. For

this system, we also investigated the kinetics. Our results show

an activity at low temperature higher than on Pt(111) and than on

platinum nanoparticles. It is interesting to notice that this activity

is not due to lower activation barriers for CO oxidation. The higher

activity, in fact, derives from the possibility at low temperatures

for the reaction to follow a Mars-van Krevelen mechanism. This

suggests that the kinetics could be further improved, butmodifying

the investigated system. The activation barrier for the reaction,

depends on the vacancy formation energy. Doping the system

could, for example, lower the vacancy formation energy and,

in this way, lower the activation barrier, further increasing the

turnover frequency at low temperatures.

In conclusion, the present work shows that the low temperature re-

gime leads tomany challenges. On one hand the reaction is inactive

at low temperatures on platinum, due to the strong binding energy

of CO. In addition, reactions like CO dissociation might become

possible when performing the reaction on rough nanoparticles,

which further hinders low temperature CO oxidation. Despite the

controversial topic of CO dissociation on platinum, theoretical and
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experimental work seem to prove this as a possibility on rough Pt-

systems. These results have contributed to a better understanding

of the difficulties encountered in the low temperature regime, un-

derlying once more the important role of the catalyst’s morphology.

This understanding could provide inspiration for the fabrication of

catalysts. Moreover, it has beenmade clear how a different pathway

might make a reaction possible. This is of particular interest when

studying the CO oxidation on ceria. In this case, the reaction at low

temperature proceeds through a Mars-van Krevelen mechanism,

while at higher temperatures, it will proceed on platinum through

the Langmuir-Hinshelwood mechanism. Such result implies that a

reactionmight become possible even though the activation barriers

are similar to the ones we would have on pristine platinum, by

simply providing another route.

6.1 Outlook

The goal of this project is to provide an understanding of CO

oxidation at low temperatures, which lead us to study systems such

asCeO2. Several questions still need to be answered. In ourworkCO

oxidation seems to have a high activity at low temperatures, due to

the possibility to use lattice oxygen instead of oxygen adsorbed on

Pt. This enables a low temperature activity. The activation energies

thatwehaveobtained for theMars-vanKrevelenmechanismarenot

lower than the barriers for CO oxidation on platinum through the

Langmuir-Hinshelwood mechanism. Thus, the low temperature

activity is a consequence of not being sensitive to CO poisoning.

There is room for further improvement by lowering the barriers

for O-CO coupling. One route might be doping the oxide with the

same metal atoms the nanoparticles are composed of, in this case,

platinum. The doping could lower the energy needed to form an

oxygen vacancy, and at the same time destabilize the adsorption

of CO, resulting in a lower activation barrier. Furthermore, it

could be interesting to modify the structure of the ceria support,

studying, for example, nanosized ceria. Nanosized ceria has shown,

in fact, the possibility of oxygen spillover. In addition, the vacancy

formation energy seems to depend on the size of the nanoparticles.

Both these effects could lead to lower activation barriers and

different pathways for the reaction.
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