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Abstract

In this thesis we develop and analyze generalized finite element methods for
time-dependent partial differential equations (PDEs). The focus lies on equa-
tions with rapidly varying coefficients, for which the classical finite element
method is insufficient, as it requires a mesh fine enough to resolve the data.
The framework for the novel methods are based on the localized orthogonal
decomposition technique, introduced in [35]. The main idea of this method
is to construct a modified finite element space whose basis functions contain
information about the variations in the coefficients, hence yielding better ap-
proximation properties.

At first, the localized orthogonal decomposition framework is extended to the
strongly damped wave equation, where two different highly varying coeffi-
cients are present (Paper I). The dependency of the solution on the different
coefficients vary with time, which the proposed method accounts for automat-
ically. Then we consider a parabolic equation where the diffusion is rapidly
varying in both time and space (Paper II). Here, the framework is extended
so that the modified finite element space uses space-time basis functions that
contain the information of the diffusion coefficient. In both papers we prove
error estimates for the methods, and confirm the theoretical findings with
numerical examples.

Keywords: Strongly damped wave equation, multiscale, localized orthogonal
decomposition, finite element method, parabolic equations.
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Introduction

1 Background

The modeling of partial differential equations (PDEs) is a major topic in both
science as well as industry. Applications range from simulating the aerodynam-
ics of large aircraft to modeling of atoms on a quantum mechanic level. In this
thesis, we focus on time-dependent partial differential equations. In particular,
our interest lies in simulations on materials that are strongly heterogeneous,
e.g. composite materials. The modeling of such materials result in PDEs with
highly oscillatory coefficients. This type of problems, where the data is varying
rapidly, is referred to as multiscale problems.

One of the most common numerical approaches to solving PDEs is the finite
element method (FEM). However, for multiscale problems, FEM approxima-
tions are not accurate unless the mesh is fine enough to resolve the variations
in the data. This quickly becomes challenging in terms of computational cost
and memory. For the purpose of solving multiscale equations, several so called
multiscale methods have been developed. Some of these methods are derived
from analytical homogenization theory, such as the Heterogeneous Multiscale
Method (HMM) [11, 1] or the Multiscale Finite Element Method [19]. As these
techniques are based on an analytical framework, they require assumptions in
terms of periodicity and scale separation. In addition, there have been several
so-called numerical multiscale methods developed that circumvent these sorts
of requirements. Examples of such methods include generalized (Multiscale)
Finite Element Methods [7, 6, 12] and gamblets [37, 38]. In particular, in [35], a
generalized finite element method (GFEM) known as the localized orthogonal
decomposition method (LOD) is introduced.

The LOD method is based on the Variational Multiscale Method (VMS), first
introduced in [20]. The main idea of the method is to construct a modified
coarse-scale finite element space enriched by problem-dependent fine-scale
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2 Introduction

correctors. In turn, it was proven in [35] (and later improved in [18]) that these
correctors satisfy an exponential decay, making it possible to compute them
solely on local patches, which is one of the advantages of the LOD method.
Another strength is that the correctors are completely independent and can
be computed in parallel. In [35], convergence of optimal order is proven
independent of the variations in the data, with no assumptions made on neither
periodicity nor scale separation. The LOD method was first introduced for
elliptic equations, but has since then been further developed and analyzed for
several types of problems, including time-dependent PDEs such as parabolic
ones in [33, 34, 3, 31] and wave-type equations in [2, 32]. For more results on
the LOD method, see e.g. [17, 16, 30].

The purpose of this thesis is to extend the LOD framework for problems that
require the time-dependency to be taken into account in the construction of
the multiscale method. This thesis discusses two such cases. In Paper I, we
derive a GFEM with the LOD framework as basis for the so called strongly
damped wave equation. This case is unique as the PDE consists of two different
multiscale coefficients, while multiscale methods such as LOD are in general
designed to handle only one coefficient. In Paper II, we consider a parabolic
equation, where the diffusion varies rapidly in both time and space. In both
papers, convergence of optimal order is proven independent of the high varia-
tions in the data, and numerical examples are presented that demonstrate the
performance of the methods.

In the upcoming sections, we introduce the LOD method with its prerequisites,
and further present the methods and main results derived in Paper I and Paper
II. In Section 2 we present the classical finite element method and illustrate why
it is not sufficient for problems where the data is highly varying. In Section 3
we look at the LOD method introduced in [35] for elliptic equations. Finally,
Section 4 presents the methods and summarizes the main results from Paper I
and Paper II.

2 The finite element method

In this section, we discuss the finite element method and why it is insufficient
when the data is highly oscillatory. We restrict the discussion to the case of
elliptic PDEs with homogeneous Dirichlet boundary condition. That is, we



2. The finite element method 3

consider the equation

−∇ · (A∇u) = f, in Ω,

u = 0, on ∂Ω,
(2.1)

where Ω ⊂ Rd¸ d = 2, 3 is a bounded Lipschitz-domain with polygonal bound-
ary, f ∈ L2(Ω) is the source function, and A := A(x) ∈ L∞(Ω,Rd×dsym) is the
(highly oscillatory) diffusion coefficient that satisfies

0 < α := ess inf
x∈Ω

inf
v∈Rd\{0}

A(x)v · v
v · v ≤ ess sup

x∈Ω
sup

v∈Rd\{0}

A(x)v · v
v · v =: β <∞.

We begin by introducing the standard Sobolev spaces used in finite element
theory. Therefore, let α = (α1, . . . αd) be a multi-index, and define

Dαϕ =
∂|α|ϕ

∂xα1
1 · · · ∂xαdd

.

We say that v is the α’th order weak derivative of u if∫
Ω

uDαϕdx = (−1)|α|
∫

Ω

vϕdx, ∀ϕ ∈ C |α|0 (Ω),

where C |α|0 (Ω) is the space of |α| times continuously differentiable functions
with compact support in Ω. With the weak derivative defined, we may con-
struct the Sobolev space Hk(Ω) for k ≥ 0 as the space of all functions whose
weak derivatives of order smaller or equal to k belong to L2(Ω), i.e.,

Hk(Ω) := {v ∈ L2(Ω): Dαv ∈ L2(Ω) for |α| ≤ k},

equipped with inner product and corresponding norm

(v, w)Hk :=
∑
|α|≤k

∫
Ω

DαvDαw dx,

‖v‖2k := (v, v)Hk =
∑
|α|≤k

∫
Ω

(Dαv)2 dx.

We moreover define the corresponding seminorm on Hk(Ω) as

|v|2k =
∑
|α|=k

∫
Ω

(Dαv)2 dx.
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In particular, we introduce H1
0 (Ω) as the classical Sobolev space with norm

‖v‖2H1(Ω) = ‖v‖2L2(Ω) + ‖∇v‖2L2(Ω)

whose functions vanish on ∂Ω, in the sense of traces. In the following, we
abbreviate the L2(Ω)-norm as ‖ · ‖ := ‖ · ‖L2(Ω).

We derive the weak formulation corresponding to (2.1), on which we base our
finite element method. By standard procedure we multiply the equation by a
test function v ∈ H1

0 (Ω) and integrate by parts over the domain Ω. The weak
formulation becomes: find u ∈ H1

0 (Ω) such that

a(u, v) = (f, v), ∀v ∈ H1
0 (Ω), (2.2)

where (·, ·) is the standard L2-scalar product and a(·, ·) := (A∇·,∇·). We wish
to define a FEM for the problem by constructing a discretized version of the
weak formulation (2.2). To this end, let {Th}h>0 denote a family of shape
regular elements that form a partition of the domain Ω. For an element T ∈ Th
we define the corresponding mesh size as hT := diam(T ), and denote the
largest diameter by h := maxT∈Th hT . Now we construct the classical finite
element space using continuous piecewise linear polynomials as

Vh := {v ∈ H1
0 (Ω) : v|T , T ∈ Th, is a polynomial of partial degree ≤ 1}.

The finite element formulation now follows by considering a Galerkin ansatz
based on the discretized space Vh. More precisely: find uh ∈ Vh such that

a(uh, v) = (f, v), ∀v ∈ Vh. (2.3)

From standard a priori error analysis (see e.g. [26, Theorem 5.1]), the following
error bound is derived for the finite element approximations in (2.3)

‖uh − u‖H1 ≤ Ch‖u‖2,

This convergence result is valid for u ∈ H2(Ω), which is satisfied under the
assumption A ∈ C1(Ω) for a convex domain Ω. Assume for the moment that A
is a scalar valued coefficient. The H2-seminorm can further be bounded as

|u|2 ≤ C‖∆u‖ ≤ C‖A∇ · (∇u)‖ = C‖∇ · (A∇u)−∇A∇u‖
≤ C‖∇ · (A∇u)‖+ ‖∇A‖L∞‖∇u‖ ≤ C(1 + ‖∇A‖L∞)‖f‖

where the first inequality follows from elliptic regularity and the last inequality
from ‖u‖H1 ≤ C‖f‖, which can be derived from the weak formulation. Note
here that the error is bounded by the derivative of the diffusion A. Hence, if A
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(a) Energy error. (b) A(x1, x2).

Figure 1: The left image shows the energy error |||uh − uref ||| as function of mesh size for
different choices of scales ε. The right image is the coefficient used in the case ε = 2−4.

is rapidly varying with frequency ε−1, then ‖∇A‖L∞ = O(ε−1). Consequently,
the error for the FEM has the upper bound

‖uh − u‖H1 ≤ C min{h+ hε−1, 1}‖f‖.

In practice this means that the sought convergence rate may not be achieved
unless h < ε. As ε gets smaller, i.e. the diffusion varies more rapidly, this
condition quickly becomes tough to satisfy both in terms of computational
complexity and in terms of memory.

To demonstrate this phenomenon, we present a numerical example. We set
the domain to be the unit square, i.e. Ω = [0, 1] × [0, 1], and let the diffusion
coefficient be given by

A(x1, x2) = 102 + 100 sin
(2πx1

ε

)
sin
(2πx2

ε

)
, (2.4)

where ε denotes the scale at which the diffusion varies. An example of this
coefficient when ε = 2−4 is seen in Figure 1b. We compute a reference so-
lution, denoted uref , on a fine mesh with mesh size h = 2−8, and compute
the energy error between the reference and finite element solution, uh, for
h = 2−1, 2−2, . . . , 2−7. This is done for different choices of ε = 2−1, 2−2, . . . , 2−5.
The convergence plots are seen in Figure 1a. Here we can see how the error
remains on a constant level until the mesh is able to resolve the variations
defined by ε, at which point we start to see the linear convergence behavior.
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3 Localized orthogonal decomposition (LOD)

For the purpose of solving PDEs with rapidly varying data, several multiscale
methods have been developed. In this thesis the focus lies on the Localized
Orthogonal Decomposition (LOD) method, first introduced in [35]. Widely
speaking, the goal of the LOD method is to decompose the solution space into
a coarse and a fine part. Here, the fine part is assumed to be refined enough to
be able to resolve the variations in the data, while the coarse part is used for
the main (cheap) computations.

We begin by deriving the method in its ideal case. However, there are compu-
tational difficulties arising in this method due to the resulting matrix systems
not being sparse, but dense. For this purpose, a localized version that is com-
putationally feasible is further presented. We finish this section by revisiting
the numerical example from Section 2.

3.1 Ideal method

At first, assume the mesh size h to be fixed and sufficiently small, i.e. h < ε,
so that the FE-space Vh can approximate the solution accurately. We define
the space VH similarly to Vh but with a larger mesh size H > h. Moreover, let
N denote the set of interior nodes of TH , and {λx}x∈N be the set of standard
piecewise linear basis function that span VH . Recall that computing a solution
in VH is cheap, but inaccurate as described in Section 2. The goal of LOD is to
incorporate the finescale behavior of the diffusion into VH to define a new so
called multiscale space Vms, which has the property that dim(Vms) = dim(VH)
so that the computations are cheap, but with an error bound independent of ε.

For the construction of the multiscale space we require an interpolant IH :
Vh → VH with the projection property IH ◦ IH = IH that for all T ∈ TH satisfies

H−1
T ‖v − IHv‖L2(T ) + ‖∇IHv‖L2(T ) ≤ CI‖∇v‖L2(N(T )), v ∈ Vh, (3.1)

where N(T ) := {T ′ ∈ TH : T ′ ∩ T 6= ∅} and HT := diam(T ). Furthermore, for
a shape-regular and quasi-uniform partition, the estimate (3.1) can be summed
into the global estimate

H−1‖v − IHv‖L2(Ω) + ‖∇IHv‖L2(Ω) ≤ Cγ‖∇v‖L2(Ω),

where Cγ depends on the interpolation constant CI and the shape regularity
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parameter defined as

γ := max
T∈TH

γT , where γT =
diam(BT )

HT
.

Here BT denotes the largest ball inside T . There are several choices of inter-
polants that can be used for the construction. A commonly used example, used
for the numerical examples in both Paper I and Paper II, is IH = EH ◦ ΠH ,
where ΠH is the piecewise L2-projection onto P1(TH), the space of affine func-
tions on each triangle T ∈ TH , and EH : P1(TH)→ VH is an averaging operator
that, to each free node x ∈ N , assigns the arithmetic mean of corresponding
function values on intersecting elements, i.e.

(EH(v))(x) =
1

card{K ∈ TH : x ∈ K}
∑

K∈TH :x∈K

v
∣∣
K

(x).

For more discussion regarding possible choices of interpolants, see e.g. [13] or
[39].

For any function v ∈ H1
0 , IHv describes the coarse part of the solution in the

space VH . The remainder part, (1− IH)v, contains fine-scale features of v that
are not captured by the coarse space. These fine-scale functions configure the
so-called fine-scale space, defined by the kernel of the interpolant, i.e.,

Vf := ker(IH) = {v ∈ Vh : IHv = 0}.

That is, Vf consists of the finescale features of the solution which the FE-space
is unable to capture. Consequently, this leads to the solution space being
decomposed as

Vh = VH ⊕ Vf ,

so that every function v ∈ Vh can be uniquely written as v = vH + vf where
vH ∈ VH and vf ∈ Vf . The LOD method is characterized by correcting coarse
functions by appropriate projection into Vf . Thus, let Qf : Vh → Vf be the
Ritz-projection onto Vf , i.e., Qfv ∈ Vf satisfies

a(Qfv, w) = a(v, w), ∀w ∈ Vf .

Using this Ritz-projection we create our multiscale space as

Vms := VH −QfVH .
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(a) φx. (b) λx − φx.

Figure 2: The basis correction φx (left) and corresponding modified basis function
λx − φx (right) for a coarse node x ∈ N positioned at (0.375, 0.500) in the unit square.

Note that for all vms ∈ Vms and vf ∈ Vf it holds that

a(vms, vf) = a(vH −QfvH , vf) = a(vH , vf)− a(QfvH , vf) = 0.

Hence, the Ritz-projection Qf yields an orthogonal splitting with respect to the
bilinear form a(·, ·) as

Vh = Vms ⊕ Vf .

Since Vms is the orthogonal complement to Vf it holds that dim(Vms) = dim(VH),
but unlike VH it moreover contains fine-scale features of the diffusion due to
the Ritz-projection. For the construction of the multiscale space, we want to
compute the projection for a fixed set of functions. Hence, we use the Ritz-
projection to construct so-called basis correctors, φx := Qfλx ∈ Vf for each
coarse node x ∈ N as solutions to the (global) corrector problem

a(φx, w) = a(λx, w), ∀w ∈ Vf . (3.2)

The basis for Vms is then given by {λx − φx}x∈N , which can be viewed as a
modified basis that holds information on the fine-scale behavior of the diffusion.
An example of a computed basis corrector φx and its corresponding modified
basis function, λx − φx, is illustrated in Figure 2.

Given the multiscale space, the ideal LOD method reads: find ums ∈ Vms such
that

a(ums, v) = (f, v), ∀v ∈ Vms. (3.3)

In [35], the following theorem on an a priori error bound is derived for the
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method.

Theorem 3.1. Let uh be the solution to (2.3) and ums the solution to (3.3). Then the
error is bounded by

‖ums − uh‖H1 ≤ CH‖f‖,

where C is independent of the variations in A, but depends on the upper and lower
bound of A.

Proof. Let e := ums − uh and note that e ∈ Vf due to the orthogonal splitting.
Hence it holds that IHe = 0. Moreover, recall the Galerkin orthogonality
a(e, vms) = 0 for vms ∈ Vms. We get

a(e, e) = −a(e, uh) = −(f, e) ≤ ‖f‖‖e‖ = ‖f‖‖e− IHe‖ ≤ CH‖f‖‖e‖H1 .

The desired estimate now follows from the equivalence of norms between the
H1-norm and the norm induced by a(·, ·).

The theorem states that the LOD method achieves convergence of optimal order,
but unlike the standard FEM, the constant is independent of the derivatives
of A. Although the method seems promising, it is in its current state based on
the global projection (3.2) onto the fine-scale space Vf . That is, it is as expensive
to solve for one basis corrector as solving the finite element problem (2.3) on
the fine scale. Moreover, by definition, each basis corrector φx has a global
support which consequently makes the linear system corresponding to (3.3)
dense. To circumvent these issues, we wish to localize the computations onto
coarse patches in order to obtain a sparse matrix system. This act of localization
is justified by the fact that each basis correction φx decays exponentially fast
away from its corresponding node x ∈ N , as proven in [35].

3.2 Localized method

To localize the corrector problem, we begin by defining the patches to which
the support of each basis function is to be restricted. For ω ⊂ Ω, let N(ω) :=
{T ∈ TH : T ∩ ω 6= ∅}, and define a patch Nk(ω) of size k as

N1(ω) := N(ω),

Nk(ω) := N(Nk−1(ω)), for k ≥ 2.
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N2(T )

N1(T )

T ∈ TH

TH

Figure 3: Illustration of patches based on an element T ∈ TH .

Given a coarse grid patch, we may restrict the finescale space Vf to it by defining

V ωf,k := {v ∈ Vf : supp(v) ⊆ Nk(ω)}.

In particular, we will commonly use ω = T ∈ TH and ω = x ∈ N as subdo-
mains. An example of how the patches spread across the grid with increasing
k is illustrated in Figure 3.

We aim to localize the computation and support of our basis correctors, φx,
by utilizing the newly defined coarse patches. For this purpose, define the
element restricted Ritz-projection QTf such that QTf v ∈ Vf is the solution to the
system

a(QTf v, w) =

∫
T

A∇v · ∇w dx, ∀w ∈ Vf .

Note here that if we sum over all elements T ∈ TH we get

a
(∑

T

QTf v, w
)

=
∑
T

a(QTf v, w) =
∑
T

∫
T

A∇v · ∇w dx = a(v, w), ∀w ∈ Vf .

That is, the global Ritz-projection is constructed by the summation

Qfv =
∑
T∈TH

QTf v.

For k ∈ N, we may restrict the projection to a patch by letting QTf,k : VH → V Tf,k
be such that QTf,kv ∈ V Tf,k solves

a(QTf,kv, w) =

∫
T

A∇v · ∇w dx, ∀w ∈ V Tf,k.
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By summation this yields the corresponding global version as

Qf,kv =
∑
T∈TH

QTf,kv.

Finally, we may construct a localized multiscale space as Vms,k := VH −Qf,kVH ,
spanned by {λx −Qf,kλx}x∈N .

We replace the multiscale space Vms by its localized version Vms,k and obtain
the localized LOD method that reads: find ums,k ∈ Vms,k such that

a(ums,k, v) = (f, v), ∀v ∈ Vms,k. (3.4)

For a given element T ∈ TH , the dimension of V Tf,k is significantly smaller
than that of Vf . Hence, the problem of finding Qf,kλx is computationally
cheaper than finding Qfλx. Moreover, due to the restricted support of the
basis correctors, the resulting linear system is also sparse (where the sparsity is
determined by the size of corresponding grid patches). Another computational
benefit is that the corrector problems are all independent and can be solved in
parallel.

In [16], the following theorem is proved for the error bound.

Theorem 3.2. Let uh be the solution to (2.3) and ums,k the solution to (3.4). Then
there exists ξ ∈ (0, 1) such that

‖ums,k − uh‖H1 ≤ C(H + kd/2ξk)‖f‖,

where C is independent of the variations in A, but depends on the upper and lower
bound of A.

The convergence is thus dependent on the choice of k. To achieve linear
convergence for the method, k should be chosen proportional to log(1/H).

3.3 Numerical example

To demonstrate the performance of the LOD method we revisit the example
from Section 2. Once again the domain is set to the unit square, and the same
coefficient as defined in (2.4) is used, where the scale at which the values
vary is set to ε = 2−6. The fine mesh is once again set to h = 2−8 so that it
resolves the fine variations of the coefficient. We compute the localized solution
ums,k, where k = log2(1/H), for H = 2−2, . . . , 2−6 and plot the energy error
|||ums,k − uref ||| where the reference solution uref is obtained using the finite
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22 23 24 25 26

1/H

2−13

2−11

2−9

2−7

LOD

FEM

O(H)

Figure 4: The energy error |||ums,k − uref ||| (blue) for different coarse mesh sizes H . For
comparison, the FEM-error |||uH − uref ||| (orange) is also plotted. The dashed line is an
O(H)-reference line.

element method on the fine mesh. For comparison, we also plot the error of
the finite element solution based on the same mesh sizes. The error plot can
be seen in Figure 4 and shows how the FEM-error remains on a constant level
throughout all mesh sizes, while the LOD-error instantly decays according to
the established theory.

4 LOD for time-dependent PDEs

The LOD method as stated so far is by now well-established for several types
of equations, where the previous section showed its usefulness in the elliptic
case. The method becomes even more advantageous with time-dependent
equations, such as the parabolic case, since the multiscale space only needs to
be computed once and can then be reused in all time steps. In this thesis, we
further extend the LOD framework by considering equations that require the
time-dependency to be taken into account in the construction of the multiscale
method. As a first example, we consider the strongly damped wave equation
that consists of two different multiscale coefficients. Here, the way the solution
depends on the different coefficients is strongly affected by what phase of the
time interval we consider. Hence the multiscale space must be constructed so
that it is automatically adjusted for this effect over time. In Paper I, a GFEM
that achieves this is derived and analyzed. The second case we consider is a
parabolic equation, where we let the diffusion be time-dependent with rapid
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variations in both time and space. The LOD method for parabolic equations
was rigorously analyzed in [34], but is only applicable for high oscillations
in spatial sense. An extension of the LOD method to the space- and time-
dependent case is developed in Paper II.

4.1 Strongly damped wave equation

Consider the strongly damped wave equation

ü−∇ · (A∇u̇+B∇u) = f, in Ω× (0, T ], (4.1)
u = 0, on ∂Ω× (0, T ], (4.2)

u(0) = u0, in Ω, (4.3)
u̇(0) = v0 in Ω, (4.4)

where T > 0 and Ω is a polygonal (or polyhedral) domain in Rd, d = 2, 3.
Here A := A(x) represents the damping coefficient, B := B(x) represents the
wave propagation speed, f := f(x, t) denotes the source function of the system,
and the solution u is a displacement function. This equation is common in
the modeling of viscoelastic materials, where the strong damping −∇ ·A∇u̇
appears when representing the stress as the sum of an elastic part and a viscous
part [8, 15]. Viscoelastic materials have several applications in engineering,
including noise dampening, vibration isolation, and shock absorption (see [24]
for more applications). In multiscale applications, both A and B are rapidly
varying. It is noteworthy that the solution is highly dependent on the damping
A in the transient phase due to the time derivative, and that in the steady state
phase it solely depends on the wave propagation speed B.

The strongly damped wave equation has been thoroughly analyzed in several
areas recently. For instance, well-posedness of the equation is discussed in [9,
23, 25], asymptotic behavior in [10, 5, 36], solution blowup in [14, 4], and decay
estimates in [22]. In particular, the FEM for the strongly damped wave equation
has been analyzed in [28] using the Ritz–Volterra projection, and [27] uses the
classical Ritz-projection in the homogeneous case with Rayleigh damping.

We begin by considering the finite element method that corresponds to the
system (4.1)-(4.4). For the spatial discretization of the problem, let Vh be defined
as in Section 2. The semi-discrete FEM becomes: find uh(t) ∈ Vh such that

(üh, v) + a(u̇h, v) + b(uh, v) = (f, v), ∀v ∈ Vh, t > 0,

with initial values uh(0) = uh,0 and u̇h = vh,0, where uh,0, vh,0 ∈ Vh are
appropriate approximations of u0 and v0 respectively. Here, the bilinear forms
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are defined as a(·, ·) := (A∇·,∇·) and b(·, ·) := (B∇·,∇·).

For the temporal discretization, let 0 =: t0 < t1 < ... < tN := T be a partition
with uniform time step τ := tn − tn−1. By applying a backward Euler scheme,
the fully discrete system reads: find unh ∈ Vh such that

(∂̄2
t u

n
h, v) + a(∂̄tu

n
h, v) + b(unh, v) = (fn, v), ∀v ∈ Vh, (4.5)

for n ≥ 2. Here, the discrete derivative is defined as ∂̄tunh = (unh−un−1
h )/τ . The

first initial value is given by u0
h ∈ Vh. The second initial value u1

h should be an
approximation of u(t1) and could be chosen as u1

h = u0
h + τv0

h. For results on
regularity and error estimates, we refer to [27]. However, although convergence
of optimal order is proven here, the involved constants are dependent on the
variations in the data, and hence not applicable in the multiscale case.

For the development of our GFEM for the strongly damped wave equation,
we begin by defining the coarse FE-space VH and the finescale space Vf :=
ker(IH) in complete analogy to Section 3. For the standard LOD method
(as used in the elliptic case [35, 18, 16], parabolic case [34, 33], and for the
wave equation [2, 32]), the definition of the Ritz-projection is based on solely
the diffusion coefficient. However, since we have two different multiscale
coefficients to incorporate in this case, we define the Ritz-projection Rf :=
VH → Vf by

a(Rfv, w) + τb(Rfv, w) = a(v, w) + τb(v, w), ∀w ∈ Vf .

Here, the operator Rf takes the role of Qf from Section 3, so that the notation
stays in line with that of Paper I. The particular choice of scalar product,
a(·, ·) + τb(·, ·), comes from the backward Euler scheme. Using this projection,
we may define the multiscale space Vms := VH −RfVH such that

Vh = Vms ⊕ Vf , and a(vms, vf) + τb(vms, vf) = 0. (4.6)

The basis functions for this multiscale space is, similarly to the standard LOD
method, defined by applying the Ritz-projection to the finite element basis
function. That is, Rfλx ∈ Vf solves the global corrector problem

a(Rfλx, w) + τb(Rfλx, w) = a(λx, w) + τb(λx, w), ∀w ∈ Vf . (4.7)

We can now construct our basis for Vms as {λx−Rfλx}x∈N , whereRfλx contains
fine-scale information on both of the multiscale coefficients.

We may now formulate our ideal method. Since the solution space can be
decomposed as Vh = Vms ⊕ Vf , the idea is to solve a coarse scale problem
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in Vms, and then add additional corrections from a problem on the fine scale
to account for the time-dependency of the problem. The method reads: find
unlod = vn + wn, with vn ∈ Vms and wn ∈ Vf such that

τ(∂̄2
t v
n, z) + a(vn, z) + τb(vn, z) = τ(fn, z) + a(un−1

lod , z), ∀z ∈ Vms, (4.8)

a(wn, z) + τb(wn, z) = a(un−1
lod , z), ∀z ∈ Vf , (4.9)

for n ≥ 2 with initial data u0
lod = u0

h ∈ Vms and u1
lod = u1

h ∈ Vms. The initial
data is chosen in Vms to simplify the implementation of the finescale correctors.
This choice does not affect the performance of the proposed method, as shown
in Paper I.

The ideal method as currently stated is defined on the entire fine grid which
is not computationally feasible. For this purpose we construct a localized
multiscale space Vms,k := VH −Rf,kVH in complete analogy to the localization
procedure in Section 3. For this localization to be valid it is required that
each basis corrector Rfλx satisfies the same exponential decay as Qfλx from
Section 3. However, we quickly note that Rfλx solves the same type of problem
as Qfλx but with diffusion A + τB, and hence satisfies the required decay
property by classical LOD theory.

With the space Vms,k defined, we are able to localize the computations corre-
sponding to the system (4.8) by replacing the multiscale space by its localized
counterpart. It remains to localize the computations of the finescale system
in (4.9), which equivalently can be written as

a(∂̄tw
n, z) + b(wn, z) =

1

τ
a(vn−1, z).

We replace the right-hand side by its localized version vn−1
k ∈ Vms,k and note

that vn−1
k =

∑
x∈N α

n−1
x (λx − Rf,kλx). Thus, we seek our localized finescale

solution as wnk =
∑
x∈N w

n
k,x, where wnk,x ∈ V xf,k solves

a(∂̄tw
n
k,x, z) + b(wnk,x, z) =

1

τ
a(αn−1

x (λx −Rf,kλx), z), ∀z ∈ V xf,k, (4.10)

so that the computation of this equation is localized to a patch surrounding the
node x ∈ N . We introduce the functions ξlk,x ∈ V xf,k as solution to the parabolic
equation

a(∂̄tξ
l
k,x, z) + b(ξlk,x, z) = a(

1

τ
χ1(l)(λx −Rf,kλx), z), ∀z ∈ V xf,k, (4.11)

for l = 1, 2, ..., N with initial value ξ0
k,x = 0, and where χ1(l) is an indicator

function that equals 1 when l = 1 and 0 otherwise. It holds that wnk,x =
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∑n
l=1 α

n−l
x ξlk,x is the solution to (4.10), which can be shown by simply inserting

it and canceling terms.

The localized GFEM then reads: find unlod,k = vnk+wnk , where vnk =
∑
x∈N α

n
x(λx−

Rf,kλx) ∈ Vms,k solves

τ(∂̄2
t v
n
k , z) + a(vnk , z) + τb(vnk , z) = τ(fn, z) + a(un−1

lod,k, z), ∀z ∈ Vms,k, (4.12)

and wnk =
∑
x∈N

∑n
l=1 α

n−l
x ξlk,x, where ξlk,x ∈ V xf,k solves (4.11).

To justify the fact that we localize the finescale equation, we furthermore require
that the functions {ξlx}Nl=1 satisfy an exponential decay as well. The following
theorem, proven in Paper I, provides this requirement.

Theorem 4.1. For any node x ∈ N , let ξnx ∈ Vf be the solution to

a(∂̄tξ
n
x , z) + b(ξnx , z) = a(

1

τ
χ1(n)(λx −Rfλx), z), ∀z ∈ Vf ,

with initial value ξ0
x = 0. Then there exist constants c > 0 and C > 0 such that for

any k ≥ 1
‖ξnx‖H1(Ω\Nk(x)) ≤ Ce−ck‖λx‖H1 ,

for sufficiently small time step τ .

For the error analysis of this method the solution is first decomposed as unlod =
unlod,1 + unlod,2, where unlod,1 has zero initial data and unlod,2 has zero source data.
The error of each decomposed part is then analyzed separately. In each case,
the error is split as

‖unlod,i − unh,i‖H1 ≤ ‖unlod,i −Xn‖H1 + ‖Xn − unh,i‖H1 = ‖θn‖H1 + ‖ρn‖H1 ,

where Xn is the solution to an auxiliary problem. We state the final result here
and refer to Paper I where the whole analysis is investigated thoroughly.

Theorem 4.2. Let unh and unlod be the solutions to (4.5) and (4.8)-(4.9), respectively.
The solutions can be split into unh = unh,1 + unh,2 and unlod = unlod,1 + unlod,2, where the
first part has vanishing initial data, and the second part a vanishing right hand side.
The errors are bounded by

n∑
j=2

τ‖ujh,1 − u
j
lod,1‖2H1 ≤ CH2

(
n∑
j=1

τ(‖f j‖2 + ‖∂̄tf j‖2) + max
j=1,...,n

‖f j‖2
)
,

n∑
j=2

τt2j‖ujh,2 − u
j
lod,2‖2H1 ≤ CH2(‖∂̄tu1

h‖2H1 + ‖u1
h‖2H1 + ‖u0

h‖2H1),
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for n ≥ 2, where the constants are independent of variations in A and B, but depend
on the upper and lower bounds of A and B.

4.2 Parabolic equation with time-dependent diffusion

The second case we consider for the extension of the LOD framework is the
parabolic equation of the form

u̇−∇ · (A∇u) = f, in Ω× (0, T ], (4.13)
u = 0, on ∂Ω× (0, T ], (4.14)

u(0) = 0, in Ω, (4.15)

where T > 0 and Ω is a polygonal (or polyhedral) domain in Rd, d = 2, 3. In
contrast to the parabolic case dealt with in [34], we haveA := A(t, x) with rapid
oscillations in both time and space. We remark that the choice of zero initial
data is made to simplify the presentation of our proposed method, and that
nonzero data can be considered with just a few alterations. The parabolic equa-
tion (4.13) appears in several real life applications, where common examples
include heat transfer and modeling of pressure in compressible flow [40, 29, 21].
In particular, the time-dependency in the diffusion is highly relevant when
considering a heat conductor undertaking radioactive decay [42].

We begin by deriving the weak formulation corresponding to (4.13), and its
corresponding finite element formulation. Let L2(0, T ;B) and H1(0, T ;B) be
the standard Bochner spaces with norm

‖v‖L2(0,T ;B) =

(∫ T

0

‖v‖2B dt

)1/2

,

‖v‖H1(0,T ;B) =

(∫ T

0

‖v‖2B + ‖v̇‖2B dt

)1/2

where B is a Banach space with norm ‖ · ‖B. Throughout this section, we
abbreviate the Bochner spaces by omitting the interval and the domain and
write, e.g., L2(H1

0 ) := L2(0, T ;H1
0 (Ω)). We consider the following weak space-

time formulation: find u ∈ Vtr := L2(H1
0 ) ∩H1(H−1) such that∫ T

0

〈u̇, v〉+ a(t;u, v) dt =

∫ T

0

〈f, v〉dt (4.16)

for all v ∈ Vte := L2(H1
0 ). Here, we have denoted by 〈·, ·〉 the dual pairing of

H−1(Ω) and H1
0 (Ω). Moreover, the bilinear form a(t; ·, ·) : H1

0 (Ω)×H1
0 (Ω)→ R
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is defined by

a(t; v, w) :=

∫
Ω

A(t, ·)∇v · ∇w dx

for almost all t ∈ (0, T ). From here on, we omit the t-dependence and abbrevi-
ate a(·, ·) := a(t; ·, ·).

We begin by introducing the space-time discretization on the fine scale. Let
Vh be defined as in Section 2 for the spatial part. For the temporal discretiza-
tion, we introduce the fine time step τ and set ti = iτ , i = 1, . . . , Nτ as the
uniform partition with tNτ = T . Denote by Iτ the decomposition of [0, T ] into
sub-intervals [ti−1, ti], i = 1, . . . , Nτ . With respect to this discretization, we
introduce two discrete spaces, V̂τ and Vτ , as the temporal trial and test space
respectively, defined by

V̂τ := {v ∈ H1(0, T ) : v|I , I ∈ Iτ , is a polynomial of degree ≤ 1 and v(0) = 0},
Vτ := {v ∈ L2(0, T ) : v|I , I ∈ Iτ , is constant}.

Based on the above definitions of spatial and temporal spaces, we introduce
corresponding tensor-product space-time finite element spaces with respect to
the full domain [0, T ]× Ω. We set

V̂h,τ := V̂τ × Vh, Vh,τ := Vτ × Vh

as trial and test space respectively. The finite element formulation of (4.16) now
states: find uh,τ ∈ V̂h,τ such that∫ T

0

〈u̇h,τ , vh,τ 〉+ a(uh,τ , vh,τ ) dt =

∫ T

0

〈f, vh,τ 〉dt (4.17)

for all vh,τ ∈ Vh,τ . Note that, for the parabolic problem, we base our finite
element problem on a Petrov–Galerkin ansatz, i.e., the trial and test spaces do
not coincide.

For our space-time multiscale method we will, in similarity to previous LOD
based methods, introduce corresponding coarse domains. For the spatial
discretization, define VH and the interpolant IH = EH ◦ ΠH as in Section
3, and let {ϕx}x∈NH denote the standard finite element basis functions for
VH . For the temporal discretization, let T > 0 be a coarse time step, and let
Ti = iT , i = 0, 1, . . . , N . Denote by IT the decomposition of the time interval
[0, T ] into sub-intervals [Ti−1, Ti], i = 1, . . . , N of uniform size with TN = T .
Then, in analogy with the fine temporal spaces, we define V̂T and VT as coarse
temporal trial and test spaces based on the decomposition IT . Moreover let
{ζi}Ni=1 denote the piecewise linear basis functions that span V̂T , and {χi}Ni=1
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the piecewise constant basis functions that span VT , where χi = 1[Ti−1,Ti]. The
coarse space-time spaces are then set as V̂H, T := V̂T × VH as trial space, and
VH, T := VT × VH as test space.

Next, use the spatial interpolant to define the remainder spaces

Ŵh,τ :=
{
w ∈ V̂h,τ : IHw(Ti, ·) = 0 for all i = 0, . . . , N

}
,

Wh,τ :=
{
w ∈ Vh,τ : T −1

∫ Ti

Ti−1

IHw dt = 0 for all i = 1, . . . , N
}
,

which we will use as our fine trial and test spaces respectively. Note that, by
construction, V̂h,τ = V̂H, T ⊕ Ŵh,τ and Vh,τ = VH, T ⊕Wh,τ .

Our proposed space-time multiscale method is based on the Variational Multi-
scale Method, first introduced in [20], and aims to extend the LOD framework
to space- and time-dependent coefficients. The main idea is to decompose
the solution into a coarse part in V̂H, T and a remainder part in Ŵh,τ and then
consider (4.16) for test functions in the coarse test space VH, T and the fine test
space Wh,τ separately. In turn, this yields a coarse-scale and a fine-scale equa-
tion respectively. The main purpose of the fine-scale equation is to compute
certain correctors, which we utilize to enrich the coarse-scale equation with
the fine-scale behavior of the diffusion. The proposed method reads: find
ũH, T = uH, T +QuH, T ∈ (1 +Q)V̂H, T such that uH, T ∈ V̂H, T solves∫ T

0

〈 d
dt (1 +Q)uH, T , vH, T 〉+ a((1 +Q)uH, T , vH, T ) dt =

∫ T

0

〈f, vH, T 〉dt, (4.18)

for all vH, T ∈ VH, T and QuH, T ∈ Ŵh,τ solves∫ T

0

〈 d
dtQuH, T , wh,τ 〉+ a(QuH, T , wh,τ ) dt = −

∫ T

0

〈u̇H, T , wh,τ 〉+ a(uH, T , wh,τ ) dt

(4.19)

for all wh,τ ∈Wh,τ . Due to linearity, we may take (4.19) and further decompose
it into corrector problems with local space-time basis functions Λjx := ζjϕx ∈
V̂H, T as source, where j ∈ {1, . . . , N} denotes the temporal node and x ∈ NH
the spatial node that the basis function corresponds to. That is, we define a
corrector QΛjx ∈ Ŵh,τ as the solution to∫ T

0

〈 d
dtQΛjx, wh,τ 〉+a(QΛjx, wh,τ ) dt = −

∫ T

0

〈Λ̇jx, wh,τ 〉+a(Λjx, wh,τ ) dt (4.20)
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for all wh,τ ∈ Wh,τ , with initial condition QΛjx(·, 0) = 0. Note that, due to
supp(Λjx) = [Tj−1, Tj+1]×N(x) and the initial condition in (4.20), the integrals
are immediately reduced from [0, T ] to [Tj−1, T ]. Without loss of generality, we
will therefore restrict the presentation to the case j = 1 and abbreviate Λ = Λ1

x,
ζ = ζ1, and ϕ = ϕx.

We wish to solve the system (4.20) without explicitly computing the fine-scale
spaces Ŵh,τ and Wh,τ . Hence, we reformulate (4.20) as a constraint problem
posed in the full discrete space V̂h,τ and with test functions in Vh,τ . That is, let
ψ ∈ V̂h,τ be the solution of∫ T

0

〈ψ̇, v〉+ a(ψ, v) dt+

N∑
i=1

∫ Ti

Ti−1

〈λi, IHv〉dt = −
∫ T

0

〈Λ̇, v〉+ a(Λ, v) dt

(4.21a)
NT∑
j=1

〈IHψ(Tj), µj〉 = 0, (4.21b)

for all v ∈ Vh,τ , µj ∈ VH , j = 1, . . . , N , where (λ1, . . . , λN ) ∈ VH × . . . × VH
are the associated Lagrange multipliers. Note that, by construction, (4.20) and
(4.21) are equivalent, i.e. QΛ = ψ.

The method presented in (4.18)-(4.19) is referred to as our ideal method. For
the corresponding error estimate, we introduce the norms for the trial and test
space respectively as

‖v‖2Vtr
:=

∫ T

0

‖∇v(t, ·)‖2L2(Ω) + ‖v̇(t, ·)‖2H−1(Ω) dt+ ‖v(T )‖L2(Ω),

‖v‖2Vte
:=

∫ T

0

‖∇v(t, ·)‖2L2(Ω) dt,

where v :=
∑Nτ
i=1

(
τ−1

∫ ti
ti−1

v(s, ·) ds
)
χi is the mean with respect to the fine

temporal discretization. These norms are essential for the analysis of certain
space-time Petrov–Galerkin discretizations as in [41] on which our approach
relies. The error for the proposed ideal method is then quantified by following
theorem, which is proven in Paper II.

Theorem 4.3 (Error of the ideal method). Assume that the right-hand side fulfills
f ∈ L2(L2) ∩H1(H−1). Then the error between the solutions uh,τ and ũH, T satisfies

‖ũH, T − uh,τ‖Vtr
≤ C (H + T ) ‖f‖L2(L2)∩H1(H−1). (4.22)
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This theorem states that our novel method converges with optimal order. How-
ever, similarly to earlier LOD based methods, the formulation as currently
stated is ideal, but impractical. The method is based on auxiliary corrector
problems defined on the entire fine space-time grid, which is not computa-
tionally feasible, as earlier discussed. To circumvent this issue, one observes
that a corrector function ψ decays exponentially fast away from the support
of the underlying basis function Λ. Without a great impact on the approxi-
mation property, it is therefore possible to restrict the fine-scale computations
to local spatial patches as for the standard LOD, and to a limited number of
coarse time steps, yielding a localized method in both space and time. For the
temporal localization, we begin by demonstrating how the basis corrector ψ is
computed by a sequential approach. This turns into an efficient scheme whose
computations easily can be restricted in time.

To define the sequential approach, we begin by dividing the integral in (4.21)
into local integrals over [Tj−1, Tj ], j = 1, . . . , N and define for given j the local
version of V̂h,τ by

V̂ jh,τ := {v|[Tj−1,Tj ]×D : v ∈ Vh,τ}.

Further, we denote with ξj ∈ V̂ jh,τ , ξj(Tj−1) = 0 the solution of∫ Tj

Tj−1

〈ξ̇j , v〉+ a(ξj , v) + 〈λj , IHv〉dt = −
∫ Tj

Tj−1

〈Λ̇, v〉+ a(Λ, v) (4.23a)

− 〈 1
T ξj−1(Tj−1), v〉

+ a(
Tj−t
T ξj−1(Tj−1), v) dt,

〈IHξj(Tj), µ〉 = 0, (4.23b)

for all v ∈ Vh,τ , µ ∈ VH , where λj ∈ VH is the associated Lagrange multiplier.
For j = 1, we explicitly set ξ0(T0) = 0 such that the third and the fourth term
on the right-hand side of (4.23a) vanish. Note that the functions {ξj}Nj=1 are
constructed in a way such that

ψ =

N∑
j=1

(
ξj +

Tj−t
T ξj−1(Tj−1)

)
1[Tj−1,Tj ].

We emphasize that the basis function Λ only has support on the first two coarse
intervals. That is, for j > 2 the first two terms in (4.23a) (and also in (4.21a))
disappear and, consequently, ψ will begin to decay due to the parabolic nature
of the problem.
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Due to the decay property of ψ, there will be an ` ∈ N such that for j > `,
the sequential functions ξj will be of negligible size compared to the error of
the ideal method. Hence, it suffices to restrict the computations to {ξj}`j=1.
That is, we define our temporally localized corrector function by ψ` = ψ 1[0,T`],
where we refer to ` as the temporal localization parameter. We remark that simply
restricting the computations will make ψ` discontinuous, and thus it will no
longer be a function in V̂h,τ . However, this can easily be circumvented by
choosing

ψ` = ψ 1[0,T`] + T`+1−t
T ξ`(T`)1[T`,T`+1].

It remains to apply the spatial localization procedure, which follows in similar-
ity to Section 3. By combining this temporal localization procedure with the
spatial one from Section 3, we yield an efficient space-time multiscale method
for which the convergence rate from Theorem 4.3 remains valid. Details on
the decay of ψ, and the performance of the localized method are examined
numerically in Paper II.

5 Summary of papers

Paper I. In Paper I we propose and analyze the GFEM in (4.8)-(4.9), based on
the LOD method, for strongly damped wave equations with rapidly varying
data. The method is designed to handle independent variations in both the
damping coefficient and wave propagation speed respectively. It does so by
correcting for the damping in the transient phase, where it is as most effective,
and automatically transitions into correcting for the wave propagation speed
in the steady state phase, where the damping has vanished. Convergence of
optimal order is proven for the ideal method, as well as the exponential decay
of the basis corrector functions to justify the localization. Numerical examples
are presented that confirm the theoretical findings.

Paper II. In Paper II we present the GFEM (4.18)-(4.19) extending the LOD
framework to parabolic equations where the diffusion is highly oscillating in
both time and space. The method computes a coarse-scale representation of
the differential operator that contains information on the space-time variations
in the diffusion. Once the coarse-scale representation is constructed, it can
furthermore be reused to solve the system for multiple right-hand sides. Con-
vergence of optimal order is proven for the ideal method. We illustrate the
space-time decay of the basis correctors, which is necessary for the localized
scheme. Numerical examples that illustrate the error convergence and the
performance of the localized method are presented.
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