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C L I M A T O L O G Y

Cost-effective implementation of the Paris Agreement 
using flexible greenhouse gas metrics
Katsumasa Tanaka1,2,3*, Olivier Boucher2, Philippe Ciais1,  
Daniel J. A. Johansson4, Johannes Morfeldt4

Greenhouse gas (GHG) metrics, that is, conversion factors to evaluate the emissions of non-CO2 GHGs on a com-
mon scale with CO2, serve crucial functions in the implementation of the Paris Agreement. While different metrics 
have been proposed, their economic cost-effectiveness has not been investigated under a range of pathways, 
including those substantially overshooting the temperature targets. Here, we show that cost-effective metrics for 
methane that minimize the overall mitigation costs are time-dependent, primarily determined by the pathway, 
and strongly influenced by temperature overshoot. Parties to the Paris Agreement have already adopted the con-
ventional GWP100 (100-year global warming potential), which is shown to be a good approximation of cost-effective 
metrics for the coming decades. In the longer term, however, we suggest that parties consider adapting the 
choice of common metrics to the future pathway as it unfolds, as part of the recurring global stocktake, if global 
cost-effectiveness is a key consideration.

INTRODUCTION
Aligning climate policies with the goals of the Paris Agreement im-
plies revisiting the concept of greenhouse gas (GHG) metrics. Emis-
sion metrics offer a simple way to quantify the combined climate 
impacts from the emissions of a mix of radiatively active gases and 
aerosols, without requiring a model. Specifically, a metric serves as 
an exchange index to convert the emission of a non-CO2 climate 
forcer to a so-called “CO2-equivalent emission” for climate policy 
purposes (Fig. 1). Emission metrics have, however, been a subject of 
debate and evaluation (1, 2) since the inception of GWP (3, 4) in 
1990. GWP100 (100-year global warming potential), the most wide-
ly used metric today, equates the emissions of different climate forc-
ers with respect to the radiative forcing integrated over 100 years 
after a pulse emission (2). The consistency of GWP100 with policy 
goals has been questioned from physical and economic perspec-
tives, and many alternatives have been proposed (5–15). The choice 
of metrics also reflects the priority for issues of concern (16, 17), 
influencing particularly how much the emissions of CH4, a short-
lived climate forcer (SLCF) and currently the second most important 
source of radiative forcing after CO2 (2), should be reduced relative 
to those of CO2, which is of considerable importance in high CH4-
emitting countries (fig. S1). While the scientific debate on metrics 
continues (18, 19), GWP100 has been adopted as the common met-
rics for the Paris Agreement implementation (20). Adopting common 
metrics for all parties to the Paris Agreement was a vital advance in 
the development of the so-called Paris Rulebook because it will en-
able cross-party comparisons of progress toward respective nation-
ally determined contributions (NDCs), allow assessing the effect of 
specific mitigation actions and policies put in place, and permit 

trading of credits between parties. However, it is unclear how costly 
this decision will be if GWP100 is the metric that will be permanently 
used for future mitigation strategies.

Here, we evaluate the use of GWP100 and other emission metrics 
in climate mitigation strategies on the basis of their cost-effectiveness 
in reference to the Paris Agreement temperature targets. The cost-
effectiveness is one of the key principles of the United Nations 
Framework Convention on Climate Change (UNFCCC) [Article 3 
of (21)], as well as a guiding principle for climate mitigation path-
ways presented in the previous Intergovernmental Panel on Cli-
mate Change (IPCC) Assessment Reports. We use a simple globally 
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Fig. 1. The use of greenhouse gas emission metrics in climate policies and as-
sessments and its relations to modeling approaches. The figure shows our in-
terpretation that climate policies and assessments (orange-to-gray area) regard 
CO2-equivalent emissions as a surrogate indicator of climate impacts, while modeling 
approaches (blue-to-gray area) look more directly into the temperature change 
and other physical and social impacts as an indicator of climate impacts. Gray box-
es show factors, such as emissions and temperature change, along the cause-effect 
chain of climate change from left to right (green-to-gray bar), following Fig. 8.27 of 
the IPCC AR5. Solid arrows represent cause-effect relationships between such fac-
tors. The arrow where emission metrics are applied is highlighted in red. If GWP is 
used, the conversion from non-CO2 emissions to CO2-equivalent emissions implicitly 
uses radiative forcing calculations using models (dashed arrow). Likewise, if GTP 
and GCP are used, the CO2-equivalent conversion relies on temperature and miti-
gation cost calculations using models, respectively (dashed arrows). For the pur-
pose of clarity, only first-order relationships are shown. Temporal and spatial aspects 
are suppressed in the figure.
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aggregated integrated assessment model (IAM) (22, 23) that accounts 
for distinct atmospheric characteristics and emission abatement 
costs of CO2 and CH4 among other features. This model is used to 
derive a cost-effective pathway for a given temperature target and 
explore how the use of metrics can influence the pathway and mit-
igation costs. The analysis was performed for a contrasted range of 
pathways toward the Paris Agreement temperature target levels, 
including those substantially overshooting the 2°C target level tem-
porarily, which were not assessed in the IPCC Special Report “Global 
warming of 1.5 °C” (SR15) (24). Low overshoots (i.e., exceedance 
warming of up to 0.1° or 0.2°C) have been considered in previous 
related studies (25–28); however, higher overshoots above 2°C, re-
flecting the current policy trend [i.e., ~3°C warming by 2100; (29, 30)], 
have not been considered before despite their increasing likelihood. 
Overshoot pathways are intended to illustrate the relatively unexplored 
scenarios in which the world would fail to take stronger near-term 
climate actions that would have been consistent with the Paris 
Agreement; however, it would later engage in very deep mitigation, 
allowing a recovery from overshoot.

Examining the costs of using metrics in light of overshoot possi-
bilities illuminates their path dependency. According to our IAM, 
the cost-effective metric for CH4 (i.e., the ratio of the shadow prices 
of CO2 and CH4), which is known to be time-dependent under sta-
bilization pathways (7), shows larger temporal variations under 
overshoot pathways. The path and time dependency of cost-effective 
metrics led us to explore further how the choice of conventional 
CH4 metrics such as GWP100, GWP50, and GWP20 can be adapted 
in policy setting to evolving future pathways. We show that the adap-
tive use of metrics, changing from GWP100 to other shorter time 
horizon GWPs in the future, can save mitigation costs, compared to 
the permanent use of GWP100. Nevertheless, GWP100 appears to 
be a reasonably good approximation of cost-effective metrics for 
the next few decades. Hence, our study suggests that the UNFCCC 
and parties to the Paris Agreement should consider periodically as-
sessing the appropriateness of the choice of GHG metrics as future 
options unfold to pursue a cost-effective implementation of emis-
sions abatement options. Such assessments could be considered as 
part of the recurring global stocktake processes within the UNFCCC 
over the coming decades, where future mitigation actions and am-
bition levels are discussed among parties because they are related to 
potential revisions of the adopted GHG metrics.

Aligning emission metrics with emerging  
mitigation strategies
The framing of climate policy–relevant research has changed dras-
tically with the adoption of the Paris Agreement in 2015 (31), which 
calls for holding the global warming well below 2°C, pursuing efforts 
to limit the warming to 1.5°C relative to preindustrial levels (Article 
2.1), and achieving global net zero anthropogenic GHG emissions 
during the latter half of this century (Article 4.1). The temperature 
targets have led to massive research efforts on low-temperature sta-
bilization pathways, as assessed in the IPCC SR15. The SR15 high-
lighted the need for global net zero anthropogenic CO2 emissions 
by 2050 to achieve the 1.5°C goal. An increasing number of coun-
tries, municipalities, sectors, and individual firms adopted so-called 
“carbon neutrality” or zero emissions, for mid-century.

In contrast to these ambitious goals, the current policies imply 
that the global warming may reach 3°C by the end of this century 
(29, 30). While there are pressures to ratchet up the NDCs (32), 

even planned mitigation efforts may face challenges upon implemen-
tation. The demonstrations by the Yellow Vests (“gilets jaunes” in 
French), triggered in November 2018 by the opposition to rising fuel 
tax in France, were illustrative of the difficulties of implementing 
climate policies. In 2020, the global CO2 emissions dropped rela-
tive to the 2019 level as a result of the pandemic of coronavirus 
disease 2019 (33). To enable emission reductions for a longer term, 
a set of green policies have been proposed as part of the recovery 
packages (34), but it is yet unclear how the long-term emission 
trend will unfold. Given these circumstances, as argued by others 
before (35–37), it is imperative to consider a broad range of path-
ways, not only stabilization (i.e., nonovershoot) and low overshoot 
pathways toward the 2° and 1.5°C targets but also higher overshoot 
pathways, under which the temperature exceeds the target levels 
substantially before eventually settling there. Pathways overshooting 
the 1.5°C target and staying below 2°C can be interpreted as being 
in line with the Paris Agreement’s long-term goal, while pathways 
substantially overshooting the 2°C target should be seen as being in 
violation of the goal. Nevertheless, such overshoot pathways must 
be considered plausible if ambition levels are not rapidly increased 
in the next decades. However, higher overshoot pathways, particularly 
those substantially exceeding the 2°C level, are underrepresented in 
the recent literature or rarely found in IAM studies conducted after 
the adoption of the Paris Agreement. GHG metrics were evaluated 
for various temperature and forcing targets (18, 25, 27, 38), with a 
few studies analyzing metrics directly applied to the net zero GHG 
target (23, 39). However, to our knowledge, metrics have not been 
investigated under a range of plausible overshoot pathways in rela-
tion to the Paris Agreement goals.

At the 24th session of the Conference of the Parties (COP24) of 
the UNFCCC, GWP100 was adopted as the common metric to be 
used for the implementation of the transparency framework of the 
Paris Agreement [paragraph 37 of the Annex to Decision 18/CMA.1 
(20)]. The transparency framework includes guidelines for parties’ 
GHG inventories, scenario analyses, and reporting on implemented 
policies and measures, with the purpose of tracking progress with 
the implementation of each party’s NDC and informing the global 
stocktake [paragraph 1 of the Annex to Decision 18/CMA.1; (20)]. 
To be more specific, the guideline states that the GWP100 values 
shall be used as provided by the IPCC Fifth Assessment Report (AR5) 
(or a subsequent IPCC report upon future agreement), an update from 
those provided by the IPCC Second or Fourth Assessment Report 
(SAR or AR4) currently in use at the UNFCCC (40). The COP24 
decision gave an option for using other metrics in addition to 
GWP100, noting the global temperature change potential (GTP) (8) 
as an example, which equates the emissions of different climate 
forcers with respect to the final temperature change at the end of a 
chosen time horizon after a pulse emission.

While the decision has been made on the common metrics for 
the implementation of the Paris Agreement, it is important to em-
phasize that the COP24 decision contains a provision for reviewing 
and updating the guidelines for the transparency framework by 
2028 at the latest [paragraph 3 of decision 18/CMA.1; (20)] that could 
allow a shift from GWP100 toward another type of common metrics, 
provided that parties wish to pursue such an update that goes be-
yond the current decision. It should be further noted that the topic 
of common metrics is still listed as one of the sub-items of method-
ological issues in the draft provisional agenda for the 52nd session 
of the Subsidiary Body of Scientific and Technological Advice 
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(SBSTA52) (41), an advisory body to the UNFCCC on scientific and 
technical matters. The negotiations at SBSTA did not reach conclu-
sions at the previous session, and the agenda item is automatically 
pushed to the next session planned for 2021. Nevertheless, the draft 
text (42) proposed by the Chair of the previous session suggests that 
parties recognize the importance of synchronizing metrics used for 
different purposes within the UNFCCC, guided by the decision made 
for the transparency framework of the Paris Agreement. At the 
same time, the draft text shows openness to considering future sci-
entific findings on metrics in IPCC AR6, as well as views of parties 
and observers on the implications of the choice of metrics for cli-
mate change policy. In response, a group of scientists made a volun-
tary submission to UNFCCC to encourage SBSTA52 to initiate and 
conclude a review of common metrics, via a dialogue between poli-
cymakers and the research community (43).

RESULTS
Cost-effective metrics under stabilization 
and overshoot pathways
We present a first analysis of the implications of using different 
emission metrics under stabilization and overshoot pathways. To 
start with, we show the global cost-effective potential (GCP) (7, 44), 
the economic metric that can be derived from a cost-effective pathway 
of interest, which serves as a benchmark in the analysis that follows. 
Unlike GWP and GTP, which require only a physical model to be 
estimated, GCP requires calculations of both climate change and 
mitigation costs with an IAM. Our study uses the Aggregated Carbon 
Cycle, Atmospheric Chemistry, and Climate model (ACC2) version 
4.3 (22, 23) (Methods), a simple IAM that describes major physical 
and biogeochemical processes in the global earth system, as well as 
the economic relationships between mitigation levels of GHG emis-
sions and associated costs. More specifically, ACC2 consists of a 
global climate and carbon cycle model of reduced complexity com-
bined with an economic module containing marginal abatement cost 
(MAC) curves for CO2, CH4, and N2O (38, 45) (fig. S2). This model 
allows us to generate cost-effective emission pathways for given tem-
perature targets under a single modeling framework, unlike other 
more complex IAMs that are not dynamically coupled with a climate 
and carbon cycle model. The model describes primarily global 
aspects, providing no details in regional and sectoral changes. The 
temporal resolution of the model is 1 year. Limitations associated 
with the MAC curve approach are discussed in Methods and else-
where (46, 47). It needs to be kept in mind that our pathways are 
illustrative only and should be interpreted as such.

We generated 2°C stabilization, as well as 2° and 1.5°C overshoot 
pathways, on the basis of a cost-effectiveness principle by minimiz-
ing the net present value costs of abating the GHG emissions over 
time as calculated from the MAC curves (Fig. 2A, table S1, and fig. 
S3). Figure 2A shows five such illustrative pathways in comparison 
to those considered in SR15 (48) (Methods). We interpret the two 
temperature targets stated in Article 2 as stabilization targets (i.e., 
stable temperatures) in our analysis. We assume two different over-
shoot levels requiring the warming not to exceed the respective target 
after 2100 or 2150. For example, we applied a 2°C target beginning 
in 2100 in the cost-effective pathway calculation to derive our 2°C 
pathway with overshoot until 2100. Thus, the length and magnitude 
of temperature overshoot were not externally set in our analysis but 
rather an outcome of our internal cost-effective pathway calculations, 

reflecting various model assumptions (fig. S6) including, most no-
tably, the limits to negative CO2 emissions. The time scale beyond 
2100 is essential for investigating a broad range of overshoot path-
ways aligning the current trend toward a 3°C warming before the 
end of this century.

Of the five illustrative pathways, only two pathways, namely, the 
2°C stabilization pathway and the 1.5°C medium overshoot pathway, 
are generally considered as being consistent with the Paris Agree-
ment. The remaining three pathways are intended to cover the rela-
tively unexplored but increasingly relevant range reflecting current 
policy levels. These three cases illustrate how the pathway would 
appear if climate actions were limited in the near term but were en-
hanced strongly later to still aim for the target levels. The three path-
ways show a recovery from overshoot as derived under our model 
assumptions; however, the recovery, in reality, is contingent on the 
feasibility of very deep mitigation (49–51). The GHG emissions (based 
on GWP100) in these three pathways go below zero by around the 
turn of this century (fig. S3J), which may be interpreted as being 
consistent with the Paris Agreement emission target for the latter 
half of this century (23); however, these cases should be regarded 

B

A

Fig. 2. Temperature stabilization and overshoot pathways and cost-effective 
metrics for CH4. In (A), dashed green lines show the case in which the 2°C target is 
achieved without overshoot. Blue and pink lines indicate the cases in which the tem-
perature stabilizes at the 2° and 1.5°C warming levels after overshoot, respectively. 
Solid and dotted lines correspond to the cases where overshoot is assumed un-
avoidable before 2100 and 2150, respectively (termed “medium” and “high” over-
shoot, respectively, in reference to “low” overshoot considered in the IPCC SR15). 
Gray lines in the background indicate the range of temperature pathways considered 
in SR15 (Methods). In (B), the CH4 GCPs under the five pathways [line designations 
as in (A)] are shown. GWPs and GTPs with the time horizons of 20, 50, and 100 years 
are shown in solid and dashed gray lines, respectively, as a reference for comparison. 
The metric values indicated in parentheses are taken from Tables 8.A.1 and 8.SM.17 
of the IPCC AR5 (i.e., those without inclusion of climate-carbon feedbacks for 
non-CO2), unless noted otherwise. For GWP100, the panel shows four different values 
including those from earlier IPCC Assessment Reports (ARs). The GWP100 value in 
AR5 with inclusion of climate-carbon feedbacks for non-CO2 is indicated by * and 
taken from Table 8.7 of AR5.
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as a violation of the Paris Agreement because of the overshoot above 
2°C. Note that no 1.5°C stabilization pathway is included in our 
analysis because the 1.5°C target cannot be achieved without 
overshoot in our model unless we relax the abatement constraints 
(Methods) (23). The earliest possible year to achieve the 1.5°C target 
is 2085 after an overshoot of 0.35°C (in 2049) under our default 
model assumptions. Sensitivities of these pathways to underlying 
assumptions are discussed where appropriate below.

Under each of these five pathways, we calculated GCP, the metric 
most consistent with the cost-effectiveness principle. GCP is defined 
as the ratio of the willingness to pay for emitting an additional unit 
of a gas of interest to that of CO2 at each point in time under a 
cost-effective pathway, reflecting the ratio of the emission shadow 
prices between the two gases. We implicitly assume a globally con-
nected emission market (or a global emission tax system) for CO2, 
CH4, and N2O. In this analysis, we focus on the outcome of CH4, a 
potent GHG whose atmospheric response time is substantially shorter 
than that of CO2 (52). The outcome of N2O, a long-lived GHG, is 
different but does not strongly influence the overall outcome, so it 
will not be analyzed here.

Our calculations show that, under the 2°C stabilization pathway, 
the CH4 GCP rises over time until the temperature reaches 2°C 
(Fig. 2B) (7, 12, 38). GCP for CH4 is larger than GTP100 throughout 
the period and becomes larger than GWP100 (i.e., 28 in the IPCC 
AR5) after 2040. After the stabilization in 2063, GCP stays at an ap-
proximately constant level near GWP50. For the overshoot pathways, 
the rise in the CH4 GCPs occurs later and more drastically than under 
the stabilization pathway. GCPs grow after the temperature peak, 
until immediately before the temperature returns to the target levels, 
with a peak exceeding GWP20. The rise in the CH4 GCPs is associ-
ated with the priority given to CH4 mitigation to lower the tempera-
ture to the target level (fig. S4). This is because of the rapid effect 
that CH4 mitigation has on the temperature, but other factors also 
come into play. This deep CH4 abatement before the stabilization 
was not observed under the stabilization pathway. Once the target is 
met, the temperature does not have to be reduced further in our 
cost-effectiveness approach, which reduces the relative incentive to 
abate CH4 emission, resulting in the abrupt drop in GCPs. The tem-
perature is slightly decreased further after the stabilization due to 
the inertia of the physical earth system before it finally settles at the 
target level.

Our results from the five illustrative pathways of Fig. 2 show that 
the CH4 GCP is time-dependent, rises till stabilization occurs—
particularly strongly so under the overshoot pathways—and then 
becomes stable after stabilization. The long-term evolution of GCP 
depends on the type of pathways. Overshoot pathways imply larger 
changes in GCP. These results also suggest that the evolution of GCP 
is largely determined by the year when the stabilization is eventually 
achieved [related insight in (12)] and relatively insensitive to the target 
level (fig. S5), but not at all influenced by the year of the tempera-
ture peak. We further explore the sensitivity of GCP with respect to 
the assumptions on the equilibrium climate sensitivity (2° and 4.5°C, 
with 3°C by default), the discount rate (2 and 6%, with 4% by de-
fault), and the MAC curves (one case assuming a 50% higher CO2 
MAC curve and 50% lower CH4 and N2O MAC curves than the re-
spective standard MAC curves and the opposite case assuming a 50% 
lower CO2 MAC curve and 50% higher CH4 and N2O MAC curves 
than the respective standard MAC curves) (Methods). GCP is sen-
sitive to the assumptions on the discount rate and the equilibrium 

climate sensitivity while being less sensitive to the MAC curves (12); 
however, the general behavior of GCP described above holds under 
different assumptions in our IAM (fig. S6).

The cost-effectiveness of GWPs and GTPs
The time-dependent GCP is the cost-effective metric by construc-
tion, as it is derived directly from the cost-effective pathway calcu-
lation. We now estimate the economic implications of continuing 
with the time-invariant GWP100 currently in use and agreed to be 
used in the Paris Agreement implementation. The economic costs 
of using GWP100 can be calculated by imposing the metric in the 
pathway calculation, namely, on the ratios of the MACs of associated 
gases at each point in time. That is, one keeps the CH4 MAC in each 
year to be larger than the CO2 MAC in the same year by a factor of 
the CH4 GWP100. Likewise, one applies the N2O GWP100 to fix the 
ratio of the N2O and CO2 MACs over time (but this constraint on 
N2O has only a small impact on the overall results). Thus, the use of 
metrics poses additional constraints in the pathway calculation, giving 
rise to higher mitigation costs than those without the use of metrics. 
The cost increment (in terms of the discounted net present value) as 
a result of the metric use, relative to the lowest costs without the use 
of metrics (or equivalently, with the use of GCP), is analyzed as the 
“cost of metrics” in our study. Note that the use of metrics influences 
the emission and temperature pathways and can even affect the fea-
sibility of the temperature target. Thus, we made further assumptions 
to analyze the cost of metrics as explained in Methods. The method-
ology described above follows several previous studies (27, 53–55), 
but there are variations in the methodologies for metric cost calcu-
lations, requiring attention when the outcomes are compared. For 
example, some previous studies (25, 26), using more complex IAMs 
than the one used here, used CO2-equivalent emission targets de-
rived from different metrics, instead of directly constraining the 
ratios of relevant gas prices, to estimate the costs of using metrics.

Previous studies showed that the use of GWP100 does lead to some 
but not a strong disadvantage in terms of global total abatement 
costs under stabilization pathways (including small overshoot path-
ways) (25–28, 53–55). While we confirm this finding {Fig. 3; 1.4% 
[0.6%, 2.5%] higher global total mitigation costs (till 2200) than the 
least cost case, with sensitivity ranges in square brackets with respect 
to different assumptions on the climate sensitivity, the discount 
rate, and the MAC curves (Methods)}, we find that the additional 
costs of using GWP100 become larger under overshoot than under 
stabilization pathways (e.g., 4.0% [2.5%, 5.5%] under the 1.5°C high 
overshoot pathway). The costs of using GWP20 are also higher un-
der overshoot than under stabilization pathways (e.g., 10.9% [9.0%, 
11.7%] under the 1.5°C high overshoot pathway). It is worth noting 
that the use of GWP20, which is sometimes promoted because of 
concern over the near-term warming (56), yields larger long-term 
total costs than that of GWP100 under all pathways, including sen-
sitivity cases (fig. S7, except for the 2°C stabilization pathway with a 
discount rate of 6%), reflecting high CH4 abatement driven by this 
metric. The use of other time-invariant metrics, in particular, GTP100, 
creates additional costs of over 10% in all cases (fig. S8, except for 
those using the discount rate of 2%). For longer time horizons, the 
use of GWP500 and GTP500 leads to additional costs of over 8 and 
20%, respectively, under all pathways (table S2 and figs. S9 and S10). 
The high costs associated with the use of long time horizon metrics 
including GTP100 are due to the need for more CO2 abatement at a 
higher cost to compensate for CH4 emissions valued low (27, 28).
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We further show the “optimal” time horizon for GWP or GTP, 
which reduces the total mitigation costs as much as possible if im-
plemented throughout the period. We note that a related but different 
definition of the optimal time horizon is used in (10). We repeated 
the metric cost calculations by changing the metric time horizon for 
CH4 and N2O between 1 and 500 years with a 1-year interval (a 5-year 
interval above 150 years). We then identified the optimal time hori-
zon leading to lowest costs under each pathway. The GWP and GTP 
values for CH4 and N2O with a time horizon from 1 to 500 year(s) 
were calculated on the basis of Section 8.SM.11 of the IPCC AR5 
(for metrics without inclusion of climate-carbon feedbacks for non-
CO2). The calculated metric values (fig. S11) reproduced those re-
ported in Tables 8.A.1 and 8.SM.17 of the IPCC AR5. The values of 
GWPs and GTPs with long time horizons need to be taken cau-
tiously because the uncertainty in metric values increases with the 
time horizon (52, 57).

The optimal time horizon depends on the pathways, ranging be-
tween 58 [45, 86] and 110 [92, 118] years for GWP and between 29 
[25, 34] and 38 [36, 40] years for GTP (Fig. 3). In both metric cases, 
the longer the period before the stabilization year occurs, the longer 
the optimal time horizon is. The range is more confined for GTP 

than for GWP, largely reflecting the different correspondence be-
tween time horizons and metric values (fig. S11). There is, however, 
still about 4% additional costs even with the use of the optimal time 
horizon under the high overshoot pathways (for both GWP and 
GTP). This finding suggests that, no matter which time horizon is 
chosen, the use of a single GWP or GTP departs by several percent 
from cost-effectiveness under overshoot pathways. This arises from 
the fact that the temporal variations in GCPs under overshoot path-
ways cannot be well approximated by a single static GWP or GTP. It 
may be worthwhile to consider the dynamic GTP whose time hori-
zon is kept until the time of stabilization (25, 27) because it captures 
the rising trend toward the point of stabilization, which can con-
tribute to cost saving. It is known that a dynamic GTP can exceed 
GCP values under stabilization pathways (12, 38) and may follow 
the sharp rise in GCP under overshoot pathways. However, we did 
not analyze it here because it is unclear how to apply a dynamic 
GTP in the poststabilization period.

The additional costs discussed above may appear rather modest, 
and the choice of pathways has a much larger impact on the abso-
lute costs than the choice of metrics (figs. S9C and S10C). Neverthe-
less, the choice of metrics strongly influences the cost distributions 
over time and across gases (with the exception that the impacts on 
the N2O abatement costs, emissions, and concentrations are gener-
ally small; figs. S12 to S16). Previous studies (25, 26, 28) reported 
remarkable regional and sectoral impacts from the choice of 
metrics, despite relatively small global impacts. Our results imply that 
these regional and sectoral variations in cost could be larger under 
overshoot pathways.

Best available metrics among the IPCC set
From a practical perspective, it is useful to interpret our theoretical 
cost-effective outcome through the eyes of well-established metrics 
from the IPCC AR5. We thus translated the GCP results (Fig. 2B) in 
terms of GWPs (or GTPs) with representative time horizons of 20, 
50, and 100 years. In other words, we selected “best available GWPs 
(or GTPs)” from AR5, whose values are most proximate to our 
GCPs in absolute terms at each point in time, under the assumption 
that these metric values from the IPCC will not change in the future. 
In the experiment, we treated GWPs and GTPs separately because 
these are structurally different. We mainly analyze the results from 
GWPs, which are predominantly used in policies. Our approach was 
inspired by a combined use of metrics from the IPCC for climate 
impact assessments (58–63).

Under the 2°C stabilization pathway, best available metrics change 
from GWP100 to GWP50 (or from GTP50 to GTP20) shortly be-
fore 2050 (Fig. 4). Under the overshoot pathways, changes in best 
available metrics are more drastic than under the stabilization path-
way, reflecting the larger changes in GCPs with overshoot. Differ-
ences in the transitions of best available metrics come from different 
stabilization years. Another interesting outcome is that GWP100 is 
chosen from the onset under all pathways, a robust finding except 
regarding the assumed set of available metrics (Methods; figs. S17 to 
S20). If we instead assume six metrics to choose from (i.e., GWP500, 
GWP200, GWP100, GWP50, GWP20, and GWP10), it chooses 
GWP500 or GWP200 at the beginning. On the other hand, if we 
assume just two metrics in the basket of choice (i.e., GWP100 and 
GWP20), it chooses GWP100 for most of the period under all path-
ways, except for some periods shortly before the temperature stabi-
lization (fig. S17).

A

B

Fig. 3. Additional mitigation costs of using GWP and GTP with a range of time 
horizons under the stabilization and overshoot pathways. The additional 
mitigation costs (in percent) with the use of GWP and GTP relative to the lowest 
costs without the use of metrics (or equivalently, with the use of GCP) are shown in 
(A) and (B), respectively. The results with the time horizons between 1 and 150 years 
are presented. The minimum under each pathway, which is marked by a filled cir-
cle, indicates the optimal time horizon and the residual additional mitigation costs. 
The short horizontal bars vertically aligned with each minimum point indicate the 
additional mitigation costs of using best available GWPs (from the default set of
three metrics GWP100, GWP50, and GWP20) (A) or best available GTPs (from the
default set of GTP100, GTP50, and GTP20) (B) under each pathway. All horizontal
bars follow the legend in (A).
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Is it cost-effective to move from a fixed approach permanently 
using GWP100 to a flexible approach allowing future revisions of 
the metric time horizon? While the additional costs of continuously 
changing time horizons, such as the dynamic GTP, have been inves-
tigated previously (25, 27), those of discretely changing time horizons, 
which is arguably more policy relevant, have not been considered 
before. We show here that it is cost-effective to shift from the fixed 
to the flexible approach under all pathways, also taking account of 
their sensitivity cases (Fig. 5; all outcomes, that is, five representa-
tive outcomes shown in large circles, as well as sensitivity outcomes 
expressed as error bars in horizontal and vertical directions, are 
consistently on the right of the 1:1 line). The cost improvement is 
larger under overshoot than under stabilization pathways. The as-
sumed set of available metrics influences such benefit. Under the 
1.5°C high overshoot pathway (as the most extreme case), choosing 
from a set of six GWPs instead of the default set of three GWPs re-
duces the additional costs from 2.3% down to 0.46%. On the other 
hand, choosing from a set of two GWPs increases the additional 
costs to 2.5% (but still below 4.0%, the costs of using only GWP100 
under this pathway). The assumption on the discount rate has a 
larger impact on the results than those on the climate sensitivity and 
the MAC curves; however, the economic benefit for the flexible ap-
proach, relative to the permanent use of GWP100, is retained in 
all cases.

We further find that the flexible approach using best available 
metrics will cost less than any fixed approach, including one using 
the metric with the optimal time horizon. In the former case, the 
choice is limited to three GWPs, but it can be changed at any time. 
In the latter case, the choice can be any GWP with a time horizon of 
1 to 500 years, but it cannot be changed with time. Under all pathways 
including sensitivity cases (a total of 28 cases), the flexible use of 
best available GWPs is less costly than the fixed use of a single GWP 
with the optimal time horizon (Fig. 3 and fig. S7). The same finding 
was obtained from a corresponding experiment using GTPs, except 
for one case assuming the discount rate of 2% (Fig. 3 and fig. S8). 
Our results point to a fundamental limit associated with the fixed 
use of metrics and further support the flexible use of metrics under 
a range of mitigation pathways.

DISCUSSION
Implications for the Paris Agreement implementation
Our new findings support the provision of flexibility in the imple-
mentation of the Paris Agreement, especially toward metrics with 
shorter time horizons that can reflect future changes in long-term 
pathways. We argue that this aspect of mitigation planning could be 
considered at the recurring global stocktake processes (first in 2023 
and then every 5 years) by including an assessment of the cost-
effectiveness of the GHG metric choice. Following the COP24 deci-
sion [decision 19/CMA.1; (20)], the global stocktake serves as a tool 
for increasing the ambition needed from parties to achieve the goals 
of the Paris Agreement. The process is supported by a technical as-
sessment to include opportunities for enhanced mitigation action 
(two sessions in November 2022 and July 2023 for the first global 
stocktake occurrence; the deadline for materials to be considered in 
the technical assessment is expected to be August 2022). Promoting 
cost-effective emission abatement is important in this process be-
cause it can identify such opportunities and may enable increased 
ambition levels from parties. Hence, we suggest that an assessment 
of the cost-effectiveness of GHG metrics for future mitigation strat-
egies could be included as an input to the technical assessment sup-
porting the global stocktake. When deemed necessary, the global 
stocktake could recommend a revision of the Paris Agreement’s 
transparency framework to shift toward GWPs with shorter time 
horizons. We do not know yet the long-term pathway at the time of 
the upcoming first global stocktake; however, an inclusion of such 
an agenda item already at the onset of this recurring process could 
allow the necessary assessments in time to inform subsequent ses-
sions as the long-term pathway unfolds.

A change in metric values is not unprecedented at the UNFCCC.  
A small revision is already implicit in the COP24 decision to update 
GWP100 values to those in AR5 (and those in any future IPCC re-
ports), which means that the CH4 GWP100 will be revised from 21 
(SAR) or from 25 (AR4) to 28 (AR5) [or to 34 (AR5), depending on 
the treatment of climate-carbon feedbacks; (64)]. However, the 
long-term metric revisions indicated by our analysis are of a differ-
ent nature and much larger than the proposed update of GWP100 
values. This further highlights the need for GWP estimates for dif-
ferent time horizons to be continuously provided by the IPCC, irre-
spective of scientific advances in other types of metrics.

It is important to note that our suggestion is not in conflict with 
the use of GWP100 in the coming decades, except if we additionally 
consider GWP500 and GWP200. Rather, we argue for a long-term 

A

B

Fig. 4. Choices of representative GWPs and GTPs most proximate to cost-
effective metrics under the stabilization and overshoot pathways. GWPs and 
GTPs with three representative time horizons (i.e., 20, 50, and 100 years) from 
the IPCC AR5 are considered. One of the three GWPs and GTPs [in (A) and (B), re-
spectively], whose value is closest to the corresponding GCP in absolute terms, is 
shown under each pathway. The color is designated according to the time horizon 
as indicated in the legend at the bottom of each panel. On the basis of (80), we refer 
to the IPCC metric values without inclusion of climate-carbon feedbacks for non-
CO2 gases (Tables 8.A.1 and 8.SM.17 of the IPCC AR5) while noting that it is unclear 
whether the COP24 decision [paragraph 37 of the Annex to Decision 18/CMA.1; 
(20)] refers to metric values with or without inclusion of climate-carbon feedbacks 
for non-CO2 gases. It should also be noted that the IPCC AR5 does not endorse any 
metrics assessed.
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benefit for allowing flexibility in the future choice of metrics, funda-
mentally because the future pathway is unknown owing to the in-
herent uncertainties in the climate system and the unpredictability 
of future social, economic, and technological developments, and 
technically because a stabilization year, which is crucial for determining 
the metric, is not explicitly given in the Paris Agreement text. Even 
if a 2° and 1.5°C pathway is followed within this century and assuming 
that global cost-effectiveness is an important criterion for guiding 
international climate policy, the metric would still be time-dependent 
in response to changing mitigation priorities, particularly under 
overshoot pathways.

We further note the newly proposed metrics such as GWP* (15) 
or its variation (65), which can enhance the accuracy of how CO2 
and SLCF emissions are aggregated in terms of the implied warm-
ing (18, 66). The GWP* approach in essence compares CO2 emis-
sions of a certain year with a change in the rate of SLCF emissions 
over a preceding period (e.g., for 20 years). While such new metrics 
are intensively debated in recent literature, it is yet unclear to what 
extent they would require revisions of the Paris Agreement itself to 
accommodate the need for considering SLCF emissions occurring 
in preceding decades, if they are applied to the mitigation context 
that our analysis deals with. Shifting among conventional GWPs with 
different time horizons seems to be a more practical way of ensur-
ing a cost-effective implementation of the Paris Agreement.

Our approach assumes a global actor, without considering the 
potentially heterogeneous behaviors of individual actors toward 
time-dependent metrics in the absence of perfect knowledge (67). 
Nevertheless, cost-effective metrics presented here serve as a useful 
benchmark, against which more transparent metrics such as GWPs 

can be evaluated. Our cost-effective metrics and the corresponding 
shifts of GWPs depend on assumptions in the IAM required to cal-
culate future pathways. However, as presented through various sen-
sitivity analyses, the cost advantage for adapting the metric to evolving 
future was shown to be robust under a broad range of pathways. 
Our analysis dealt with overshoot pathways more prominently than 
previous related studies, putting a spotlight on scenarios where the 
Paris Agreement targets were not achieved owing to limited near-
term climate actions; however, the main conclusion on the advan-
tage of the flexible metric approach is not biased by the choice of 
pathways and was shown to be valid under all pathways. Our find-
ings suggest that, while the possibility of metric revisions should not 
impede the political progress toward the Paris Agreement imple-
mentation or disturb market-based mechanisms relying on metrics, 
there should be room for consideration of metric revisions in the 
future potentially as part of the global stocktake processes within 
the UNFCCC. The flexible use of metrics can better serve for a 
broad range of pathways under uncertain circumstances, including 
non-ideal overshoot cases.

METHODS
Model ACC2
ACC2 represents four domains of the global earth system: (i) physical 
climate system, (ii) carbon cycle system, (iii) atmospheric chemistry 
system, and (iv) economy system. The first three domains are de-
scribed in the next paragraph and the last one is described in the 
paragraph that follows. We keep the model description succinct here, 
only describing the aspects most pertinent to our present analysis. 

Fig. 5. Additional mitigation costs of shifting from the permanent use of GWP100 to the more flexible use of GWPs. This scatterplot shows the additional mitiga-
tion costs (in percent) with the permanent use of GWP100 (x axis) versus those with the use of best available GWPs (y axis), both relative to the lowest costs without the 
use of metrics (or, equivalently, with the use of GCP). The 1:1 line is indicated in black. The outcomes under default assumptions are indicated in large color circles as 
representative outcomes. The sensitivity ranges are shown in both horizontal and vertical directions and characterized by categories. In the default set of assumptions, 
the number of available metrics (or time horizons) is three (i.e., GWP100, GWP50, and GWP20), the equilibrium climate sensitivity is 3°C, and the discount rate is 4%. The 
assumptions in the sensitivity cases are indicated in parentheses in the legend. Note that horizontal error bars indicate their respective sensitivity ranges only for the fixed 
approach. The same goes for vertical error bars indicating sensitivity ranges only for the flexible approach. By definition, sensitivity ranges, with respect to the number of 
available metrics, appear only to the vertical direction. Note also that the 2°C stabilization pathway and the 1.5°C medium overshoot pathway are not considered in the 
case of 4.5°C climate sensitivity because these pathways are infeasible with the high climate sensitivity.
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The current model was developed from earlier simple climate models 
(68, 69) and produces an equivalent output with the one used in 
(23). The performance of the model (except for the economic module) 
was evaluated with those of other simple climate models under a set 
of common scenarios (70). The model is written by the General 
Algebraic Modeling System (GAMS) language.

The physical climate system is represented by an energy balance 
model coupled with a heat diffusion model (22, 71). Radiative forcing 
agents considered in the model include CO2, CH4, N2O, and SF6; 
29 species of halocarbons, tropospheric, and stratospheric O3; and 
stratospheric water vapor. Aerosol forcing is separated by three terms: 
the direct effect of sulfate aerosols, the direct effect of black carbon 
and organic aerosols, and the indirect effects of all aerosols. The 
CH4 lifetime is influenced by OH, NOx, CO, and VOC. Note that 
each forcing term is calculated separately without any gas aggrega-
tion using metrics such as GWP100. The global carbon cycle is pro-
vided by a box model: four boxes for the coupled atmosphere-ocean 
and another four for the land. Saturation of ocean CO2 uptake un-
der rising atmospheric CO2 concentrations is modeled through the 
thermodynamic equilibrium of carbonate species in the ocean (72, 73). 
The CO2 fertilization of the land biosphere is parameterized by a 
commonly used  factor. No climate-carbon feedbacks are assumed 
in our analysis; that is, carbon cycle processes are assumed to be 
insensitive to the temperature change. The equilibrium climate sen-
sitivity is fixed at 3°C, within the 1.5° to 4.5°C range suggested by 
the IPCC AR5 (in the Thematic Focus Elements 6). Other uncertain 
parameters such as those related to aerosol forcing and CO2 fertil-
ization are optimized on the basis of a Bayesian approach using his-
torical observations such as global-mean temperature changes and 
atmospheric CO2 concentrations (74). The interdependencies among 
the parameter estimates are considered, including the one between 
the climate sensitivity and the aerosol forcing strength (75). The op-
timization is performed by using CONOPT3, a nonlinear optimization 
solver provided with GAMS.

The economy module is used to estimate the costs of mitigating 
CO2 (fossil fuel origin), CH4, and N2O emissions based on a first-order 
method using global MAC curves (38, 45) (fig. S2). The MAC curves 
are assumed time-invariant and given as a function of the abatement 
level (in percent) of the respective gas relative to an assumed baseline 
level [i.e., the International Institute for Applied Systems Analysis 
(IIASA) Greenhouse Gas Initiative (GGI) A2r baseline scenario (76)]. 
The fossil fuel CO2 MAC curve is based on the output of the Global 
Energy Transition (GET) model (45), which was simulated iteratively 
under different future trajectories of the carbon price. Although the 
carbon price for a given level of emission reductions should be time-
dependent, we use a mathematical function to approximate the data 
collected from 2060 to 2100 and apply it as the MAC function 
throughout the period in our analysis. Limitations associated with 
the fixed MAC curve approach are partially but imperfectly mitigated 
by the constraints on the temporal changes in the abatement level to 
account for the technological change and socioeconomic inertia as-
sociated with emission abatement. Namely, the rate of change in the 
abatement level (i.e., first derivative) is kept below 4% per year for 
all three gases, implying a limit for the technological change; fur-
thermore, the rate of abatement change (i.e., second derivative) is 
below 0.4% per year, mimicking socioeconomic inertia. These first- 
and second-derivative constraints limit the extent of the MAC 
curves that can be used in the near term. The implication of these 
constraints is that, if the abatement starts in 2020, the abatement 

level can reach up to 20% in 2030, 60% in 2040, and 100% in 2050 
(i.e., zero emissions from fossil fuel CO2). These constraints allow 
larger changes in the abatement level than those found in the 450 parts 
per million (ppm) CO2-equivalent scenarios in the AR5 database 
[supplementary figures 12 to 14 of (23)]. The maximum abatement 
levels for CO2 (fossil fuel origin), CH4, and N2O are assumed at 112, 
70, and 50%, respectively. The abatement potential for CO2 can ex-
ceed 100% primarily because the IAM, on which our CO2 MAC 
curve is based, considers bioenergy combined with carbon capture 
and storage as an option in the mitigation portfolio (45). Such deep 
mitigation could affect biodiversity and food security through land-
use changes associated with large-scale negative emissions in a way 
that may not be acceptable in the real world (49–51), especially if 
large-scale low-diversity forest plantations and bioenergy crops 
coupled to capture and storage are the negative emissions technol-
ogies being preferentially adopted in the mid- to late century. Other 
political and governance constraints, which can be also important 
in the real world, are not considered in our model. Our approach is 
kept simple and works under the assumption that CO2 and non-
CO2 mitigation measures are interchangeable, which is partially 
true given the necessity to finance mitigation actions but may also 
break down for measures involving co-reduction of GHGs. Our MAC 
curve approach does not capture GHG abatement measures entail-
ing net negative costs that have, however, not been implemented 
because of non-economic factors. The emissions of all other gases 
and pollutants including CO2 from land-use change are prescribed 
without cost calculations (i.e., GGI A2r 480 ppm CO2-equivalent 
stabilization). The discount rate is assumed at 4% by default. We 
analyze the pathway until 2200, going beyond the 2100 time frame 
commonly analyzed. The long time frame is required to capture 
overshoot pathways under which temperatures will not return to 
2°C or lower during this century.

Pathways and metric costs
The stabilization and overshoot pathways were derived from the 
cost-effective calculation method described above. We allow the 
model to determine the abatement levels of three gases over time 
under the abatement constraints (i.e., first- and second-derivative 
constraints, as well as the upper limits of abatement levels) to arrive 
at a pathway that meets a policy objective while minimizing the global 
total costs of mitigation. Two temperature target levels (2° and 1.5°C) 
and three temperature pathway profiles [non-overshoot, medium 
overshoot (till 2100), and high overshoot (till 2150)] were consid-
ered. Temperature overshoot emerges as a consequence of how the 
temperature target is implemented: The target is assumed effective 
only after a certain point in time in the future.

It should be noted that the reference pathways against which the 
additional costs of using metrics were calculated are not identical to 
the illustrative pathways in Fig. 2. All metric cost calculations in our 
study did not use the abatement constraints, that is, the first- and 
second-derivative constraints, as well as the upper limits of abate-
ment levels, which were used to derive the illustrative pathways. These 
constraints influence the metric cost calculations and, in some cases, 
make the pathway infeasible because they can be too restrictive 
when applied together with metrics. To maintain consistency, the 
abatement constraints were also not used in the reference pathways 
to derive the cost of metrics. However, the overall pathways and 
mitigation costs without the use of abatement constraints are not 
substantially different from those with the use of such constraints, 
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except for cases with high overshoot. Another exception is the peri-
ods when the mitigation starts and when the target is met (table S2 
and figs. S12 to S16). In such periods, particularly under the over-
shoot pathways, abatement levels can change drastically in the ab-
sence of the abatement constraints, requiring careful interpretation.

Sensitivity analysis
We consider the following three sources of uncertainty: equilibrium 
climate sensitivity, discount rate, and MAC curves. The equilibrium 
climate sensitivity is assumed to be 3°C by default, with sensitivity 
cases of 2° and 4.5°C. In comparison to the 1.5° to 4.5°C range, the 
uncertainty in equilibrium climate sensitivity indicated by the IPCC 
AR5, our analysis did not consider climate sensitivity below 2°C as 
suggested by a previous study using ACC2 (74) and recent lines of 
evidences (77, 78). The discount rate is set at 4% by default and as-
sumed at 2 and 6% in sensitivity cases, spanning a typical range con-
sidered in cost-effectiveness analyses (i.e., 5 to 6% in line with market 
interest rates), as well as low discount rates suggested by recent lit-
erature (79). The uncertainty in MAC curves is generally large, and 
a related study reports an uncertainty range of ±50% in the MAC 
curves (55). We consider two cases changing the priority of CO2 
and non-CO2 mitigation alternately: one case assuming a 50% high-
er CO2 MAC curve and 50% lower CH4 and N2O MAC curves and 
the opposite case assuming a 50% lower CO2 MAC curve and 50% 
higher CH4 and N2O MAC curves. Note that we vary the assumption 
on the N2O MAC curve for consistency, but this has little influence 
on the overall results. In the sensitivity analysis, we vary the as-
sumptions on these uncertainties, just one by one from the default, 
and do not vary more than one assumption at a time owing to the 
computational burden, yielding a total of seven cases including the 
default case. A larger number of sources of uncertainty were consid-
ered in the historical inversion of the physical part of the model 
(74). However, in the metric cost analysis demanding more compu-
tational resource, we focus on the equilibrium climate sensitivity as 
the most important uncertain parameter in the physical earth sys-
tem, while acknowledging that other parameters, including those relat-
ed to climate-carbon cycle feedbacks, can also be important. Note 
that, with the climate sensitivity of 4.5°C, the 2°C stabilization pathway 
and the 1.5°C medium overshoot pathway are not feasible with the 
abatement constraints put in place. As a result, these two pathways 
are not considered also in the metric cost analysis when the climate 
sensitivity is set at 4.5°C, even though these pathways are feasible 
without the abatement constraints. The largest climate sensitivity 
that makes these target pathways feasible is 3.4°C in both cases.

In the analysis of best available metrics, we further consider the 
sensitivity of the assumed set of available metrics. The default set of 
time horizons considered for GWP and GTP are 100, 50, and 20 years. 
As a comparison, the IPCC AR5 lists the values of GWP20, 
GWP100, GTP20, GTP50, and GTP100 for a number of climate 
forcers in Table 8.A.1. AR5 also reports GWPs and GTPs with a time 
horizon of 100, 50, 20, and 10 years for a limited number of climate 
forcers in Table  8.SM.17. In contrast, the previous IPCC Assess-
ment Reports up to AR4 present the values of GWPs with a time 
horizon of 500, 100, and 20 years (GTP values are only in AR5). We 
consider the following alternative sets of available time horizons for 
GWP and GTP: two time horizons (100 and 20 years) and six time 
horizons (500, 200, 100, 50, 20, and 10 years). In the sensitivity analysis, 
we choose a time horizon from two or six available time horizons, 
the CH4 GWP (or GTP) of which is closest to GCP at each point in 

time. The chosen time horizon is also used for N2O GWP (or GTP) 
as done in the default analysis. In this exercise, we refer to the AR5 
metric values without inclusion of climate-carbon feedbacks for 
non-CO2 gases. Note that same metric values are assumed in the 
future period in our analysis. The IPCC metric values have changed 
over the assessment cycles due to several compounding and com-
peting factors, including improvement in scientific understanding 
and changing background atmospheric conditions (Section 8.7.2.1 
of the IPCC AR5). The metric values will probably be revised also in 
the future, but such changes are impossible to predict.

Scenarios obtained from the IPCC SR15
Data for the temperature pathways considered by SR15 were down-
loaded from the Integrated Assessment Modeling Consortium 1.5°C 
Scenario Explorer hosted by IIASA (48). The following five classes 
of pathways are considered in SR15: below 1.5°C, 1.5°C-low OS, 
1.5°C-high OS, lower 2°C, and higher 2°C (Table 2.1 of the IPCC 
SR15). Of 222 scenarios in the five classes, 92 temperature pathways 
are available from the Scenario Explorer website for download (ac-
cessed on 8 February 2019). Most of them are given for the period 
2005–2100 with 5- or 10-year intervals. There are two temperature 
pathways indicating temperatures substantially higher than 2°C during 
this century (one peaking at 2.3°C in 2080 and the other at 2.66°C in 
2090), which were removed from our analysis. Temperature data 
in SR15 use the 1850–1900 mean temperature as a reference. The 
1850–1900 mean temperature in our model is 0.0294°C based on 
the inverse calculation (22, 74). Thus, the SR15 temperature path-
ways shown in Fig. 2 are adjusted accordingly to account for the 
difference in the base temperature.

SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at http://advances.sciencemag.org/cgi/
content/full/7/22/eabf9020/DC1
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