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Abstract—Although forward error-correction (FEC) coding is
an essential part of modern fiber-optic communication systems,
it is impractical to implement and evaluate FEC in transmission
experiments and simulations. Therefore, it is desirable to accu-
rately predict the end-to-end link performance including FEC
from transmission data recorded without FEC. In this tutorial,
we provide ready-to-implement “recipes” for such prediction
techniques, which apply to arbitrary channels and require no
knowledge of information or coding theory. The appropriate
choice of recipe depends on properties of the FEC encoder and
decoder. The covered metrics include bit error rate, symbol error
rate, achievable information rate, and asymptotic information, in
all cases computed using a mismatched receiver. Supplementary
software implementations are available.

Index Terms—Achievable information rate, asymmetric infor-
mation, bit error rate, mismatched decoding, optical communi-
cation, performance metrics, probabilistic shaping.

I. INTRODUCTION

Forward error-correction (FEC) is ubiquitous in practically
all deployed fiber-optical communication systems. By adding a
controlled amount of overhead on top of the data payload, the
receiver can correctly decode the data even in the presence of
channel noise and other impairments, provided that the coding
scheme and overhead are suitably chosen. A common target
is a bit error rate (BER) of 10−15 after FEC (post-FEC BER),
which for a 100 Gbit/s link means about 9 bit errors per
day. It may be very time-consuming and costly to reliably
estimate even a single BER value in this ultralow regime.
Doing it multiple times in order to test different configurations
or fine-tune parameters is out of the question. Thus, system
experiments and simulations are usually carried out without
FEC. The topic of this brief tutorial is how to predict the
performance of systems with FEC from performance metrics
for systems without FEC.

The history of FEC and coded modulation for optical sys-
tems begins with hard-decision (HD) binary block codes and
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binary modulation. For such codes, including the standardized
(255, 239) Reed–Solomon code [1], theoretical approxima-
tions and tables accurately describe the relations between
pre-FEC BER and post-FEC BER [1], [2]. The pre-FEC
BER also offers good performance prediction in systems
with bit-interleaved coded modulation [3], still under HD bit-
wise decoding [4]. In systems with soft-decision (SD) FEC
decoding [5], [6] and probabilistic shaping (PS) [7], [8],
however, information-theoretic metrics are needed for accurate
performance prediction.

A good pre-FEC performance metric is one that has a
deterministic, monotonic relation with the post-FEC BER for
a given FEC code, a relation that should ideally remain the
same for a wide range of channels, modulation formats, and
signal processing algorithms. With such a metric, alternative
link configurations can be compared without implementing
any FEC, and the conclusions would be valid also with FEC.
Furthermore, the pre-FEC metric can be compared with a
precomputed threshold to predict whether the post-FEC BER
would satisfy the requirement or not.

In this paper, we give explicit expressions, or recipes, for
predicting the post-FEC performance of transmission simu-
lations or experiments using the most common HD and SD
metrics. Importantly, they are not restricted to the additive
white Gaussian noise (AWGN) channel as in some previous
works. The usage and limitations of the metrics are explained,
and software implementations and examples are provided [9].

II. DATA GENERATION AND PROCESSING

The performance metrics are computed from a set of input
and output data, which are generated according to the scheme
in Fig. 1. The constellation consists of M symbols, represented
as real-valued vectors, whose dimension D = 2 in the
common case of quadrature amplitude modulation (QAM).
Otherwise D = 1 for pulse amplitude modulation or D > 2
if multiple modes (in polarization, wavelength, time, and/or
space) are jointly modulated and demodulated. Each symbol
is associated with an index 1 ≤ i ≤M and m = log2M bits
b1(i), . . . , bm(i). An example with D = 2, M = 4, and Gray
labeling is illustrated in Fig. 1.

Throughout this paper, we are interested in FEC perfor-
mance prediction for a sequence of N symbols. The data gen-
eration process starts with drawing N independent and iden-
tically distributed indices i1, . . . , iN from a given probability
distribution pj , which is traditionally uniform (pj = 1/M ,
Sec. III–IV) and nonuniform in systems with PS (Sec. V).
The indices are then mapped to the corresponding symbols
s(i1), . . . , s(iN ) in the modulator and fed to the channel,
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Fig. 1: Data generation, performance metric computation, and
a simple bit mapping example (4-QAM).

which produces the output symbols y1, . . . ,yN . In general, the
channel represents either a physical channel (as in a lab experi-
ment) or its numerical emulation (as in a computer simulation)
and must include all relevant analog and digital operations
(e.g., filtering, D/A and A/D conversion, and synchronization,
but no FEC encoding/decoding) performed at the transmitter
and at the receiver.

As discussed in the next sections, the relevant performance
metric for the considered system depends on the decoding
strategy (SD, HD, bit-wise, symbol-wise, . . . ) employed at
the receiver. In an optimal receiver, the decoding strategy
should also account for the exact input–output relation of
the channel, which is nonlinear and bursty [10]. Since this
exact relation is generally unknown, a mismatched receiver—
designed according to a simplified (auxiliary) channel model—
is usually employed. Typically, the receiver is designed by
assuming that the output samples are simply corrupted by
AWGN with a variance per dimension equal to

σ2 =
1

DN

N∑
n=1

‖yn − s(in)‖2 . (1)

We emphasize that this is not the actual behavior of the
channel and is just the implicit assumption made, for instance,
when using a Euclidean distance metric in the decoder. In
this case, it is fundamental that the channel includes all the
processing blocks that are needed to minimize the mismatch
between the true channel and the adopted model, such as trivial
scaling, rotation, and delay as well as symbol interleaving
to disperse error bursts and more refined algorithms for
clock recovery, carrier recovery, and channel equalization. The
recipes in the following sections provide accurate performance
predictions for matched as well as mismatched receivers [4],
[11], [12].

III. RECIPES WITH HD FEC

Hard decisions means that the receiver takes a tentative
decision ı̂n on the transmitted data in corresponding to each
received vector yn. This data ı̂n is then fed into the HD FEC
decoder for possible error correction. The most common HD
rule is the minimum Euclidean distance

ı̂n = arg min
j∈{1,2,...,M}

‖yn − s(j)‖2, (2)

which implicitly assumes a mismatched receiver optimized for
the memoryless AWGN channel.

In HD systems, two standard pre-FEC metrics are the
symbol error rate (SER) Ps and BER Pb, which simply count
errors between the transmitted and received data:

Ps =
1

N

N∑
n=1

δ(in 6= ı̂n) , (3)

Pb =
1

mN

N∑
n=1

m∑
k=1

δ(bk(in) 6= bk (̂ın)) . (4)

The function δ(·) is 1 if the argument is true and 0 otherwise.
The SER is, albeit conceptually very simple, not very

useful in practice. It is relevant for nonbinary coding using
a coding alphabet of the same size as the constellation and
the Hamming distance as the FEC decoding metric. AIRs for
such systems are discussed in [11], [13]. However, nonbinary
coded modulation is not very common in practice, since its
performance gains over BICM are typically modest compared
with the significantly increased complexity [14, Sec. 7.6.4].

The BER is a relevant performance metric for BICM with
binary FEC and HD decoding, which is a very common
setup in deployed systems. If the BER (4) is below a certain
threshold, which varies depending on the selected code, then
a satisfactory post-FEC performance is guaranteed, provided
that sufficiently deep bit-interleaving is applied. Such BER
thresholds have been tabulated for many binary codes [10],
[14] of various code rates Rc. BER results and BER thresholds
are often equivalently presented in terms of the Q factor
Qhard =

√
2erfc−1(2Pb), which gives the theoretical signal-

to-noise ratio (SNR) of a binary-input AWGN channel to
achieve the same BER Pb.

The AIR using a selected code for which the BER condition
is met equals mRc bit/symbol. If on the other hand ideal FEC
coding is assumed, then the AIR with HD BICM is

AIRHD
b = m(1−H2(Pb)) ≥ mRc, (5)

where H2 is the binary entropy function [11, Eq. (25)].

IV. RECIPES WITH SD FEC

In this section, we discuss soft-decision FEC, where the
receiver does not take a decision on the transmitted index
(as in (2)), but instead, it uses soft information (reliability
information) available in the received sequence yn. Here we
consider two AIRs, which are valid for systems with symbol-
wise and bit-wise receivers, resp., namely [15, Eq. (52)–(53)]

AIRs = m− 1

N

N∑
n=1

{
log2

M∑
j=1

q(yn, s(j))

− log2 q(yn, s(in))

}
, (6)

AIRb = m− 1

N

N∑
n=1

m∑
k=1

{
log2

M∑
j=1

q(yn, s(j))

− log2

M∑
j=1

δ(bk(j) = bk(in))q(yn, s(j))

}
, (7)

where

q(y, s) = exp
(
−‖y − s‖2/(2σ2)

)
(8)
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and σ2 is given by (1).
When compared to the SER and BER recipes in (3) and (4),

the AIRs in (6) and (7) only require one additional summation,
and thus, their computation is still very simple. We emphasize
again that the choice of q(y, s) in (8) is arbitrary and might
not correspond to the actual behavior of the channel under
consideration. More details are discussed in Sec. VII.

Like the SER, AIRs is less popular because it applies to
systems based on nonbinary codes [4], and in practice binary
codes are preferred. AIRb is a relevant performance metric
for BICM with binary FEC and SD decoding. Such systems
are popular in practice because of the ease of implementation
of binary codes and the improved performance over HD-FEC.

AIRb is an AIR with BICM and ideal binary SD-FEC.
With a practical FEC, the actual rate is mRc ≤ AIRb,
while AIRb can be used to predict the post-FEC BER. When
AIRb/m is below a certain threshold, it can be claimed that
a certain post-FEC BER will be obtained at a given coding
rate Rc. The exact value of the threshold depends on the
specific code under consideration. Thresholds for AIRb/m
for a concatenated FEC scheme with various inner SD-FEC
codes and an outer HD-FEC code (not simulated) were first
published in [6, Table III]. Recently, thresholds for SD-FEC
for an approximated post-FEC BER of 10−15 have been
reported in [14, Table 7.5]. An AIRb can be converted to a Q
factor as Qsoft =

√
J−1(AIRb/m)/2, where J is defined in

[16, App.]. This is the SD analogy of Qhard in Sec. III.
The metrics discussed in this section are applicable to

soft-decision FEC where the bits and symbols are equally
likely. The soft information passed to the decoder is typically
represented using L-values (or log-likelihood ratios). These
L-values can also consider systems where bits or symbols
are transmitted with different probabilities, which is the main
focus of the next section.

V. RECIPES WITH PROBABILISTIC SHAPING

The most popular PS scheme in recent years is probabilistic
amplitude shaping, where the shaping operation, often realized
using distribution matching (DM), is placed outside the FEC
coding operation. The DM encodes on average Rp bits onto
each shaped symbol, where Rp is less than the symbol entropy
Hs = −

∑M
j=1 pj log2 pj [18]. This system uses binary FEC

and memoryless bit-wise decoding. When employing SD FEC,
bit-wise L-values

Ln,k = ln

∑M
j=1 δ(bk(j) = 0)pjq(yn, s(j))∑M
j=1 δ(bk(j) = 1)pjq(yn, s(j))

, (9)

with q given in (8), are fed into the FEC decoder for every
received vector yn.

Several performance metrics for the post-FEC BER of
systems with PS and SD FEC have been proposed [7], [8],
[17], [18]. In this short tutorial, we give a recipe for one of
them, the asymmetric information (ASI). To estimate the ASI,
we first estimate the distribution of the asymmetric L-values
La
n,k = (−1)bk(in)Ln,k via a histogram. For a given number of

bins B with separation ∆, we define a quantization function

T (`) = arg minj |` − `j | where `j = (2j − 1 − B)∆ for
j = 1, . . . , B. Using the probability estimates

Λj =
1

mN

∣∣∣{T (La
n,k) = `j : 1 ≤ n ≤ N, 1 ≤ k ≤ m

}∣∣∣
(10)

for j = 1, . . . , B, the ASI estimate is

ASI =

B∑
j=1,Λj 6=0

Λj log2

(
2Λj

Λj + ΛB+1−j

)
. (11)

For sufficiently high N and suitable choices of B and ∆, the
estimate (10)–(11) approaches the true ASI [8, Eq. (35)]. We
suggest B = 32 and ∆ = 1 as default parameters.1

The same thresholds as for AIRb/m in Sec. IV are valid
for ASI, because the ASI is an achievable binary FEC code
rate for uniform and PS signals and can be used to predict the
post-FEC BER [17]. Similarly to the case in Sec. IV, an ASI
can be converted into a Q factor as Qsoft =

√
J−1(ASI)/2.

An AIR with BICM and ideal binary SD-FEC and DM is

AIRPS
b = Hs − (1−ASI)m. (12)

With practical (nonideal) FEC and DM, the net data rate is
Rp − (1−Rc)m ≤ AIRPS

b .
A suitable metric for HD PS systems with bit-wise decoding

is the pre-FEC BER [8, Eq. (30)], which can be numerically
estimated as

PPS
b =

1

mN

N∑
n=1

m∑
k=1

δ(La
n,k ≤ 0). (13)

It determines the maximum AIR of such systems [19, Sec. II].
In the special case of pj = 1/M , PPS

b is similar to (4) for
many channels, especially at high SNR, but not identical, since
(13) applies bit-wise decisions [20] and (4) symbol-wise.

VI. EXAMPLES

Here we consider a memoryless channel with both phase
noise and AWGN, defined by yn = R(θn)s(in) +Zn, which
has been considered in many previous works [21]. Here D =
2, the matrix R(θn) denotes a rotation by a random angle
θn, which is zero-mean Gaussian with variance σ2

θ , and Zn

is independent AWGN with variance σ2
z in each dimension.

We use N = 106 samples to obtain reasonably accurate
estimates and σ2

θ = 0.01 to make the impact of phase noise
clearly visible in the considered SNR range. We study uniform
64-QAM (blue, Hs = 6 bit/symbol) and PS 256-QAM (green,
Hs = 6.3 bit/symbol), both with Gray bit mapping. Fig. 2 (top)
shows the SER and BER estimates as functions of the AWGN
SNR, defined as the signal variance (energy) per dimension
divided by σ2

z . These results show that even at high SNRs,
Pb and Ps reach error floors. This is due to the fact we use
(2), which is a suboptimal decision rule for this channel. PPS

b

with the mismatched q(y, s) in (8) behaves similarly.
Fig. 2 (bottom) shows that the AIR AIRHD

b in (5) is consid-
erably lower than all other AIRs, which is due to the HD-FEC
assumption. Fig. 2 (bottom) shows that AIRs ≈ AIRb for

1Larger or smaller ∆ may be beneficial at very high or low SNRs, resp.
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Fig. 2: Error probabilities (top) and AIRs (bottom).

AIRs above 4 bit/symbol, due to the use of a Gray labeling.
Similarly to Fig. 2 (top), AIRs, AIRb, and AIRPS

b saturate
at high SNRs, which in this case is due to the use of the
mismatched q(y, s) in (8). To improve these AIRs, we use [21,
Eq. (3)],2 which is a good approximation for the channel under
consideration. Here both σ2

θ and σ2
z are assumed to be perfectly

estimated. This q(y, s) is better matched to the channel, which
results in lower PPS

b and higher AIRs in Fig. 2 (dashed).

VII. EXTENSIONS AND CONCLUSIONS

Many variants of the presented metrics exist. The recipes
(3)–(7), (11), and (13) give valid performance metrics for
arbitrary ı̂ and arbitrary positive q, not only (2) and (8),
as exemplified in Sec. VI. These metrics are achievable by
receivers that use the same ı̂ and q. Improved performance is
often attained by optimization over various parameters. For
example, σ2 in (8) can be optimized, which is analogous
to optimization over the exponent s in [3, Eq. (4.34)], [4,
Example 2]. Other options include, e.g., to let σ2 = σ2

i depend
on the symbol index i, to define q according to a correlated,
possibly multidimensional, Gaussian distribution [22], and to
capture channel memory via hidden Markov models [12].

To conclude, the presented practical recipes are related to
well-known information-theoretic quantities. If (6) is opti-
mized over all positive functions q, which for general channels
is possible only in theory, then the resulting AIR approaches
the memoryless mutual information as N → ∞. If (7)
is similarly optimized over q, then the generalized mutual

2Specifically, we set log q(y, s) equal to the right-hand side of [21, Eq. (3)],
where R = (3yc − sc)/2, S = (yc + sc)/2, and yc and sc are the complex
symbols whose real and imaginary parts are the two components of y and s.

information for BICM [3, Eq. (4.53)] is obtained. If the mutual
information is further optimized over all possible constella-
tions s(i) and/or distributions pj while M → ∞, which
corresponds to optimizing over all possible input distributions,
then the channel capacity is obtained. Therefore, the AIRs in
this paper are often presented as capacity lower bounds.
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