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Computational homogenisation and solution strategies for phase-field fracture
RITUKESH BHARALI
Material and Computational Mechanics
Department of Industrial and Materials Science
Chalmers University of Technology

Abstract
The computational modelling of fracture not only provides a deep insight into
the underlying mechanisms that trigger a fracture but also offers information
on the post-fracture behaviour (e.g., residual strength) of engineering mate-
rials and structures. In this context, the phase-field model for fracture is a
popular approach, due to its ability to operate on fixed meshes without the
need for explicit tracking of the fracture path, and the straight-forward han-
dling of complex fracture topology. Nevertheless, the model does have its set
of computational challenges viz., non-convexity of the energy functional, varia-
tional inequality due to fracture irreversibility, and the need for extremely fine
meshes to resolve the fracture zone. In the first part of this thesis, two novel
methods are proposed to tackle the fracture irreversibility, (i) a micromorphic
approach that results in local irreversibile evolution of the phase-field, and (ii)
a slack variable approach that replaces the fracture irreversibility inequality
constraint with an equivalent equality constraint. Benchmark problems are
solved using a monolithic Newton-Raphson solution technique to demonstrate
the efficiency of both methods.
The second aspect addressed in this thesis concerns multi-scale problems.

In such problems, features such as the micro-cracks are extremely small (sev-
eral orders of magnitude) compared to the structure itself. Resolving these
features may result in a prohibitively computationally expensive problem. In
order to address this issue, a computational homogenisation framework for the
phase-field fracture is developed. The framework allows the computational of
macro (engineering)-scale quantities using different homogenising (averaging)
approaches over a microstructure. It is demonstrated that, based on the choice
of the homogenisation approaches, local and non-local macro-scale material
behaviour is obtained.

Keywords: phase-field fracture, multi-scale, homogenisation, micromorphic,
slack variable, irreversibility, brittle, quasi-brittle.
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Γu
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u displacement
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ε Symmetric deformation gradient (strain)
σ Cauchy stress
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Ψ+ fracture driving strain energy density
Ψ− residual strain energy density
λ Lame parameter
µ Shear modulus
K Bulk modulus
ϕ phase-field
Gc Griffith fracture energy
l fracture length-scale
cw normalisation constant
θ slack variable
t (pseudo) time

Ω� sub-scale (RVE) domain
•M macro-scale quantity
•S sub-scale (RVE) quantity
〈•〉� volume-averaged (homogenised) quantity
• volume-averaged (homogenised) quantity
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CHAPTER 1

Introduction

This chapter provides a background for the growing interest in phase-field mod-
elling of fracture. Thereafter, research questions are formulated based on the
gaps in the current state-of-the-art. The chapter concludes with sections on
the computational framework, thesis outline, and notations adopted.

1.1 Background
“Why and how do things break/fracture?” is a fundamental question in the
design of engineering structures and materials. Fracture is a common failure
mechanism, and is often associated with catastrophic consequences. Popu-
lar examples studied in the literature include the breaking of Liberty ships
of World War II due to hull and deck fractures [1], and collapse of civil en-
gineering infrastructure (buildings, dams, bridges) due to earthquakes and
wind loading [2–6]. However, controlled fracture may also be a desired phe-
nomenon. In this context, a simple example from daily lives would be opening
a beverage can. The initiation of fracture is usually traced back to material
defects/impurities (weak zones much smaller than the structure itself), that
may be introduced in the manufacturing process, workmanship errors, or ex-
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Chapter 1 Introduction

posure to adverse environmental/loading conditions. Therefore, an insight
into the underlying process(es) triggering a fracture is not only important
in preventing the breaking up of engineering structures but also to engineer
controlled fracture. In this context, the computational modelling of fracture
provides key information, such as the fracture path and the residual strength
post-fracture.
The state-of-the-art models for computational modelling of fracture within

the finite element method [7, 8] is broadly classified into two categories, dis-
crete models and smeared/continuous models. Fractures are modelled explic-
itly in discrete models, allowing the displacement field to be discontinuous
across a fracture surface. In the case of smeared models, the displacement
field is assumed to be continuous and the material strength (stresses) are de-
graded. Examples of the discrete models include the cohesive zone model
[9–11], eXtended Finite Element Method (XFEM) [12–14], and intra-element
(embedded) discontinuity approaches [15, 16]. These models are often re-
liant on a priori knowledge of the fracture path, re-meshing techniques to
eliminate mesh bias, and additional ad-hoc criteria and tedious discontinuity
tracking techniques for complex fracture topology (branching, kinking, merg-
ing of cracks). As a consequence, the discrete model approach is used for
simulating one or more dominant cracks [17], and there is a growing interest
in smeared fracture models. Examples of smeared fracture models include the
phase-field model for fracture, gradient damage [18, 19], and peridynamics,
the first being the focus in this thesis. The reader is referred to [20–22] for a
discussion on peridynamics.
The phase-field model for fracture emerged from the Francfort and Marigo’s

pioneering work on variational approach to Griffith’s brittle fracture [23]. A
computationally viable implementation of the same was proposed in [24, 25],
adopting the Ambrosio-Tortorelli regularisation of the Mumford-Shah poten-
tial [26]. With this approach, an auxiliary field variable, the phase-field, is
introduced. The phase-field variable is bounded between one and zero, cor-
responding to total loss of integrity and intact material states respectively.
Based on global energy minimisation, the phase-field model does not require
additional ad-hoc criteria or a priori knowledge for fracture initiation, prop-
agation, and for handling topologically complex fracture (branching, kinking,
merging of cracks). It also circumvents the need for tedious discontinuity
tracking and re-meshing techniques, as it is able to operate on a fixed mesh.
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1.1 Background

For these reasons, the phase-field model for fracture has grown in popular-
ity over the past decade. Figures 1.1(a) and 1.1(b) illustrates the increasing
trend in the number of article published and citations acquired in the past
decade (2011-2021). Note that the numbers merely indicate the trend and
are not absolutely representative. This is because some researchers also refer
to the phase-field fracture model as gradient damage, variational fracture or
variational damage models.
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Figure 1.1: Figure shows (a) articles per year, and (b) citations per year, corre-
sponding to keywords ‘phase-field fracture’ from the year 2011 until
2021. Data obtained from Scopus on August 11, 2021.

A thermodynamically consistent framework for phase-field fracture model
was developed in [27], based on an energetic crack driving criterion. The work
was later extended towards generalised stress-based crack driving criterion
[28], inclusion of plasticity for modelling ductile fracture [29–32], anisotropic
fracture [33, 34], hydraulic fracture [35–37], desiccation cracking [38–40], cor-
rosion [41, 42] in a non-exhaustive list of single-scale brittle fracture applica-
tions. Furthermore, [43] proposed a unified phase-field fracture theory capable
of modelling both brittle and quasi-brittle fractures.

In the context of multi-scale modelling, concurrent approaches remain pop-
ular, with the use of different types of overlapping domain decomposition
techniques. For instance, [44, 45] proposed a multi-scale method where a
sub-scale domain lives within a coarse element. The multi-scale basis func-
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Chapter 1 Introduction

tions are then computed numerically on-the-fly. A similar approach is also
adopted by [46, 47]. A larger sub-scale domain adaptively encompassing sev-
eral elements was proposed in [48, 49] based on a non-intrusive global-local
scheme [50]. The aforementioned contributions rely on the equivalence in the
length scales of the macro-scale domain and the sub-scale features. However,
when there is separation of scales between the macro-scale and the sub-scale
domain, concurrent approaches are prohibitively expensive. In such a situ-
ation, hierarchical approaches seem to be the only computationally feasible
option. In this context, [51] developed a multi-scale model based on offline
sub-scale computations, and obtained a closed-form homogenised constitutive
tensor based on interpolation of the phase-field variable. Such a method is
reliant on offline training phases encompassing all possible fracture evolution
topologies. In [52], the homogenised elasticity tensor is computed based on
heterogeneous microscopic pore structures. This is a top-down approach with
more information, w.r.t. fracture, living on the macro-scale and microstruc-
tural cracks are not accounted for. The research gap identified in this regard is
a generic hierarchical multi-scale framework, able to model all microstructural
features (material heterogenities, microcracks) in the sub-scale, while offering
the choice of selectively homogenising macro-scale quantities.
Furthermore, the phase-field model for fracture has its own set of computa-

tional challenges, viz., (A) non-convex energy functional simultaneously w.r.t.
the displacement and the phase-field variable, (B) variational inequality for-
mulation due to fracture irreversibility, and (C) the requirement of extremely
fine meshes in the smeared crack region. In order to alleviate convergence
issues of the monolithic solution scheme due to non-convex energy functional
(A), [53] proposed a modified line-search method allowing the possibility of
a negative line-search parameter. An alternative, robust yet questionable1

scheme was used in [54] based on linear extrapolation of the phase-field in the
momentum balance (equilibrium) equation. Other monolithic solution tech-
niques include the use of dissipation-based arc-length solvers [55–57], mod-
ified Newton-Raphson method [58], error-oriented Newton-Raphson method
[59], and trust regions methods [60]. However, the development of monolithic
solution schemes is still an active area of research as neither of the aforemen-
tioned monolithic solution techniques are robust. In an alternative approach,
[61] suggested the use of alternative minimisation approach, since the energy

1Regularity of the phase-field in time is not established.
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1.2 Research objectives

functional is convex w.r.t. the displacement field for fixed phase-field and vice-
versa. Several researchers have also proposed different techniques for treat-
ment the variational inequality problem (B). These include the penalisation
technique [53, 62], primal-dual active set strategy as a semi-smooth Newton
method [54], Augmented Lagrangian method based on the Moreau-Yoshida
indicator function [58, 59], and the history variable approach proposed by
[61]. Apart from the history variable approach, all other methods preserve the
variational nature of the phase-field fracture problem. Finally, the phase-field
fracture model requires extremely fine meshes to resolve the smeared crack
region (C). This can be handled either using uniformly refined mesh or pre-
refining the mesh in certain sub-domains if the crack path is known in advance.
The use of uniformly refined meshes significantly increases the computational
expense and may require parallel computing resources [24]. Alternatively,
adaptive mesh refinement techniques are proposed in the literature, based on
the phase-field reaching a certain threshold value [54, 63], recovery-based error
indicator [64], posteriori error estimation based on the dual-weighted residual
method [65], and the local increase of tensile energy [66]. Other approaches
include the the finite cell method [67], and dual meshes for displacement and
phase-field with different mesh refinement indicators [68].

1.2 Research objectives
The review of literature pertaining to the phase-field model for fracture has
revealed critical research gaps and scope for further addition to the current
state-of-the-art. They are formulated as research objectives of this thesis, and
are presented below:

• Investigate alternative, monolithic solution strategies for the phase-field
fracture model, focused on the treatment of fracture irreversibility. In
the context of hierarchical FE2 multi-scale problems, monolithic solu-
tion strategies at the RVE level ensures an efficient computation of the
homogenised tangent moduli [69].

• Developing a hierarchical multi-scale phase-field fracture framework.
The framework should be extensible and capable of accounting for all
microstructural features, and provide different homogenisation choices.
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Chapter 1 Introduction

The first research objective is treated in Sections 2.4 and 2.5 and in the
appended Papers A and B. The second research objective is addressed in
Chapter 3 and the appended Paper C.

1.3 Thesis outline
The remaining part of this chapter explains the computational framework de-
veloped for this thesis work. Chapter 2 introduces the phase-field model for
fracture, followed by the contributions made to the state-of-the-art solution
strategies. Thereafter, in Chapter 3, the reader is introduced to the Varia-
tionally Consistent Homogenisation (VCH) technique. The VCH technique
is then used to develop a multi-scale phase-field fracture framework. Chap-
ter 4 presents the summary of the appended papers. Concluding remarks
and future research directions are presented in Chapter 5. Finally, the set of
appended papers concludes this thesis.

1.4 Computational framework
The numerical experiments carried out in this thesis comprises of single-scale
and multi-scale FE2 fracture problems. To this end, a computational frame-
work is developed using the commercial finite element software package COM-
SOL Multiphysics (COMSOL) and the scientific computing software MAT-
LAB. All implementations are open-source and hosted in the author’s Github
account, https://github.com/rbharali.
The single-scale models are developed entirely in COMSOL, using the Solid

Mechanics and the Weak Form PDE Interface for the momentum balance
equation and the phase-field evolution equation respectively.
The multi-scale FE2 ‘openFE2’ [70] is more involved as it relies on MAT-

LAB’s interaction with COMSOL, and the two-way data transfer between
them. COMSOL’s Livelink for MATLAB [71] provides an efficient two-way
data transfer and also allows controlling the COMSOL model from MAT-
LAB. Furthermore, the package is developed such that the relatively cheaper
macro-scale problem is solved in MATLAB, while the sub-scale (RVE) prob-
lems are solved in COMSOL, in parallel. Such a setup is possible via the
parallel for-loop (parfor) offered by MATLAB’s Parallel Computing Toolbox.
As illustrated in Figure 1.2, the ‘parfor ’ command creates several copies of
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1.4 Computational framework

MATLAB
(Worker)

MATLAB
(Worker)

MATLAB
(Worker)

MATLAB
(Macro-scale
Problem)

COMSOL
(RVE Problem)

COMSOL
(RVE Problem)

COMSOL
(RVE Problem)

parfor

Livelink

Livelink

Livelink

MATLAB Shared Memory workspace

Figure 1.2: An illustration of the MATLAB-COMSOL interaction for a multi-scale
FE2 problem.

the MATLAB program itself, each linked to a COMSOL Server dealing with
an RVE problem.
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CHAPTER 2

Phase-field model for fracture

In this chapter, the reader is introduced to the main components of the phase-
field model for fracture along with pertinent computational challenges. There-
after, the contribution of this thesis towards the state of the art of solution
strategies for phase-field fracture model is presented. This latter part of the
chapter is based on Papers A and B.

2.1 Phase-field representation of fracture
The variational approach towards brittle fracture, pioneered by [23], and its
regularised formulation introduced in [24, 25] laid down the framework for
phase-field representation of fracture. Within this framework, a discrete crack
is approximated using a scalar continuous field variable ϕ that localises into
a band of finite width, l. An illustration of this approximation is presented in
Figure 2.1, where a continuum body Ω ∈ R2 embedded with a discrete crack
is presented in (a) and its phase-field (ϕ) regularised counterpart is shown
in (b). Furthermore, the scalar variable ϕ : Ω −→ [0, 1], where zero and
one correspond to the intact and fully fractured material phases, with (0, 1)
representing the transition zone. This lends the name phase-field model for
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Chapter 2 Phase-field model for fracture

fracture1.

Ω C

Γu
D

Γu
N

(a) discrete crack

Ω
l

Γu
D

Γu
N

(b) diffused (smeared) crack

Figure 2.1: A solid Ω ∈ R2 embedded with (a). discrete crack C and (b). diffused
(smeared) crack, with Dirichlet and Neumann boundaries indicated as
Γu

D and Γu
N respectively. Figure reproduced from [72].

The energy functional for the phase-field regularised fracturing continuum
in Figure 2.1(b) is described by [24] as,

E(u, ϕ) =
∫

Ω
g(ϕ) Ψ(ε[u]) dΩ−

∫
Γu

N

tu
p ·udΓ+

∫
Ω
Gc

cw

(
w(ϕ)
l

+ l|∇ϕ|2
)

dΩ,

(2.1)
in the absence of body forces. In the above equation, g(ϕ) is a degradation
function acting on the elastic strain energy density Ψ, tu

p denotes the pre-
scribed traction over the boundary Γu

N , Gc is the Griffith fracture toughness,
cw is a normalisation constant linked with the choice of locally dissipated frac-
ture energy w(ϕ) [73]. Moreover, ε[u] is the symmetric part of the deformation
gradient, u being the displacement.
The choice of the degradation function g(ϕ) and the local part of the dissi-

pated fracture energy w(ϕ) plays an important role in the observed fracture
phenomenon. Even though there is a flexibility in choosing g(ϕ), it is required
to meet the following criteria:

• g(0) = 1 and g(1) = 0, since ϕ = 0 and 1 represent the intact material
1The similarity of the phase-field variable with damage in terms of representing loss of
material integrity has led to many researchers using the term ‘phase-field damage’ or
‘gradient damage’.
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2.1 Phase-field representation of fracture

state and total loss of integrity respectively,

• g′(ϕ) < 0, for a strictly decreasing monotone, and

• g′(1) = 0, in order to ensure that the energy converges to a finite value
for a fractured material state.

The criterion g′(1) = 0 ensures a zero crack driving force in the event of a
fully developed fracture, i.e., ϕ = 1. This prevents the growth of the locali-
sation band in the orthogonal direction, a phenomenon observed in classical
non-local/gradient-enhanced damage models [74]. Table 2.1 presents some
frequently used degradation functions for phase-field fracture problems along
with their contributors. The quadratic degradation function suggested by [24]
is a popular choice for modelling brittle fracture, whereas the polynomials
proposed by [75] and [43] are adopted for quasi-brittle fracture. These models
involve additional material parameters (p,a1,a2,a3), and the reader is referred
to the corresponding manuscripts for more details.

g(ϕ) Contribution
(1− ϕ)2 Bourdin et. al., [24]
3(1− ϕ)2 − 2(1− ϕ)3 Borden et. al., [76]

(1− ϕ)2

(1− ϕ)2 + ϕ+ pϕ2 Lorentz and Godard, [75]
(1− ϕ)p

(1− ϕ)p + a1ϕ+ a1a2ϕ2 + a1a2a3ϕ3 Wu, [43]

Table 2.1: Commonly used degradation functions in the phase-field fracture liter-
ature

Abbreviated name w(ϕ) cw

AT1 ϕ 8/3
AT2 ϕ2 2
PFCZM 2ϕ− ϕ2 π

Table 2.2: Commonly used local fracture energy functions in the phase-field frac-
ture literature

13



Chapter 2 Phase-field model for fracture

Furthermore, the commonly used local dissipation fracture energy functions,
w(ϕ) is presented in Table 2.2. Here, AT and PFCZM are abbreviations for
Ambrosio-Tortorelli [77] and Phase-Field regularised Cohesive Zone Model [43]
respectively. While the AT2 model lacks an initial elastic stage, in AT1 and
PFCZM an elastic stage precedes the onset of phase-field fracture evolution.
Remark. Papers A, B and C in this thesis deal with brittle fracture, as such,
the quadratic degradation function [24] is adopted along with the AT2 model.
Refer to Tables 2.1 and 2.2 for the explicit expressions.

Strain energy density split
In the energy functional (2.1), proposed by [24], the degradation function g(ϕ)
is applied to the entire strain energy density term, Ψ. In such a model, the
total strain, irrespective of its tensile or compressive nature, contributes to the
evolution of the phase-field. As a consequence, the model has (i) an unrealistic
symmetric behaviour in terms of crack propagation under tension and com-
pression, and (ii) possible crack interpenetration under compressive loading
[78]. In order to alleviate the aforementioned drawbacks, several researchers
have proposed an additive decomposition of the strain energy density into a
crack driving part Ψ+, and a residual part Ψ− [61, 79, 80]. Thereafter, the
degradation function is attached only to Ψ+. Table 2.3 provides the frequently
adopted strain energy density decompositions in the phase-field literature.

Ψ+ Ψ− Contribution

µ εdev : εdev
1
2Ktr

2(ε) Lancioni and Royer-Carfagni [79]
1
2K〈tr(ε)〉2+ + µ εdev : εdev

1
2K〈tr(ε)〉2− Amor et. al. [80]

1
2λ〈tr(ε)〉2+ + µ ε+ : ε+ 1

2λ〈tr(ε)〉2− + µ ε− : ε− Miehe et. al. [61]

Table 2.3: Frequently adopted strain energy density decompositions in the phase-
field fracture literature

In the context of Table 2.3, K, λ and µ are material constants representing
the bulk modulus, Lamé constant and shear modulus respectively. The trace
operator is given by tr, while 〈•〉± represents the positive/negative Macaulay
brackets. The latter is given by 0.5(•± | • |), where | • | indicates the absolute
value of ‘•’. Furthermore, εdev is the deviatoric strain tensor, and ε± indicates
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2.2 Euler-Lagrange equations

the tensile/compressive strain tensors, obtained through spectral decomposi-
tion of the strain tensor.
The use of any of the strain energy density decompositions from Table 2.3

modifies the phase-field fracture energy functional (2.1), resulting in

E(u, ϕ) =
∫
Ω
g(ϕ)Ψ+(ε[u]) dΩ +

∫
Ω

Ψ−(ε[u]) dΩ−
∫

Γu
N

tu
p · u dΓ

+
∫
Ω
Gc

cw

(
w(ϕ)
l

+ l|∇ϕ|2
)

dΩ
(2.2)

Remark. The tension-compression strain energy density decomposition pro-
posed in [61] is used in this thesis, owing to its popularity in modelling brittle
fracture. The author is aware of the limitations and drawbacks of this decom-
position, discussed in [78, 81].

2.2 Euler-Lagrange equations
The Euler-Lagrange2 equations for the phase-field fracture problem is derived
upon minimising the energy functional (2.2) w.r.t. its solution fields, vector-
valued displacement u, and scalar-valued phase-field ϕ. This results in the
compact form:
Problem 1. For u(t) and ϕ(t) defined in appropriate spaces, and in (pseudo)
time t ∈ [0, T ],

arg minu(t),ϕ(t) E(u(t), ϕ(t)) s.t. ∂tϕ ≥ 0. (2.3)

Here, T refers to the final time in a simulation, and the inequality constraint
∂tϕ ≥ 0 corresponds to fracture irreversibility (no healing of crack is allowed).
�
Elaborating on the minimisation process, taking the first variation of the en-
ergy functional (2.2) w.r.t. the displacement u yields the momentum balance
equation (2.4a), while a variation w.r.t the phase-field ϕ results in the phase-
field evolution equation (2.4b). Moreover, the inequality constraint in (2.3)
manifests in the form of a variational inequality (2.4b). With appropriately

2Also referred to as ‘space-variational form’ or ‘weak equations’
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defined test and trial Sobolev3 spaces H1, the complete problem statement
takes the form:
Problem 2. Find (u, ϕ) ∈ U× P with

E′(u, ϕ; δu) =
∫

Ω

(
g(ϕ)∂Ψ+(ε[u])

∂ε
+ ∂Ψ−(ε[u])

∂ε

)
: ε[δu] dΩ (2.4a)

−
∫

Γu
N

tu
p · δu dΓ = 0 ∀ δu ∈ U0

E′(u, ϕ; ϕ̂) =
∫

Ω

(
g′(ϕ)Ψ+(ε[u]) + Gc

cw l
w′(ϕ)

)
(ϕ̂− ϕ) dΩ (2.4b)

+
∫

Ω
Gcl

cw
∇ϕ ·∇(ϕ̂− ϕ) dΩ ≥ 0 ∀ ϕ̂ ∈ P

using pertinent time-dependent Dirichlet boundary conditions up on Γu
D and

ϕp on Γϕ
D, and Neumann boundary condition tu

p on Γu
N . The trial and test

spaces are defined as

U = {u ∈ [H1(Ω)]dim|u = up on Γu
D}, (2.5a)

U0 = {u ∈ [H1(Ω)]dim|u = 0 on Γu
D}, (2.5b)

P = {ϕ ∈ [H1(Ω)]|ϕ ≥ nϕ|ϕ = ϕp on Γϕ
D}. (2.5c)

In (2.5c), the left superscript n refers to the previous time-step. �
As mentioned earlier, the phase-field evolution equation (2.4b) belongs to
the variational inequality category. The treatment of variational inequality
is not new to the mathematics literature, as such, several techniques from
optimisation theory made its way into the phase-field fracture models. In this
regard, a penalisation approach was suggested in [53, 62], whereas [54] opted
for the primal-dual active set strategy as a semi-smooth Newton method, and
[58, 59] adopted Augmented Lagrangian formulations based on the Moreau-
Yoshida indicator function. Other techniques include inequality enforcement
via Dirichlet constraints in [24, 25, 83], and interior point methods in [84].
An alternative, rather ‘heuristic’ approach was proposed by [61], where the
cracking driving energy Ψ+ is replaced by its maximum value over the loading

3A function u for which
∫
Ω(u)2 + (∇u)2 < ∞, belongs to Sobolev space of degree one,

denoted by H1. For more on function spaces, the reader is referred to [82].
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history. This maximum value of Ψ+ is stored in an implicit ‘history variable’
H. Mathematically,

H = max[0,t] Ψ+(t), (2.6)

where t is the current (pseudo) time. Incorporating H in (2.4b) transforms
Problem 2 into a variational equality problem given by:

Problem 3. Find (u, ϕ) ∈ U× P with

E′(u, ϕ; δu) =
∫

Ω

(
g(ϕ)∂Ψ+(ε[u])

∂ε
+ ∂Ψ−(ε[u])

∂ε

)
: ε[δu] dΩ (2.7a)

−
∫

Γu
N

tu
p · δu dΓ = 0 ∀ δu ∈ U0

E′(u, ϕ; δϕ) =
∫

Ω

(
g′(ϕ)H+ Gc

cw l
w′(ϕ)

)
δϕ dΩ (2.7b)

+
∫

Ω
Gcl

cw
∇ϕ ·∇δϕ dΩ = 0 ∀ δϕ ∈ P0

using pertinent time-dependent Dirichlet boundary conditions up on Γu
D and

ϕp on Γϕ
D, and Neumann boundary condition tu

p on Γu
N . The trial and test

spaces are defined as

U = {u ∈ [H1(Ω)]dim|u = up on Γu
D}, (2.8a)

U0 = {u ∈ [H1(Ω)]dim|u = 0 on Γu
D}, (2.8b)

P = {ϕ ∈ [H1(Ω)]|ϕ = ϕp on Γϕ
D}, (2.8c)

P0 = {ϕ ∈ [H1(Ω)]|ϕ = 0 on Γϕ
D}. (2.8d)

�
Remark. With the use of the implicit ‘history variable’ in Problem 3, the
variational consistency is lost. In particular, there is no proof that the solution
to (2.7b) corresponds to minimisation of the energy functional (2.2). However,
the use of the history variable relaxes the function space for the phase-field and
its test function (cf. (2.5c) with (2.8c), (2.8d)).
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2.3 Computational challenges
The phase-field model for fracture comes with its set of computational chal-
lenges, viz., (A) non-convex energy functional simultaneously w.r.t. the dis-
placement and phase-field variables, (B) fracture irreversibility and associ-
ated variational inequality formulation (2.4b), and (C) the requirement for
extremely fine meshes in the diffused (smeared) crack region of the continuum
(see Figure 2.1(b)). The treatment of the aforementioned challenges in this
thesis is presented in the next sub-sections.

(A) Non-convex energy functional
The phase-field fracture energy functional (2.2) is non-convex simultaneously
w.r.t the displacement u and the phase-field ϕ. This can be observed from
the integrand of the first integral in (2.2), i.e., g(ϕ)Ψ+(ε[u]), where g(ϕ) is a
second or higher order polynomial in ϕ, and Ψ+ being quadratic w.r.t to the
strain ε[u].
A non-convex energy functional impacts the robustness of fully coupled so-

lution techniques (e.g., Newton-Raphson method) due to a possible indefinite
Hessian. However, the energy functional is convex w.r.t. u and ϕ individually
while keeping the other fixed. This has enabled the use of the robust alter-
nate minimisation4 solution technique, a popular approach in the phase-field
fracture literature [24, 25, 61]. Irrespective of solution techniques, there is
no guarantee that a solution corresponding to a stationary (critical) point is
the global minimum. In order to prove otherwise, every stationary point has
to be assessed. Despite the uncertainties w.r.t. the global minimum, sev-
eral researchers have used fully coupled and alternate minimisation solvers for
fracture problems. In this thesis too, Papers A and B adopt the fully coupled
Newton-Raphson method, while in Paper C, the alternate minimisation solver
is used.

(B) Fracture irreversibility
The concept of fracture irreversibility hinges on the fact that no healing of
cracks is permitted. In that sense, it is similar to Continuum Damage Mechan-
ics (CDM) where the damage variable is considered irreversible. However, in

4The term ‘alternate minimisation’ has been used interchangeably with ‘staggered solver’
in the phase-field literature.
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the case of CDM, the damage variable is local, as such the enforcement of
irreversibility constraints using the Karush-Kuhn-Tucker (KKT) conditions
is simpler. For the phase-field fracture model, the phase-field variable is a
global field quantity with regular requirement pertaining to the existence of
its derivative. Therefore, the KKT conditions apply in a global sense, yielding
a variational inequality problem (see Problem 2).
In this thesis, alternative methods are explored for the enforcement of frac-

ture irreversibility for the phase-field fracture problem. In Paper A, a micro-
morphic extension of the phase-field fracture energy functional is carried out
in the spirit of [85]. Consequently, the phase-field variable is local, while a mi-
cromorphic variable regularises the fracture problem. The energy functional
and the Euler-Lagrange equations are presented in Section 2.4. For numerical
experiments in brittle fracture, the reader in referred to the Paper A.

Adopting an alternative strategy, the fracture irreversibility (inequality)
constraint is transformed into an equality constraint using a slack variable
approach [86–88]. Thereafter, the constraint is introduced into the phase-field
fracture energy functional 2.2 using Method of Multipliers and the Penali-
sation method. Section 2.5 presents the mathematical details. Numerical
experiments in brittle fracture is carried out in Paper B.

(C) Extremely fine mesh
The finite element implementation of the phase-field model for fracture re-
quires an extremely fine mesh to resolve the diffused (smeared) crack region.
In this context, an upper bound, half of the fracture length-scale was proposed
by [27] for elements in the crack region. When the crack path is known in
advance, pre-refining the mesh in selective parts of the computational domain
is an easier approach. For Papers A and B, the numerical experiments on
benchmark problems are carried out on pre-refined meshes since the crack
path is known ‘a priori’. However, for certain Representative Volume Ele-
ments (RVEs) in Paper C, uniformly refined meshes were used as the crack
path was not known in advance.
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Chapter 2 Phase-field model for fracture

2.4 Micromorphic phase-field fracture model
A micromorphic extension of the energy functional (2.2) based on [85] assumes
the form,

E(u, ϕ, d) =
∫

Ω
g(ϕ)Ψ+(ε[u]) dΩ +

∫
Ω

Ψ−(ε[u]) dΩ−
∫
Γu

N

tu
p · u dΓ

+
∫

Ω
Gc

cw

(
w(ϕ)
l

+ l|∇d|2
)

dΩ +
∫

Ω
α

2 (ϕ− d)2 dΩ,
(2.9)

where a new micromorphic variable d is introduced, that appears in the gra-
dient term of the fracture energy. This modification comes at the cost of
introducing an energy associated with the difference between the phase-field
and the micromorphic variable. In the limit (ϕ− d) −→ 0, the original phase-
field fracture energy functional (2.2) is recovered.
The first variation of the energy functional (2.9) w.r.t its solution variables

u, ϕ and d, along with the fracture irreversibility constraint ∂tϕ ≥ 0 results
in,

E′(u, ϕ, d; δu) =
∫
Ω

(
g(ϕ)∂Ψ+(ε[u])

∂ε
+ ∂Ψ−(ε[u])

∂ε

)
: ε[δu] dΩ (2.10a)

−
∫

Γu
N

tu
p · δu dΓ = 0

E′(u, ϕ, d; δϕ) =
∫

Ω

(
g′(ϕ)Ψ+(ε[u]) + Gc

cw l
w′(ϕ)

)
(ϕ̂− ϕ) dΩ (2.10b)

+
∫
Ω
α(ϕ− d)(ϕ̂− ϕ) dΩ ≥ 0

E′(u, ϕ, d; δd) =
∫
Ω
Gcl∇d ·∇δd dΩ (2.10c)

−
∫

Ω
α(ϕ− d)δd dΩ = 0.

These equations constitute the Euler-Lagrange form for the micromorphic
phase-field model for fracture. However, the test and trial spaces are yet to be
defined. For the momentum balance equation (2.10a) and the micromorphic
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2.4 Micromorphic phase-field fracture model

variable equation (2.10c), the function spaces must belong to the H1 Sobolev
space, due to the presence of gradient terms involving u and d. However, the
phase-field evolution equation (2.10b) is local, as such ϕ can be computed on
Gauss (integration) points in the computational domain. In particular, the
root(s) of

g′(ϕ)Ψ+(ε[u]) + Gc

cwl
w′(ϕ) + α(ϕ− d) = 0 (2.11)

yields the phase-field ϕ, if nϕ < ϕ < 1. Equipped with the locally computed
phase-field, the complete problem statement for micromorphic phase-field frac-
ture takes the form:

Problem 4. Find (u, d) ∈ U× D with

E′(u, d; δu) =
∫

Ω

(
g(ϕ)∂Ψ+(ε[u])

∂ε
+ ∂Ψ−(ε[u])

∂ε

)
: ε[δu] dΩ (2.12a)

−
∫

Γu
N

tu
p · δu dΓ = 0 ∀ δu ∈ U0

E′(u, d; δd) =
∫

Ω
Gcl

cw
∇d ·∇δd dΩ (2.12b)

−
∫

Ω
α(ϕ− d)δd dΩ = 0 ∀ δd ∈ D0

using pertinent time-dependent Dirichlet boundary conditions up on Γu
D, and

Neumann boundary condition tu
p on Γu

N . The trial and test spaces are defined
as

U = {u ∈ [H1(Ω)]dim|u = up on Γu
D}, (2.13a)

U0 = {u ∈ [H1(Ω)]dim|u = 0 on Γu
D}, (2.13b)

D = {d ∈ [H1(Ω)]|d = dp on Γd
D}, (2.13c)

D0 = {d ∈ [H1(Ω)]|d = 0 on Γd
D}. (2.13d)

�
Remark. Problem 4 maintains the generic format w.r.t. the choice of degra-
dation function g(ϕ) and the local fracture energy function w(ϕ). However,
there is a possibility of multiple solutions for ϕ if the order of g(ϕ) and/or
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Chapter 2 Phase-field model for fracture

w(ϕ) is greater than 2. For brittle fracture AT1 and AT2 models with the
quadratic degradation function (see Table 2.1), the issue of multiple solutions
is circumvented. As such, the AT2 model is adopted for Paper A. For AT1,

ϕ = min
(

max
(

2Ψ+ + αd− 3Gc
8l

2Ψ+ + α
, nϕ

)
, 1
)
, (2.14)

and for AT2,

ϕ = min
(

max
(

2Ψ+ + αd

2Ψ+ + α+ Gc
l

, nϕ

)
, 1
)
. (2.15)

2.5 Slack-variable based fracture irreversibility
The use of slack variable is popular in the optimisation theory for convert-
ing inequality constraints into equality constraints [87, 88]. Adopting this
approach, the phase-field fracture irreversibility constraint,

h(ϕ) = ∂tϕ ≥ 0 or ϕ− nϕ ≥ 0, (2.16)

could be converted into an equivalent equality constraint of the form

h(ϕ)− θ2 = 0, (2.17)

where θ is the slack variable. By construction, θ2 ≥ 0, thereby fulfilling the
phase-field fracture irreversibility constraint (2.16). In the next sub-sections,
the introduction of the irreversibility constraint (2.17) into the phase-field
fracture energy functional (2.2) by means of Method of Multipliers and the
Penalisation method are discussed.

Method of Multipliers
The augmentation of the phase-field fracture energy functional (2.2) with the
irreversibility constraint (2.17) via the Lagrange multiplier Λ, results in
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2.5 Slack-variable based fracture irreversibility

E(u, ϕ, θ,Λ) =
∫

Ω
g(ϕ)Ψ+(ε[u]) dΩ +

∫
Ω

Ψ−(ε[u]) dΩ−
∫

Γu
N

tu
p · u dΓ

+
∫

Ω
Gc

cw

(
w(ϕ)
l

+ l|∇ϕ|2
)

dΩ +
∫

Ω
Λ
(
h(ϕ)− θ2) dΩ,

(2.18)

where Λ is the Lagrange multiplier. Similar to the previous section, the Euler-
Lagrange equations are obtained on taking the first variation of the energy
functional (2.18) w.r.t. the solution variables. With appropriately defined
test and trial spaces (H1 Sobolev space for u and ϕ, and L2 Lebesgue space
for θ and Λ), the complete problem statement takes the form:

Problem 5. Find (u, ϕ, θ, Λ) ∈ U× P× T× A with

E′(u, ϕ, θ,Λ; δu) =
∫

Ω

(
g(ϕ)∂Ψ+(ε[u])

∂ε
+ ∂Ψ−(ε[u])

∂ε

)
: ε[δu] dΩ (2.19a)

−
∫

Γu
N

tu
p · δu dΓ = 0 ∀ δu ∈ U0

E′(u, ϕ, θ,Λ; δϕ) =
∫

Ω

(
g′(ϕ)Ψ+ + Gc

cw l
w′(ϕ) + Λ

)
δϕ dΩ (2.19b)

+
∫

Ω
Gcl

cw
∇ϕ ·∇δϕ dΩ = 0 ∀ δϕ ∈ P0

E′(u, ϕ, θ,Λ; δθ) =
∫

Ω
−2Λθδθ = 0 dΩ ∀ δθ ∈ T (2.19c)

E′(u, ϕ, θ,Λ; δΛ) =
∫

Ω
(
h(ϕ)− θ2)δΛ = 0 dΩ ∀ δΛ ∈ A (2.19d)

using pertinent time-dependent Dirichlet boundary conditions up on Γu
D, and

Neumann boundary condition tu
p on Γu

N . The trial and test spaces are defined
as

U = {u ∈ [H1(Ω)]dim|u = up on Γu
D}, (2.20a)

U0 = {u ∈ [H1(Ω)]dim|u = 0 on Γu
D}, (2.20b)

23



Chapter 2 Phase-field model for fracture

P = {ϕ ∈ [H1(Ω)]|ϕ = ϕp on Γϕ
D}, (2.20c)

P0 = {ϕ ∈ [H1(Ω)]|ϕ = 0 on Γϕ
D}. (2.20d)

T = {θ ∈ [L2(Ω)]}. (2.20e)
A = {Λ ∈ [L2(Ω)]}. (2.20f)

�

Penalisation method
Adopting the Penalisation method, the irreversibility constraint (2.17) is added
to the phase-field fracture energy functional (2.2) using a penalty parameter
η. This results in,

E(u, ϕ, θ) =
∫

Ω
g(ϕ)Ψ+(ε[u]) dΩ +

∫
Ω

Ψ−(ε[u]) dΩ−
∫

Γu
N

tu
p · u dΓ

+
∫

Ω
Gc

cw

(
w(ϕ)
l

+ l|∇ϕ|2
)

dΩ +
∫

Ω
η

2 ||
(
h(ϕ)− θ2)||2 dΩ.

(2.21)

Next, the Euler-Lagrange equations are derived upon taking the first varia-
tion of the energy functional (2.21) w.r.t the solution variables. Along with
appropriately defined test and trial spaces (H1 Sobolev space for u and ϕ, and
L2 Lebesgue space for θ), the complete problem statement takes the form:

Problem 6. Find (u, ϕ, θ) ∈ U× P× T with

E′(u, ϕ, θ; δu) =
∫
Ω

(
g(ϕ)∂Ψ+(ε[u])

∂ε
+ ∂Ψ−(ε[u])

∂ε

)
: ε[δu] dΩ (2.22a)

−
∫

Γu
N

tu
p · δu dΓ = 0 ∀ δu ∈ U0

E′(u, ϕ, θ; δϕ) =
∫

Ω

(
g′(ϕ)Ψ+ + Gc

cw l
w′(ϕ) + η

(
h(ϕ)− θ2))δϕ dΩ (2.22b)

+
∫

Ω
Gcl

cw
∇ϕ ·∇δϕ dΩ = 0 ∀ δϕ ∈ P0
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E′(u, ϕ, θ; δθ) =
∫

Ω
−2ηθ

(
h(ϕ)− θ2)δθ dΩ = 0 ∀ δθ ∈ T (2.22c)

using pertinent time-dependent Dirichlet boundary conditions up on Γu
D, and

Neumann boundary condition tu
p on Γu

N . The trial and test spaces are defined
as

U = {u ∈ [H1(Ω)]dim|u = up on Γu
D}, (2.23a)

U0 = {u ∈ [H1(Ω)]dim|u = 0 on Γu
D}, (2.23b)

P = {ϕ ∈ [H1(Ω)]|ϕ = ϕp on Γϕ
D}, (2.23c)

P0 = {ϕ ∈ [H1(Ω)]|ϕ = 0 on Γϕ
D}. (2.23d)

T = {θ ∈ [L2(Ω)]}. (2.23e)

�

2.6 Discussion
Two novel methods are proposed in this thesis for computational treatment
of fracture irreversibility, the micromorphic approach and the slack variable
method. The micromorphic approach to phase-field fracture (see Section 2.4)
enables a simpler treatment of the fracture irreversibility as well as the enforce-
ment of the upper and lower bounds, through max and min operations, since
the phase-field variable is local. For AT1 and AT2 brittle fracture models,
explicit expressions for the phase-field exist (see Equations (2.14) and (2.15)),
since (2.11) is linear. However, for quasi-brittle fracture, multiple solutions
exist, as the order of (2.11) is 2 or higher. As such, the micromorphic approach
to phase-field fracture is more suited to brittle fracture than for quasi-brittle
fracture. For this reason, in Paper A, the numerical experiments are carried
out on AT2 brittle fracture benchmark problems.
Another aspect associated with the micromorphic approach to phase-field

fracture concerns the choice of the additional parameter α, and its effect on the
the global response (e.g., load-displacement curves) and the fracture length-
scale. To this end, the parametrisation α = βGc/l is adopted and a parametric
study is carried out with several β values. It is observed that an optimal value
of β exists, corresponding to the least micromorphic energy to fracture energy
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ratio. As this ratio becomes lower, the micromorphic model converges towards
the original phase-field model. The numerical experiments on the benchmark
problems, carried out in Paper A also indicate that the optimal β yield load-
displacement curves closer to those found in the literature. Furthermore, for
the β values in the vicinity of its optimum, the fracture length-scale also re-
mains similar to that observed for the original phase-field model for fracture.
This observation is in contrast with [89] where the fracture length-scale is
reported as l/

√
β. Backed by the numerical experiments conducted in Paper

A, it is postulated that l/
√
β is not the fracture length-scale of the micromor-

phic model. Also, in Paper A, it is postulated that α could be treated either
for regularisation purpose or as a material parameter. In the former case,
α is chosen such that it results in a behaviour similar (in terms of fracture
length-scale and global response) to that from the original phase-field model
for fracture. In the latter case, α needs to the calibrated from experimen-
tal data. In that case, the micromorphic phase-field fracture model must be
treated as a separate fracture model with its own set of parameters.
The slack variable based approach to fracture irreversibility (see Section

2.5) enables the transformation of the variational inequality Problem 2 into a
variational equality problem using the Method of Multipliers and the Penali-
sation method (see Problem 5 and 6). Unlike the micromorphic approach, the
phase-field variable remains non-local with regularity requirements w.r.t its
derivative. Furthermore, in an investigation carried out in Paper B, it is ob-
served that tangent terms corresponding to the slack variable Euler-Lagrange
equation may be close to zero, rendering the global stiffness matrix (Jaco-
bian) singular. Such a situation occurs only during the first iteration of each
step, and a dummy stiffness is added to circumvent the problem. Also, the
computational expense of the slack variable based methods are higher than
the micromorphic approach or the history variable based monolithic or stag-
gered solvers. In this context, the Penalisation method requires an additional
Degree Of Freedom (DOF), while the Method of Multipliers required two addi-
tional DOFs per node in the computational mesh. However, the slack variable
method is applicable to any phase-field fracture model in a straight-forward
fashion.
A concise comparison of the solution techniques developed in this thesis

with the history-variable based approach [61] is presented in Table 2.4.
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Features Micromorphic Approach
Slack Variable Method
of Multipliers

Slack Variable
Penalisation

History Variable
Staggered

Additional DOFs 0 2 1 0
Fracture Irreversibility Local Non-local Non-local Local
Variational Consistency Yes Yes Yes No
Additional Parameter Penalty None Penalty None
Brittle Fracture Applicable Applicable Applicable Applicable
Quasi-brittle Fracture Multiple local solutions Applicable Applicable Applicable

Table 2.4: A comparison of solution techniques used in this thesis.
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CHAPTER 3

Multi-scale fracture modelling

This chapter deals with multi-scale fracture modelling in the context of the
phase-field model for fracture. To this end, the reader is first introduced to the
Variationally Consistent Homogenisation (VCH) technique. Thereafter, an
overview of the multi-scale phase-field fracture framework developed in Paper C
[72] is presented. The chapter concludes with a discussion on the framework.

3.1 Variationally Consistent Homogenisation
The Variationally Consistent Homogenisation (VCH) technique [90] is one of
the methods used to derive the macro-scale and sub-scale (RVE) problems
from a fine-scale1 problem. The essential ingredients of the VCH technique
are (A) the separation of scales via the Variational Multi-Scale (VMS) method
[91, 92], (B) the computational homogenisation approach, (C) prolongation of
solution fields using Taylor series expansion, and (D) establishing the macro-
homogeneity conditions.

1A fine-scale problem is fully resolved w.r.t. all physics across several scales, and requires
computationally expensive direct numerical simulation.
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(A) Variational Multi-scale Method
Let Ω ∈ Rdim (dim ≥ 1) be a smooth, open bounded domain with smooth
boundary Γ. For appropriately defined H1 Sobolev trial and test spaces, a
continuum equilibrium problem assumes the form,∫

Ω
σ(u) : ε(δu) dΩ = 0 ∀ δu ∈ U0, (3.1)

in the absence of body forces, and σ, ε and u are the stress, strain and
displacement respectively. Assuming the above problem belongs to the multi-
scale category, the Variational Multi-Scale (VMS) method allows a sum de-
composition of the displacement (solution) field u into a smooth macro-scale
component uM and rapidly fluctuating part uS . Adopting a similar decom-
position for the test function δu, (3.1) can be decoupled as,

∫
Ω

σ[uM + uS ] : ε[δuM ] dΩ = 0, (3.2a)∫
Ω

σ[uM + uS ] : ε[δuS ] dΩ = 0, (3.2b)

for appropriately defined trial and test spaces for the macro-scale and sub-
scale problem. In the absence of further assumptions, Equations (3.2a) and
(3.2b) must be solved for the entire computational domain Ω. However, based
on suitable assumptions, the sub-scale problem (3.2b) could be formulated
as a series of independent problems on patches within Ω. The patches could
be of any size, encompassing either a single element or multiple elements,
or associated with only a single integration point. All of these approaches
lie within the broader category of domain decomposition methods, suitable
only for multi-scale problems with moderate difference in the length scales.
Furthermore, domain decomposition methods are not the focus of this thesis.
As such, the reader is referred to [93–97] for more on the topic.
Without venturing into the details of the domain decomposition method,

it can be assessed that a large difference in the length scales of a multi-scale
problem would lead to a prohibitively huge computational resource demand.
The reason for this is the extremely fine meshes required for resolving small
length scales in the sub-scale domain. In such a scenario, the computational
homogenisation approach [98–101] is a computationally viable alternative, as
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it only requires the sub-scale domain to contain enough statistical information
about the heterogeneities in the underlying microstructure, and is indepen-
dent of the macro-scale discretisation. For this reason, the sub-domain is also
referred to as the Representative Volume Element (RVE) or Statistical Vol-
ume Element (SVE). At this point, the reader is referred to [102, 103] for more
details on the choice of RVE/SVE for random media. The use of the com-
putational homogenisation approach in conjunction with the VMS method
lends the name Variationally Consistent Homogenisation (VCH) technique,
and separates the latter from domain decomposition methods.

(B) Computational Homogenisation
In the context of partial differential equations, homogenisation refers to the
process of replacing a spatially rapidly varying coefficient with an uniform
(effective) one. The effective coefficient is computed as an average over a
certain spatial domain. In the context of a multi-scale problem, the averaging
takes place over the RVE domain, denoted as Ω�, here onwards. To put it in a
mathematical perspective, consider an integral expression over a macro-scale
domain, ∫

Ω
f(x) dΩ, (3.3)

for an arbitrary rapidly oscillating function f(x). Assuming that an RVE exist
for all x ∈ Ω, the integrand f(x) in the above expression is approximated as,

f(x) ≈ f := 1
|Ω�|

∫
Ω�

f dΩ, (3.4)

with Ω� centered at x. However, in the context of the finite element method,
integral expressions such as (3.3) are evaluated through numerical integra-
tion. As such, finite number of RVEs is required, each RVE associated with a
macroscopic integration point.
The VCH approach replaces every integrand in the macro-scale (3.2a) and

RVE-scale (3.2b) equation with an approximation of the form (3.4). For large
expressions, the notation 〈f〉� = f is introduced, and will be used throughout

31



Chapter 3 Multi-scale fracture modelling

the thesis. This results in,∫
Ω
〈σ[uM + uS ] : ε[δuM ]〉� dΩ = 0, (3.5a)∫

Ω
〈σ[uM + uS ] : ε[δuS ]〉� dΩ = 0. (3.5b)

Although the macro-scale problem (3.5a) must be solved over the macro-scale
domain Ω, the RVE equation (3.5b) is a set of independent problems of the
form,

〈σ[uM + uS ] : ε[δuS ]〉� = 0, (3.6)

since every RVE is local to a macro-scale integration point.

(C) Prolongation and first-order homogenisation
The VCH approach assumes the existence of a smooth displacement (solution)
field u on the macro-scale, as shown in Figure 3.1 (left). The smooth solution
field u contributes uM (indicated by the red line in right sub-figure) towards
the RVE solution field, u. This operation is termed as prolongation. In this
thesis, only first-order homogenisation is considered. Consequently, uM is
obtained through a Taylor series expansion of u about x, until the first-order
derivative term. This results,

uM (u,x,x) = u + ∇symu
∣∣
x · [x− x]. (3.7)

with uM varying linearly within the RVE domain Ω�.
Adopting the notation ε[u(x)] = ∇u

∣∣x, the consequences of (3.7) are,

u(x) = 〈uM (u,x,x)〉�, (3.8a)
ε[u(x)] = 〈ε[uM (u,x,x)]〉�. (3.8b)

Therefore, the macro-scale problem (3.5a) is equivalent to,∫
Ω

σ : ε[δu] dΩ = 0, (3.9)

where, the effective stress given by,
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•u(x)u

x
|Ω|| |

•

x
|Ω�|

u

uM

| |

Figure 3.1: Figures showing the smooth solution field u on the macro-scale domain
Ω (left), and the rapidly oscillating solution field u on the RVE domain
Ω� (right). The linear macro-scale contribution uM from u is denoted
by the dashed red line in the right sub-figure.

σ = 〈σ〉�. (3.10)

Following the computation of u using the above equation, augmented with
appropriate test and trial spaces, uM is obtained from (3.7). Thereafter,
the RVE problems are driven by uM , as observed from (3.6). However, con-
straints must be enforced on the oscillating RVE solution field, uS in order to
guarantee solvability of the RVE problem. This step is carried out using the
(Hill-Mandel) macro-homogeneity conditions [104–106].

(D) Macro-homogeneity condition
The macro-homogeneity condition establishes the equivalence of the virtual
work between the macro-scale integration point and the RVE domain. To that
end, first, a strain identity,

ε[u] = 〈ε[u]〉� (3.11)

is assumed to hold. Using (3.8b), the necessary condition satisfying the above
equation is 〈ε[uS ]〉� = 0. This is achieved through Dirichlet, Neumann,
and Strongly Periodic boundary conditions on the RVE problem (commonly
adopted in the computational homogenisation literature). Recalling the stress
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identity (3.10), and on using the aforementioned boundary conditions, the vir-
tual work identity or the macro-homogeneity condition,

σ : ε[u] = 〈σ : ε[u]〉�, (3.12)

is fulfilled. The above expression is the classical form of the macro-homogeneity
condition, popular in the computational homogenisation literature [107]. For
a generalised form of the macro-homogeneity condition, the reader is referred
to [90].

3.2 Multi-scale phase-field fracture framework
The multi-scale phase-field fracture framework is developed in Paper C using
the VCH approach, in a similar way to the continuum problem in Section 3.1.
The steps (A)-(D) are followed for the momentum balance equation and the
phase-field evolution equation. These equations are taken from Problem 3 in
Chapter 2. Furthermore, the presented multi-scale framework is developed
only for AT2 brittle fracture, a choice motivated by the ease in the numeri-
cal implementation. The degradation function and the local fracture energy
dissipation function are chosen accordingly (see Tables 2.1 and 2.2). The ex-
tension towards the AT1 brittle fracture as well as the PFCZM quasi-brittle
fracture is deemed straight-forward.
The derivation of the multi-scale problem is presented in detail in Paper C.

As such, a brief summary is provided, with the equations/problem statements
being referred from the aforementioned manuscript. The starting point in the
VCH approach is the set of Euler-Lagrange equations corresponding to the
fully resolved problem. In this thesis, the equations for the AT2 brittle model
serves as the fully resolved problem (see Problem Statement 3 in Paper C).
Thereafter, analogous to step (A) in Section 3.1, an additive decomposition is
introduced for the displacement field and the phase-field, and their respective
test functions. Also, the integrands in the momentum balance equation and
phase-field evolution equation are replaced by their homogenised counterparts
(B). Finally, the prolongation operation (C) is introduced for the displacement,
phase-field and their respective test functions. This operation is analogous to
the prolongation for the displacement field, shown in Figure 3.1 and given
by (3.7). In Paper C, step (B) is presented in Section 3.1, whereas the steps
(A) and (C) are in Section 3.2. This leads to the definition of the macro-
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scale problem for AT2 brittle fracture, shown in Problem Statement 4 in the
aforementioned manuscript.
Furthermore, the steps (A) and (B) also results in an RVE problem, similar

to (3.6). However, in Paper C, the RVE problem is augmented with constraints
(boundary conditions) that fulfil the macro-homogeneity conditions (D). In
this context, four different RVE problems are defined (Problem Statements
5-8), pertaining to Weakly Periodic Boundary Condition (WPBC), Strongly
Periodic Boundary Condition (SPBC), Neumann Boundary Condition (NBC),
and Dirichlet Boundary Condition (DBC). The WPBC requires special treat-
ment during implementation in terms of generating an optimal mesh for the
Lagrange multipliers. As such, RVE studies with WPBC is avoided in the
manuscript. Nevertheless, the RVE WPBC problem (Problem Statement 5)
is regarded as a general problem, since the other boundary conditions can be
derived from it, upon making certain choices in the test and trial function
spaces.

The multi-scale phase-field fracture framework is then expanded in terms of
the different homogenisation measures that can be pursued. This is possible
as the VCH approach does not impose any restrictions on the homogenisation
measures that replaces an integrand of the Euler-Lagrange equations (Step
(B) in Section 3.1). Therefore, a certain integrand may be evaluated using
an RVE surface-averaging measure instead of a volume-average. The RVE
surface-averaging measure is explored in this thesis (Paper C) in the context
of the smooth phase-field on the macro-scale, and it leads to an alternative
multi-scale phase-field fracture model within the multi-scale framework.

Yet another multi-scale fracture model is developed using the concept of
selective homogenisation. Selective homogenisation allows a certain solution
field to live only on the RVE domain. In that case, the macroscopic coun-
terpart of the solution field and its corresponding test function would cease
to exist. In Section 3.6 of Paper C, the selective homogenisation is applied
only to the phase-field. Mathematically, it means that the RVE phase-field
ϕ = ϕS and δϕ = δϕS . Consequently, it eliminates the macro-scale phase-field
evolution equation.
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3.3 Discussion
A novel multi-scale phase-field fracture framework is proposed in this thesis,
that allows for different homogenisation choices within a variationally consis-
tent scheme. Assuming the existence of the smooth solution fields (u, ϕ) leads
to a coupled momentum balance and phase evolution equation both at the
macro-scale as well as on the RVE-level. It is important to note that ϕ is
the volume-average of ϕ in the RVE. Consequently, its value is not indicative
of failure/crack. This has been demonstrated in Paper C, with the help of
a multi-scale FE2 problem in Section 5. In this problem, although a certain
RVE has lost integrity, ϕ ≈ 0.1415. Thus, the loss of integrity at a macro-scale
integration point is assessed by the stress, whereas ϕ is treated as an auxil-
iary solution field. Nevertheless, the presence of ϕ leads to the existence of a
macro-scale phase-field evolution equation, eventually resulting in a non-local
effect on the macro-scale. This can be observed from Figure 15(b) in Paper
C.
Alternatively, the ‘selective homogenisation-based’ multi-scale phase-field

model that assumes the phase-field to live only on the RVE level is computa-
tionally cheaper. This is because it eliminates the need to solve a phase-field
evolution equation on the macro-scale (fewer DOFs). However, the macro-
scale behaviour is local as observed from Figure 15(a) in the Paper C. Sim-
ilar behaviour is observed for softening type dissipative material laws [108].
Therefore, the RVE response can be thought of as similar to a local continuum
damage model.
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CHAPTER 4

Summary of included papers

This chapter provides the summary of the included papers.

4.1 Paper A
Ritukesh Bharali, Fredrik Larsson, Ralf Jänicke
A micromorphic phase-field model for fracture
Manuscript to be submitted for publication .

In this manuscript, a novel phase-field model for fracture is proposed, based
on the micromorphic extension of the energy functional. This approach trans-
forms the phase-field solution field into a local variable, while introducing a
micromorphic variable that regularises the fracture problem. The pertinent
Euler-Lagrange equations are presented along with an explicit expression for
updating the local phase-field variable for the AT2 brittle fracture model.
Thereafter, numerical experiments are carried out on benchmark problems
(single edge notched specimen under tension and shear, three-point bend-
ing, and notched concrete specimen with hole) to investigate the effect of the
penalty term on the global response (load-displacement curves) and the frac-
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ture length-scale. Through a parametric study, it is shown that an optimal
value of the penalty parameter exists for which the global response as well as
the fracture length-scale of the micromorphic model is similar to that of the
original model.

4.2 Paper B
Ritukesh Bharali, Fredrik Larsson, Ralf Jänicke
Phase-field fracture irreversibility using the slack variable approach
Manuscript to be submitted for publication .

In this manuscript, the phase-field fracture irreversibility constraint is trans-
formed into an equality-based constraint using the slack variable approach.
The equality-based fracture irreversibility constraint is then introduced in the
phase-field fracture energy functional using the Method of Multipliers and the
Penalisation method. Both methods are variationally consistent with conven-
tional variational inequality phase-field fracture problem, unlike the history-
variable approach. A simple analytical proof is presented for the former.
Thereafter, numerical experiments are carried out on benchmark problems
(single edge notched specimen under tension and shear, three-point bending
and notched concrete specimen with a hole) to demonstrate the behaviour of
the proposed methods.

4.3 Paper C
Ritukesh Bharali, Fredrik Larsson, Ralf Jänicke
Computational homogenisation of phase-field fracture
Published in European Journal of Mechanics - A/Solids,
vol. 88, July–August 2021.
DOI: 10.1016/j.euromechsol.2021.104247 .

In this manuscript, the computational homogenisation of phase-field frac-
tures is addressed. To this end, a variationally consistent two-scale phase-
field fracture framework is developed, which formulates the coupled momen-
tum balance and phase-field evolution equations at the macro-scale as well
as at the Representative Volume Element (RVE) scale. The phase-field vari-
able represent fractures at the RVE scale, however, at the macro-scale, it
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4.3 Paper C

is treated as an auxiliary variable. The latter interpretation follows from
the homogenisation of the phase-field through volume or a surface-average.
For either homogenisation choices, the set of macro-scale and sub-scale equa-
tions, and the pertinent macro-homogeneity satisfying boundary conditions
are established. As a special case, the concept of selective homogenisation is
introduced, where the phase-field is chosen to live only in the RVE domain,
thereby eliminating the macro-scale phase-field evolution equation. Numeri-
cal experiments demonstrate the local macro-scale material behaviour of the
selective homogenisation based two-scale phase-field fracture model, while its
non-selective counterpart yields a non-local macro-scale material behaviour.
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CHAPTER 5

Concluding Remarks and Future Work

The contribution of this thesis can be broadly categorised into the develop-
ment of solution strategies and multi-scale techniques for phase-field fracture
problems. In the context of the former category, emphasis is laid on the
treatment of fracture irreversibility. To this end, two solution strategies are
proposed, the micromorphic phase-field fracture model and the slack variable
method.
The micromorphic phase-field fracture model transforms the phase-field

variable into a local quantity, while introducing a new micromorphic vari-
able that regularises the fracture problem. As elucidated in Section 2.4, both
AT1 and AT2 brittle fracture models can be implemented with ease, owing to
a closed form expression for the local phase-field variable. However, extension
towards the PFCZM quasi-brittle model maybe challenging due to the exis-
tence of multiple solutions for the local phase-field variable. However, in the
context, it is important to note that multiple local solutions are easier to treat
compared to multiple global solutions in a computational framework. Alter-
natively, quasi-brittle fracture models can be developed within the AT1 and
AT2 model framework by considering a gradual release of the fracture energy,
i.e., Gc = Gc(JuK, κ). Here, JuK and κ represent the displacement jump and
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an internal variable respectively. However, the computation of the displace-
ment jump from a smeared representation of fracture is non-trivial [55], and
may require special tracking techniques [37, 109]. Nevertheless, the extension
of the current micromorphic model towards quasi-brittle fracture presents an
interesting future avenue.
The slack variable approach replaces the fracture irreversibility inequality

constraint, h(ϕ) ≥ 0 with an equivalent equality constraint, h(ϕ)+θ2 = 0. The
latter constraint is then added to the phase-field fracture energy functional
using the Method of Multipliers and the Penalisation method. Both methods
are variationally consistent with the original phase-field fracture model (Prob-
lem 1 in Chapter 2), and are applicable to any phase-field fracture model.
However, in Paper B, the numerical experiments are limited to AT2 brit-
tle fracture. In the future, extension of the current work may be oriented
towards quasi-brittle fractures, multiphysics applications (fracture in porous
media, corrosion, etc.) and/or the further development of the method itself
(for instance, preconditioning for large problems).
The second category of work performed in this thesis is the development of

a multi-scale phase-field fracture framework in Paper C. Assuming the exis-
tence of an AT2 brittle fracture fully resolved model, pertinent macro-scale
and RVE-scale problems were derived using the Variationally Consistent Ho-
mogenisation (VCH) technique. Several homogenisation choices were explored
in the context of the phase-field variable. A volume-average based definition
of the macro-scale phase-field resulted in a non-local behaviour on the macro-
scale, while assuming the phase-field to live only on the RVE domain led to a
local macro-scale response. Furthermore, in the context of the RVE problem,
different macro-homogeneity compliant boundary conditions are explored. It
is observed that Dirichlet boundary condition resulted in an artificially stiff
response, since the crack could not penetrate the boundary. The Neumann
boundary condition led to widening of the existing cracks on the boundary,
as such it is considered unrealistic. The strongly periodic boundary condition
circumvented the aforementioned issues, however, at the cost of a periodicity
bias of the fracture topology.
Future studies may be directed at eliminating the RVE fracture periodicity

bias. In this regard, the weak format of periodicity [110–112] offers a good
starting point. Furthermore, in this thesis, the RVEs were assumed to be
representative during the hardening and softening regimes of the underlying
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microstructure. The existence of an RVE in the softening regime has been
questioned in [103], where it is shown that upon localisation, the RVE is
no longer statistically representative of the microstructure. Studies aimed
at alleviating this issue include homogenisation schemes over the localised
zone [113, 114]. A similar route can be followed for a multi-scale phase-field
fracture model. Finally, the multi-scale phase-field fracture framework can be
generalised further to include all possible phase-field fracture models.
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ABSTRACT

In this manuscript, a novel phase-field model for fracture is proposed, based on the micromorphic
extension of the energy functional. This approach transforms the phase-field solution field into a
local variable, while introducing a micromorphic variable that regularises the fracture problem. The
pertinent Euler-Lagrange equations are presented along with an explicit expression for updating
the local phase-field variable for the AT2 brittle fracture model. Thereafter, numerical experiments
are carried out on benchmark problems (single edge notched specimen under tension and shear,
three-point bending, and notched concrete specimen with hole) to investigate the effect of the penalty
term on the global response (load-displacement curves) and the fracture length-scale. Through a
parametric study, it is shown that an optimal value of the penalty parameter exists for which the
global response as well as the fracture length-scale of the micromorphic model is similar to that of
the original model.

Keywords phase-field fracture · micromorphic · irreversibility · fully coupled · monolithic

1 Introduction

The phase-field model for fracture belongs to the smeared (continuous) representation of fracture in computational
mechanics. It enables a straightforward handling of topologically complex (branching, kinking and merging of cracks)
fractures, and is capable of operating on a fixed mesh, thereby eliminating tedious re-meshing process associated with
the discrete fracture models like XFEM [1, 2], Cohesive Zone Models [3]. Due to the aforementioned reason, the
phase-field model for fracture has grown in popularity and offers a promising alternative to discrete fracture models.
For a comprehensive comparison of discrete and phase-field fracture models, the reader is referred to [4], and references
therein.

The variational treatment of the Griffith fracture criterion [5] and its numerical implementation in [6] pioneered the phase-
field approach to fracture modelling. The model introduces an auxiliary variable, the phase-field, which interpolates
between intact and fully broken material states. The phase-field model for fracture was cast into a thermodynamically
consistent framework in [7], which led to further extensions towards ductile fracture [8, 9], anisotropic fracture [10, 11],
hydraulic fracture [12–14], desiccation cracking [15–17], corrosion [18, 19], fracture in thin films [20], to cite a
few single-scale applications. The phase-field fracture model has also been extended towards concurrent multi-scale
modelling in [21–24] and hierarchical multi-scale modelling in [25, 26].
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The popularity of the phase-field model for fracture comes at the cost of minimising a non-convex energy functional. It
is well-established in mathematical literature that the conventional Newton-Raphson (NR) method performs poorly in
such cases. In order to circumvent this issue, [27] proposed the use of a novel line search technique that also included a
negative search direction, while [28] proposed a convexification approach based on extrapolation of the phase-field in
time. Other approaches within the monolithic framework include modified Newton methods [29], error-oriented Newton
methods [30], arc-length solvers [31], and trust region methods [32]. Alternatively, [33] proposed the use of alternate
minimisation (staggered) solution techniques, exploiting the convex nature of the energy functional w.r.t. displacement
and phase-field individually. In this manuscript, the NR method is adopted, aware of the fact that convergence issues
may arise.

Another computational challenge associated with the phase-field model for fracture is the variational inequality
problem arising due to the fracture irreversibility constraint. In this context, [27, 34] opted for a simple penalisation
technique, [28] proposed a primal-dual active set method, while [29,30] adopted an Augmented Lagrangian formulation
based on the Moreau-Yoshida indicator function. In an alternative approach, [33] introduced an implicit history-variable
as the fracture driving energy in order to ensure fracture irreversibility. However, the variational consistency of the
history-variable approach to the original phase-field fracture problem is still not proven. For a comprehensive discussion
on the computational challenges associated with the phase-field model for fracture, the reader is referred to the review
works [35–37].

The focus of this manuscript lies in developing a method that is able to treat the phase-field fracture irreversibility locally
(i.e., only at Gauss points). To this end, a micromorphic extension of the phase-field fracture energy functional is carried
out in the spirit of [38,39]. As shown later in this manuscript, this results in a local phase-field variable and introduces a
micromorphic solution field for regularisation. As a consequence, the update of the phase-field variable can be carried
out via local Karush-Kuhn-Tucker (KKT) conditions along with enforcement of the bounds. In this manuscript, a
strategy for choosing an optimal penalty term is devised. Thereafter, its influence on the fracture length-scale and the
global response (for instance, load-displacement curves) is discussed.

This manuscript is structured as follows: Section 2 introduces the reader to the phase-field model for fracture, its
underlying energy functional and pertinent Euler-Lagrange equations. Subsequently, in Section 3, the micromorphic
approach for phase-field fracture is introduced. The numerical benchmark problems are addressed in Section 4, followed
by concluding remarks in Section 5.

2 Phase-field fracture model

Figure 1a and 1b illustrates a discrete and a phase-field regularised fracture respectively, in a continuum. The fracture
embedded continuum is assumed to occupy a domain Ω ∈ Rdim (dim = 2 in this case). The external boundary Γ
comprises of the Dirichlet and Neumann boundaries, represented by ΓuD and ΓuN respectively. Note that Γ = ΓuD ∪ ΓuN
and ΓuD ∩ ΓuN = ∅.

Ω C

ΓuD

ΓuN

(a) sharp crack

Ω
l

ΓuD

ΓuN

(b) diffused (smeared) crack

Figure 1: A solid Ω ∈ R2 embedded with (a). sharp crack C and (b). diffused (smeared) crack, with Dirichlet and
Neumann boundaries indicated as ΓuD and ΓuN respectively. Figure adopted from [26]
.

The energy functional pertaining to the phase-field model for fracture [27, 34] is given by,

E(u, ϕ) =

∫

Ω
g(ϕ)Ψ+(ε[u]) dΩ +

∫

Ω
Ψ−(ε[u]) dΩ−

∫

ΓuN
tup · u dΓ +

∫

Ω
Gc

(
1

2l
ϕ2 +

l

2
|∇ϕ|2

)
dΩ, (1)

2
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where Ψ+(ε[u]) and Ψ−(ε[u]) represent the fracture driving and residual strain energy densities respectively. They are
functions of the strain ε[u], defined as the symmetric gradient of the displacement u,

ε[u] = (u⊗∇)sym. (2)

Assuming that fracture is driven by tensile strain energy [7], in this manuscript, Ψ+(ε[u]) and Ψ−(ε[u]) represent the
tensile and compressive strain energy densities. They are computed as,

Ψ±(ε[u]) =
1

2
λ〈(I : ε[u])〉2± + µε±[u] : ε±[u], (3)

where λ and µ are the Lamé constants, I is a second-order identity tensor, with ε±[u] defined as,

ε±[u] =
dim∑

i=1

〈εi〉±pi ⊗ pi. (4)

In Equations (3) and (4), 〈•〉± indicates the positive/negative Macaulay brackets. Moreover, εi is the ith principal
(eigen) strain, while pi is its corresponding normalised eigenvector. The degradation function, g(ϕ) is a strictly
decreasing monotone with properties g(0) = 1, g(1) = 0, and g′(1) = 0. The first two properties ensure intact and
fully broken material states, while the last property results in a zero fracture driving energy for fully broken material.
In this manuscript, the degradation function is chosen as g(ϕ) = (1− ϕ)2. Furthermore, the surface traction on the
Neumann boundary ΓuN is denoted by tup , and the last integral corresponds to Ambrosio-Tortorelli (AT2) phase-field
regularised fracture energy term [6], with the Griffith energy denoted by Gc.

The subsequent part of this manuscript uses the tensile and compressive stresses, obtained via derivative of the tensile
and compressive strain energy densities. They are given by,

σ± =
∂Ψ±

∂ε
= λ〈(I : ε[u])〉±I + 2µε±[u]. (5)

The numerical simulation of fracture initiation and propagation in a continuum domain Ω requires the minimisation of
the energy functional (1) w.r.t. its solution variables u and ϕ. Along with appropriately defined test and trial spaces, the
problem takes the form:

Problem 1 Find (u, ϕ) ∈ U× P with

∫

Ω

(
(1− ϕ)2 + κ

)
σ+ : ε[δu] dΩ +

∫

Ω
σ− : ε[δu] dΩ (6a)

−
∫

Γu
N

tup δu dΓ = 0 ∀ δu ∈ U0, (6b)

∫

Ω
Gc

(
1

l
ϕ (ϕ̂− ϕ) + l∇ϕ ·∇(ϕ̂− ϕ)

)
dΩ−

∫

Ω
2(1− ϕ)Ψ+(ϕ̂− ϕ) dΩ ≥ 0 ∀ ϕ̂ ∈ P, (6c)

using pertinent time-dependent Dirichlet boundary conditions up on ΓuD and ϕp on ΓϕD, and and Neumann boundary
condition tup on Γu

N . The trial and test spaces are defined as

U = {u ∈ [H1(Ω)]dim|u = up on ΓuD}, (7a)

U0 = {u ∈ [H1(Ω)]dim|u = 0 on ΓuD}, (7b)

P = {ϕ ∈ [H1(Ω)]1|ϕ ≥ nϕ|ϕ = ϕp on ΓϕD}. (7c)

Note that the requirement ϕ ≥ nϕ in (7c) ensures fracture irreversibility, with n referring to the previous time-step. �

From Problem 1, it is clear that the fracture irreversibility constraint manifests in the form of a variationally inequality
Euler-Lagrange equation (6c) with restrictive trial and test set (7c) for the phase-field. As mentioned in Section 1,
several researchers have proposed different methods to treat the variational inequality problem. In the next section, a mi-
cromorphic phase-field fracture model is proposed, where the phase-field variable becomes local, while a micromorphic
variable ensures regularisation of the problem. This enables a simpler treatment of the fracture irreversibility constraint.

3
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3 Micromorphic phase-field fracture model

3.1 Energy functional and Euler-Lagrange equations

A micromorphic extension of the phase-field fracture energy functional (1) in the spirit of [38] results in,

Ẽ(u, ϕ, d) =

∫

Ω
(1− ϕ)2Ψ+(ε[u]) dΩ +

∫

Ω
Ψ−(ε[u]) dΩ−

∫

ΓuN
tup · u dΓ (8)

+

∫

Ω
Gc

(
1

2l
ϕ2 +

l

2
|∇d|2

)
dΩ +

∫

Ω

α

2
(ϕ− d)2 dΩ,

where a ‘new’ micromorphic variable d is introduced along with a user-defined constant penalty parameter α. From the
fracture energy integral, it is observed that only the micromorphic phase-field variable d contributes to the gradient/non-
local effect. Consequently, the regularity requirements on the phase-field in terms of the existence of derivatives is
circumvented. Moreover, the micromorphic approach also introduces an additional energy term associated with the
difference between the phase-field and the micromorphic variable. Theoretically, in the limit, α → ∞, the original
energy functional (1) is recovered.

Similar to Section 2, the set of Euler-Lagrange equations for the micromorphic phase-field fracture model is obtained
upon minimising the energy functional (8) w.r.t. its solution variables u, ϕ and d. Along with appropriately defined test
and trial spaces, the complete problem is given by:

Problem 2 Find (u, ϕ, d) ∈ U× P× D with

∫

Ω
(1− ϕ)2σ+ : ε[δu] dΩ +

∫

Ω
σ− : ε[δu] dΩ−

∫

Γu
N

tup δu dΓ = 0 ∀ δu ∈ U0, (9a)

∫

Ω
−2(1− ϕ)Ψ+(ϕ̂− ϕ) dΩ +

∫

Ω

Gc
l
ϕ(ϕ̂− ϕ) dΩ +

∫

Ω
α(ϕ− d)(ϕ̂− ϕ) dΩ ≥ 0 ∀ ϕ̂ ∈ P, (9b)

∫

Ω
Gcl∇d ·∇δd dΩ−

∫

Ω
α(ϕ− d)δd dΩ = 0 ∀ δd ∈ D, (9c)

using pertinent time-dependent Dirichlet and Neumann boundary conditions, up on ΓuD, and tup on Γu
N respectively.

The trial and test spaces are given by

U = {u ∈ [H1(Ω)]dim|u = up on ΓuD}, (10a)

U0 = {u ∈ [H1(Ω)]dim|u = 0 on ΓuD}, (10b)

D = {d ∈ [H1(Ω)]1]}, (10c)

P = {ϕ ∈ [L2(Ω)]|ϕ ≥ nϕ}. (10d)

�

From Problem 2, it is observed that the phase-field evolution equation (9b) is local. Upon enforcing the bound
nϕ < ϕ ≤ 1, an expression for the phase-field is obtained as,

ϕ{Ψ+, d} = min

(
max

( 2Ψ+ + αd

2Ψ+ + α+ Gc
l

, nϕ
)
, 1

)
. (11)

Note that the curly braces in the above expression indicate the implicit dependence of the phase-field on the fracture
driving strain energy density Ψ+ and the micromorphic variable d. Moreover, the bound nϕ < ϕ ≤ 1.0 fulfill the
fracture irreversibility constraint on the phase-field variable. Armed with an expression for the phase-field variable,
Problem 2 reduces to a (globally) two-field problem, given by:

4
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Problem 3 Find (u, d) ∈ U× D with

∫

Ω
(1− ϕ{Ψ+, d})2σ+ : ε[δu] dΩ +

∫

Ω
σ− : ε[δu] dΩ−

∫

Γu
N

tup δu dΓ = 0 ∀ δu ∈ U0, (12a)

∫

Ω
Gc∇d ·∇δd dΩ−

∫

Ω
α(ϕ{Ψ+, d} − d)δϕ dΩ = 0 ∀ δd ∈ D, (12b)

using (11), and pertinent time-dependent Dirichlet boundary conditions up on ΓuD and Neumann boundary condition
tup on Γu

N . The trial and test spaces are defined as

U = {u ∈ [H1(Ω)]dim|u = up on ΓuD}, (13a)

U0 = {u ∈ [H1(Ω)]dim|u = 0 on ΓuD}, (13b)

D = {d ∈ [H1(Ω)]1}, (13c)

�

Remark 1 Note that the local treatment of the fracture irreversibility in Problem 3 circumvents the need for restrictive
trial and test spaces for the phase-field observed in Problem 1.

Furthermore, denoting (12a) and (12b) as residuals Ru(δu) and Rd(δd), the tangent form of the micromorphic
phase-field fracture model is stated as,

∫

Ω
ε[δu] :

(
g(ϕ)

∂σ+

∂ε
+
∂σ−

∂ε
− g′(ϕ)σ+ ϕ′ε

)
: ε[du] dΩ

+

∫

Ω
ε[δu] :

(
g′(ϕ)Ψ+ ϕ′d

)
dd dΩ = −Ru(δu) ∀ δu ∈ U0, (14a)

∫

Ω
δd(−αϕ′ε) : ε[du] dΩ +

∫

Ω
δd

(
Gc
l

+ α− αϕ′d
)

dd dΩ

+

∫

Ω
Gc∇δd ·∇dd dΩ = −Rd(δd) ∀ δϕ ∈ D0, (14b)

with

ϕ′ε =





α(1− d) +Gc/l

(2Ψ+ + α+Gc/l)2
2σ+, if nϕ <

2Ψ+ + αd

2Ψ+ + α+Gc/l
< 1,

0 otherwise,
(14c)

and

ϕ′d =





α

2Ψ+ + α+Gc/l
, if nϕ <

2Ψ+ + αd

2Ψ+ + α+Gc/l
< 1,

0 otherwise.
(14d)

In this manuscript, the tangent form (14a)-(14d) is discretised using Q1 elements in the commercial finite element
software package COMSOL Multiphysics 5.6.

4 Numerical Study

In this section, the micromorphic phase-field fracture model is used to perform numerical experiments on benchmark
problems. These include the single edge notched specimen under tension and shear loading, three-point bending, and a
notched concrete specimen with a hole. The geometry and material properties, as well as the loading conditions are

5
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presented in the corresponding sub-sections. The phase-field fracture topology and the load-displacement curves are
presented therein.

Furthermore, a solution-based convergence criterion, where the weighted Euclidean norm of the solution update,

err :=

√
1

M

√√√√
M∑

j=1

1

Nj

N∑

i=1

( |Ei,j |
Wi,j

)2

(15)

is used to terminate the iterations of the Newton-Raphson method. Here, M indicates the number of fields, j is the
number of degree of freedom for each field j = 1, 2, ..M , E represents the absolute update (say, ϕ(m)-ϕ(m−1) for
phase-field, m being the iteration count), and Wi,j = max(|Ui,j |, Sj). The entire solution vector is represented with
U and Sj refers to scaling of solution variables1. The iterations in each step are terminated when err < 1e− 4. Finally,
the penalty parameter α is parametrised as,

α = β
Gc
l
. (16)

4.1 Single Edge Notched (SEN) tension test

The SEN specimen is a unit square (in mm) with a horizontal notch, as shown in Figure 2. The notch has been
introduced in a discrete fashion in the finite element mesh. The loading is applied at the top boundary in the form of
displacement increments ∆u = 1e− 5 [mm] for the first 450 steps, following which it is changed to 1e− 6 [mm]. The
bottom boundary remains fixed. Furthermore, the material properties are presented in Table 1.

∆u

Figure 2: SEN tension test

∆u

Figure 3: SEN shear test

Property Value
λ 121.154 [GPa]
µ 80.769 [GPa]
Gc 2700 [N/m]
l 1.5e-2 [mm]
hmax l/2

Table 1: SEN material properties

Figure 4a presents the load-displacement curves obtained using the micromorphic phase-field model for fracture, along
with those from the literature [7,40]. It is observed that the curves are within close range, with similar pre-peak response,
while the post-peak response varies with β. The latter response is due to the local update of the phase-field via (11),
which in turn is dependent on β through the parametrisation (16). The parameter β may be thought of, either as a
penalty parameter in the regularisation or as a material parameter. In the latter case, the micromorphic phase-field
fracture model becomes as alternative fracture model with β computed from calibration of experimental data. In this
manuscript, β is chosen as a penalty parameter in the regularisation of the fracture problem.

Having chosen β as a penalty parameter, its influence on the fracture length-scale is investigated. To that end, the
phase-field fracture profile is plotted at x = 0.75 [mm] for varying β values, along with a reference solution obtained
using a slack variable approach [41] in Figure 5a. It is observed that β has minimal impact on the fracture length-scale,
and does not scale inversely to β as reported in [39].

Next, an optimal2 value of β is sought, such that the global response (load-displacement curves) from the micromorphic
model is similar that from the original phase-field fracture model (in Problem 1). To that end, the ratio of the
micromorphic energy to the fracture energy at the final step of the analysis is plotted in Figure 5b for different β values.
For a detailed plot depicting the evolution of the elastic, fracture, and micromorphic energies, the reader is referred to

1Scaling of solution variables improves the conditioning of the stiffness matrix.
2Optimal w.r.t the finite data points chosen in this manuscript.
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Appendix A. Mathematically, the least energy ratio would indicate a micromorphic energy functional (8) converging
towards the original phase-field fracture energy functional (1). The corresponding β value is then regarded as the
optimal penalty parameter, in this case, 102. It is expected that β = 102 would result in a load-displacement response
close to that observed in the literature. For the single edge notched specimen, it is observed that β = 102 yields a
load-displacement response close that [7, 40]. Also, the phase-field fracture topology at the final step of the analysis,
shown in Figure 4b, is similar to the aforementioned literature.
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Figure 4: Figure (a) presents the load-displacement curves obtaining using micromorphic phase-field fracture model
with varying β, and [7, 40] for the SEN tension test. Figure (b) shows the distribution of the phase-field variable at the
final step of the analysis for β = 1 · 102.
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Figure 5: Figure (a) presents the phase-field fracture profile across x = 0.75, with the specimen centered at (0.5,0.5).
The reference solution is obtained using the slack variable approach [41]. Figure (b) shows the ratio of the micromorphic
energy to the fracture energy at the final step of the analysis for varying β. The optimal β value is indicated with a red
marker.
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4.2 Single Edge Notched (SEN) shear test

In order to conduct a shear test on the SEN specimen, the loading at the top boundary is set along the horizontal
direction, as shown in Figure 3. Moreover, vertical displacements along the left and right boundaries of the specimen is
restricted though roller supports. The material properties remain same as presented in Table 1.

0 0.2 0.4 0.6 0.8 1 1.2 1.4

·10−2

0

0.2

0.4

0.6

0.8

1

Displacement [mm]

L
oa

d
[k

N
]

β = 1 · 102 Ambati [40]
β = 5 · 102 Miehe [7]
β = 1 · 103

(a)

0 0.5 1
ϕ

(b)

Figure 6: Figure (a) presents the load-displacement curves obtaining using micromorphic phase-field fracture model
with varying β, and [7, 40] for the SEN shear test. Figure (b) shows the distribution of the phase-field variable at the
final step of the analysis for β = 1 · 102.

Figure 6a presents the load-displacement curves obtained using the micromorphic phase-field fracture model, along
with those from the literature [7, 40]. Similar to the observations made in the case of SEN tension test, the pre-peak
behaviour in the load-displacement curves remain similar for different values of β. The post-peak behaviour obtained
using β = 102 is close to [7], other choices result in a deviation, albeit in an acceptable range. Moreover, the phase-field
fracture topology in the final step of the analysis remains identical to those observed in the phase-field fracture literature.

4.3 Three point bending test

A simply supported beam 8 × 2 [mm2] with a triangular notched, as shown in Figure 7, is considered in this study.
The notch has a width 0.2 [mm] and height 0.4 [mm]. The loading is applied in the form of displacement increment
∆u = 1e− 3 [mm] for the first 35 steps, following which it is changed to 1e-5 [mm], at the midpoint of the top edge.
The material properties are presented in Table 2.

∆u

Figure 7: Three point bending test

Property Value
λ 12 [kN/mm2]
µ 8 [kN/mm2]
Gc 1e-3 [kN/mm]
l 3e-2 [mm]
hmax l/4

Table 2: Three point bending test material properties

Figure 8a presents the load-displacement curves obtained using the micromorphic phase-field fracture model, along
with those from the literature [7, 40]. It is observed that β = 102 yields a response that lies in between the curves from
the aforementioned literature. The peak load estimated with the micromorphic phase-field fracture model is similar to
that obtained in [7]. Moreover, from Figure 8b, it is observed that the phase-field fracture topology at the final step of
the analysis is identical to those reported in the literature.
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Figure 8: Figure (a) presents the load-displacement curves obtained using micromorphic phase-field fracture model
with varying β, and [7, 40]. Figure (b) shows the distribution of the phase-field fracture variable at the final step of the
analysis in a section of the beam for β = 1 · 102.

4.4 Notched specimen with hole

The numerical experiment on the notched specimen with a hole has been adopted from [40], where both experimental
and numerical studies were carried out. The specimen is a rectangular plate 65 x 120 [mm2], embedded with a 10 [mm]
notch, 65 [mm] from the bottom edge, and a hole 20 [mm] is diameter at located at (36.5 [mm], 51[mm]). Figure 9
provides a schematic along with the loading conditions. The loading is applied in the form of displacement increment
∆u = 1e − 3 [mm] on the upper pin (in grey), while the bottom pin (in grey) is kept fixed. Moreover, the material
properties are presented in Table 3.

∆u

Figure 9: Notched specimen with hole
Figure 10: Experimental results
[40]

Property Value
λ 1.94 [kN/mm2]
µ 2.45 [kN/mm2]
Gc 2.28e-3 [kN/mm]
l 0.25 [mm]
hmax l/2

Table 3: Material properties for notched
specimen with hole

Figure 11a presents the load-displacement curves obtained using the micromorphic phase-field fracture model, along
with those from the literature [40, 42]. A similar peak load compared to the literature is obtained for all β values.
However, the load-displacement curve using β = 102 is close only with that obtained in [42], and not [40]. This
behaviour is attributed to the difference in the fracture length scales adopted for the studies. While [40] opted for l = 0.1
[mm], in this study and in [42], l = 0.25 [mm]. Finally, the phase-field fracture topology in the final step of the analysis,
presented in Figure 11 is found to be similar to that observed in the experimental studies of [40] (see Figure 10).
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Figure 11: Figure (a) presents the load-displacement curves obtained using micromorphic phase-field fracture model
with varying β, and [40,42] for the notched specimen with hole test. Figure (b) shows the distribution of the phase-field
variable at the final step of the analysis in a section of the specimen for β = 1 · 102.

5 Concluding Remarks

A novel fracture model is proposed in this manuscript, based on the micromorphic extension of the phase-field fracture
energy functional. In this model, the phase-field variable is local, and a new micromorphic variable is introduced for
regularisation. The local nature of the phase-field variable results in a simplified enforcement of fracture irreversibility
through local KKT conditions. As demonstrated in this manuscript, the KKT conditions as well as the bounds maybe
encapsulated into a single expression. Furthermore, the local phase-field variable also circumvents the need for rather
restrictive test and trial spaces associated with the original phase-field fracture model (see Problem 1). This clearly
seems to be the benefit of the micromorphic approach.

Furthermore, comparing the micromorphic phase-field fracture energy functional to that of the original phase-field
model, it is observed that the latter is recovered as the ratio of the micromorphic energy to fracture energy tends to zero.
Therefore, a parametric study is carried out with varying α values to obtain an optimal α that corresponds to the least
ratio. Based on the study on the single edge notched specimen under tension, the optimal α is found to be 102Gc/l. On
using this optimal value, the load-displacement curves and the fracture topology at the final step of the analysis for all
benchmark problems were found to be similar to that obtained in the literature.

Another aspect investigated in this manuscript is the effect of the penalty parameter α on the fracture length-scale. From
the numerical experiments conducted in this manuscript, it is observed that the fracture length-scale remains similar
to that from the original phase-field fracture model, for the α values chosen. This behaviour is in contrast with the
findings of [39], that the fracture length-scale scales inversely to the square root of the penalty parameter (l ∝ l√

β
if

α = βGc/l).

For future studies, a simple and straight-forward extension would be towards AT1 brittle fracture model. Other studies
may include quasi-brittle fracture with the Griffith fracture energy Gc given by Gc(JuK, κ), JuK and κ being the
displacement jump and an internal variable respectively.

6 Software Implementation and Data

The numerical study in Section 4 is carried out using the equation-based modelling approach in the software package
COMSOL Multiphysics 5.6. The source files and data are available in the corresponding author’s Github repository
(https://github.com/rbharali).
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A Energies profiles for the SEN specimen under tension

Figure 12, 13 and 14 illustrates the evolution of the elastic energy, fracture energy and the additional micromorphic
energy for the Single Edge Notch (SEN) specimen under tension, for varying β values. Note that the penalty-type term
α is parametrised as α = βGc/l. In all the aforementioned plots, it is observed that the curves are dependent on β.
However, it is postulated that an optimal β would result in the least micromorphic energy compared to the fracture
energy. It is observed that the blue curve (β = 102) in Figure 14 yields in the least ratio of the micromorphic energy to
the fracture energy. Assuming β = 102 as the optimal value, Figure 15 compares the elastic, fracture and micromorphic
energy evolution. It is observed that the micromorphic energy remains bounded through the entire evolution, with its
ratio to the fracture energy approximately 0.05.
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Figure 12: Figure shows the evolution of elastic en-
ergy per unit thickness for varying β.
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Figure 13: Figure shows the evolution of fracture
energy per unit thickness for varying β.
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Figure 14: Figure shows the evolution of the micro-
morphic energy per unit thickness for varying β.
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ABSTRACT

In this manuscript, the phase-field fracture irreversibility constraint is transformed into an equality-
based constraint using the slack variable approach. The equality-based fracture irreversibility con-
straint is then introduced in the phase-field fracture energy functional using the Method of Multipliers
and the Penalisation method. Both methods are variationally consistent with conventional variational
inequality phase-field fracture problem, unlike the history-variable approach. A simple analytical
proof is presented for the former. Thereafter, numerical experiments are carried out on benchmark
problems (single edge notched specimen under tension and shear, three-point bending and notched
concrete specimen with a hole) to demonstrate the behaviour of the proposed methods.

Keywords phase-field fracture · fully coupled · monolithic solver · Lagrange multiplier · Penalisation · COMSOL

1 Introduction

The phase-field model for fracture emerged from the seminal work of [1], wherein the Griffith fracture criterion was
cast into a variational setting. Later, a numerical implementation of the same was proposed in [2], using the Ambrosio–
Tortorelli regularisation of the Mumford-Shah potential [3]. In this implementation, the fracture is represented by
an auxiliary variable, that interpolates between the intact and broken material states. Such a formulation allows the
automatic tracking of fractures on a fixed mesh, thereby eliminating the need for the tedious tracking and remeshing
processes, observed with discrete methods. Furthermore, the phase-field model for fracture is also able to handle
topologically complex (branching, kinking and merging) fractures, and is able to demonstrate fracture initiation without
introducing any singularity [4]. Owing to these advantages, the phase-field model for fracture has gained popularity in
the computational mechanics community in the past decade.

A thermodynamically consistent formulation of the phase-field fracture model was proposed by [5], adopting an
energetic cracking driving force definition. Since then, over the past decade, researchers have extended the work to
thermo-mechanical problems at large strain [6], ductile failure [7, 8], fracture in thin films [9], anisotropic fracture [10],
fracture in fully/partially saturated porous media [11–13], hydrogen assisted cracking [14], dissolution-driven stress
corrosion cracking [15], fracture and fatigue in shape-memory alloys [16], brittle failure of Reisner-Mindlin plates
[17] to cite a few. Finally, the phase-field model for fracture has also been used for multi-scale finite element method
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[18–20], asymptotic homogenisation [21], and variationally consistent homogenisation [22]. For a detailed overview on
the phase-field fracture model, the reader is referred to the comprehensive review works [23–25].

Despite its growing popularity, the phase-field model for fracture poses several challenges when it comes to robust and
computationally efficient solution techniques [25]. These include,

(A) the poor performance of the monolithic Newton-Raphson (NR) method due to non-convex energy functional,

(B) variational inequality arising from fracture irreversibility, and

(C) extremely fine meshes are required in the fracture zone.

In order to alleviate the problem concerning the poor-performance of the NR method (A), [26] utilised a linear
extrapolation in time1 for the phase-field variable in the momentum balance equation. In [27], a novel line search
technique was developed, while in [28] and [29] Augmented Lagrangian and modified NR approaches were proposed.
More recently, [30] adopted a recursive multilevel trust region method, that resulted in improved convergence of the NR
method. The development of robust, monolithic solution technique is still an active area in phase-field fracture research,
and this manuscript is contribution towards this aspect.

The next issue pertains to the variational inequality problem arising out of the fracture irreversibility condition (B). This
aspect has been treated in different ways in the phase-field fracture literature. They include crack set irreversibility
[2, 31, 32], penalisation [4, 28, 29], and the implicit History variable based method proposed by [33]. The lattermost
method remains popular despite its non-variational nature, over-estimation of the fracture surface energy, and the
necessity for computationally expensive alternate minimisation (staggered) solution procedure [4]. In a novel approach,
this manuscript adopts the slack variable method [34, 35], that constructs an equivalent variational equality problem,
while maintaining the variational structure of the original problem.

Another issue pertaining to the phase-field fracture model is the requirement of extremely fine meshes in the smeared
fracture zone (C). In this context, [2] and [9] advocates the use of uniformly refined meshes together with parallel
computing while [36–38] opted for error-controlled adaptive mesh refinement. Some other approaches include pre-
refined meshes when the fracture path is known [4, 23, 27], adaptive mesh refinement in [26] based on a phase-field
threshold or Kelly error estimates [39], and multi-level hp-FEM in [40]. In this manuscript, uniform and pre-refined
meshes are used.

The novelty of this manuscript lies in the alternative treatment of the fracture irreversibility inequality constraint, using
the slack variable approach. The inequality constraint is replaced by an equivalent equality-based fracture irreversibility
constraint. The constraint is then augmented to the phase-field fracture energy functional using the Method of Multipliers
and the Penalisation method. These methods are variationally consistent, unlike the history-variable approach proposed
in [33].

The manuscript is organised as follows: Section 2 introduces the phase-field model for fracture, its underlying
energy functional and the Karush-Kuhn-Tucker (KKT) optimality conditions. Thereafter, in Section 3, the Method of
Multipliers is adopted to augment the energy functional a slack variable-based fracture irreversibility criterion. The
equivalence of the new formulation with the original problem in Section 2 is established in terms of KKT conditions.
Furthermore, the Euler-Lagrange equations are presented. In Section 4, the slack variable-based fracture irreversibility
constraint is introduced in the energy functional using the Penalisation method, followed by the derivation of the
pertinent Euler-Lagrange equations. The numerical experiments on benchmark problems are presented in Section 5,
and Section 6 lays down the concluding remarks of this manuscript.

Notation

The following notations are strictly adhered to in this manuscript:

• Zero-order tensors are represented using small italicized letters, e.g., a. Bold symbols are used for first and
second-order tensors, for instance, stress σ and strain ε.

• A function f with its arguments x, y is written in the form f(x, y), whereas a variable g with operational
dependencies p, q is written as g[p, q].

• The Macaulay operator on a variable x is defined as 〈x〉± = 1
2 (x± |x|).

1The linear extrapolation of the phase-field variable in time is a questionable assumption although it results in a robust solution
method.
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2 Phase-field fracture model

2.1 Energy functional

Let Ω ∈ Rdim (dim = 2, 3) be the domain occupied by the fracturing solid, shown in Figure 1. Its boundary Γ is
decomposed into a Dirichlet boundary ΓuD and a Neumann boundary ΓuN , such that Γ = ΓuD ∪ ΓuN and ΓuD ∩ ΓuN = ∅.
Furthermore, the fracture is represented by an auxiliary variable (phase-field) ϕ ∈ [0, 1] within a diffusive (smeared)
zone of width l > 0.

Ω
l

ΓuD

ΓuN

Figure 1: A solid Ω ∈ R2 embedded with a diffused (smeared) crack. Dirichlet and Neumann boundaries are indicated
with ΓuD and ΓuN respectively. Figure adopted from [22].

The energy functional of the phase-field fracture model [4, 27] is given by

E(u, ϕ) =

∫

Ω
(g(ϕ) + κ) Ψ+(ε[u]) dΩ +

∫

Ω
Ψ−(ε[u]) dΩ−

∫

ΓuN
tup ·u dΓ +

∫

Ω
Gc

(
1

2l
ϕ2 +

l

2
|∇ϕ|2

)
dΩ, (1)

where Ψ+(ε[u]) and Ψ−(ε[u]) represent the tensile and compressive strain energy densities, which are functions of the
symmetric strain energy tensor ε[u], Moreover,

ε[u] = (u⊗∇)sym. (2)

Following [5],

Ψ±(ε[u]) =
1

2
λ〈(I : ε[u])〉2± + µε±[u] : ε±[u], (3)

where λ and µ are the Lamé constants, I is a second-order identity tensor, u is the displacement, and ε±[u] is defined as

ε±[u] =
dim∑

i=1

〈εi〉±pi ⊗ pi (4)

where εi represents the ith eigenvalue of the strain, and pi is its corresponding normalised eigenvector. Furthermore, a
monotonically decreasing degradation function g(ϕ) + κ is attached to Ψ+(ε[u]) since fracture is expected to occur
only under tensile loading. In this manuscript, g(ϕ) = (1− ϕ)2 and κ = 1e− 10 (a small term that prevents numerical
singularity for partly fractured domains). Next, the surface traction on the Neumann boundary ΓuN is denoted by tup , and
the last integral corresponds to phase-field regularised fracture energy term [2], where Gc is the Griffith fracture energy.

In the subsequent sections of this manuscript, the tensile and compressive stress are used in the Euler-Lagrange
equations. They are defined as

σ± =
∂Ψ±

∂ε
= λ〈(I : ε[u])〉±I + 2µε±[u]. (5)

The prediction of fracture initiation and propagation in the solid occupying the domain Ω requires solving the constrained
minimisation problem:

3
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Problem 1 Find u and ϕ for all times t ∈ [0, T ] such that,

minu(t),ϕ(t)E and h(ϕ) ≥ 0, (6)

where h(ϕ) = ϕ− nϕ, and the left superscript n denotes the previous time-step. Moreover, the problem is augmented
with (pseudo) time-dependent Dirichlet boundary conditions up on ΓuD and ϕp on ΓϕD, and/or Neumann boundary
conditions tup on ΓuN and tϕp on ΓϕN . Furthermore, the boundary Γ is split as Γ = ΓuD ∪ ΓuN , ΓuD ∩ ΓuN = ∅ and
Γ = ΓϕD ∪ ΓϕN , ΓϕD ∩ ΓϕN = ∅ respectively. �

2.2 Karush-Kuhn-Tucker conditions

The KKT triple (u, ϕ,Λ) in appropriate spaces for the Problem 1 requires

E′(u, ϕ, θ,Λ;u) = 0, (7a)

E′(u, ϕ, θ,Λ;ϕ) = 0, (7b)
h(ϕ) ≥ 0, (7c)

Λ ≥ 0, (7d)
Λh(ϕ) = 0 (7e)

to hold. Equations (7a) and (7b) represent the Euler-Lagrange equations pertaining to the stationary condition, while
equations (7c-7e) are the primal and dual feasibility conditions, and the complementary slackness. Formally, the latter
set of equations enforces fracture irreversbility. To the same end, alternative, but equivalent formulations have been
adopted in the phase-field fracture literature. For instance, [26] adopted the primal-dual active set strategy proposed by
[41], [28] utilised an Augmented Lagrangian penalisation approach with the Moreau-Yoshida indicator function, and [4]
opted for a simple penalisation approach. The authors would like to emphasise that the rather popular history-variable
approach in [5] is not variationally consistent.

3 Method of Multipliers (MM)

3.1 Fracture irreversibility and modified energy functional

In order to enforce fracture irreversibility h(ϕ) = ϕ− nϕ ≥ 0, a slack variable is defined as

θ2 = h(ϕ) = ϕ− nϕ. (8)

It is observed that θ2 admits value greater than or equal to zero, thereby fulfilling the fracture irreversibility criterion.
Next, the constrained minimisation Problem 1 is reformulated as:

Problem 2 Find u, ϕ and θ for all times t ∈ [0, T ] such that,

minu(t),ϕ(t),θ(t) E

subjected to h(ϕ)− θ2 = 0.
(9)

with suitable (pseudo) time-dependent Dirichlet and/or Neumann boundary conditions, as mentioned in Problem 1. �

Augmenting the equality constraint (9) in (1) via the Lagrange multiplier Λ results in the modified energy functional,

Ẽ(u, ϕ, θ,Λ) = E(u, ϕ) + Λ
(
h(ϕ)− θ2

)
. (10)

4
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3.2 Stationary conditions

The stationary conditions for the Problem 2 are given by

Ẽ′(u, ϕ, θ,Λ; δu) = 0, (11a)

Ẽ′(u, ϕ, θ,Λ; δϕ) = 0, (11b)

Ẽ′(u, ϕ, θ,Λ; δθ) = 0, (11c)

Ẽ′(u, ϕ, θ,Λ; δΛ) = 0. (11d)

The equivalence of these conditions with those presented for Problem 1 can be proved trivially. For instance, (7c)
implies that there exists a θ such that (11d) holds. Next, (11c) is proven using (7e) and (11d) with minor algebraic
manipulations. More specifically, if (u∗, ϕ∗, θ∗) is a global (local) optimal solution of Problem 2, then (u∗, ϕ∗) is the
global (local) optimal solution of Problem 1. Conversely, if (u∗, ϕ∗) is the global (local) optimal solution of Problem 1,
then there exists a certain θ∗ such that (u∗, ϕ∗, θ∗) is a global (local) optimal solution of Problem 2. For more details
on this aspect, refer to Proposition 3.1 in [42].

3.3 Euler-Lagrange equations

The Euler-Lagrange equations for Problem 2 are (11a)-(11d), obtained upon taking the first variation of the energy
functional (10) w.r.t its solution variables u, ϕ, θ and Λ. This results in,

Problem 3 Find (u, ϕ, θ, Λ) ∈ U× V×W× A with

Ru =

∫

Ω

(
(g(ϕ) + κ)σ+[u] + σ−[u]

)
: ε[δu] dΩ = 0 ∀ δu ∈ U0 (12a)

Rϕ =

∫

Ω

(
Gc
l
ϕ+ g′(ϕ)Ψ+(ε[u]) + Λ

)
δϕ dΩ +

∫

Ω
Gcl∇ϕ ·∇δϕ dΩ = 0 ∀ δϕ ∈ V0 (12b)

Rθ =

∫

Ω
−2Λθδθ dΩ = 0 ∀ δθ ∈W (12c)

RΛ =

∫

Ω

(
h(ϕ)− θ2

)
δΛ dΩ = 0 ∀ δΛ ∈ A. (12d)

with trial function spaces

U := {u ∈ [H1(Ω)]dim|u = up on ΓuD}, (13a)

V := {ϕ ∈ [H1(Ω)]1|ϕ = ϕp on ΓϕD}, (13b)
W := {θ ∈ [L2(Ω)]}, (13c)
A := {Λ ∈ [L2(Ω)]}, (13d)

and test function spaces

U0 := {u ∈ [H1(Ω)]dim|u = 0 on ΓuD}, (14a)

V0 := {ϕ ∈ [H1(Ω)]1|ϕ = 0 on ΓϕD}, (14b)

and pertinent (pseudo) time-dependent Neumann condition

t :=
(
(1− ϕ)2σ+ + σ−

)
· n = tup on ΓuN . (15)

�

Remark 1 In the event Λ and θ are zero, their stiffness contribution is zero and the stiffness matrix is singular. In order
to avoid this situation a fictitious stiffness is introduced to guarantee solvability.
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4 Penalisation (Pen.) method

4.1 The energy functional

In an alternative approach, the squared slack variable equation (8) is introduced in the energy functional (1) as a
quadratic term via penalisation. This results in the modified energy functional,

E(u, ϕ, θ) = E(u, ϕ) +
η

2
||h(ϕ)− θ2||2, (16)

where η is the penalty parameter.

4.2 Euler-Lagrange equations

The Euler-Lagrange equations are obtained upon taking the first variation of the energy functional (16) w.r.t its solution
variables u, ϕ and θ. This results in:

Problem 4 Find (u, ϕ, θ) ∈ U× V×W with

Ru =

∫

Ω

(
(g(ϕ) + κ)σ+[u] + σ−[u]

)
: ε[δu] dΩ = 0 ∀ δu ∈ U0 (17a)

Rϕ =

∫

Ω

(
Gc
l
ϕ+ g′(ϕ)Ψ+(ε[u]) + η(h(ϕ)− θ2)

)
δϕ dΩ +

∫

Ω
Gcl∇ϕ ·∇δϕ dΩ = 0 ∀ δϕ ∈ V0 (17b)

Rθ =

∫

Ω
−2ηθ(h(ϕ)− θ2)δθ dΩ = 0 ∀ δθ ∈W (17c)

with trial function spaces

U := {u ∈ [H1(Ω)]dim|u = up on ΓuD}, (18a)

V := {ϕ ∈ [H1(Ω)]1|ϕ = ϕp on ΓϕD}, (18b)
W := {θ ∈ [L2(Ω)]|}, (18c)

and test function spaces

U0 := {u ∈ [H1(Ω)]dim|u = 0 on ΓuD}, (19a)

V0 := {ϕ ∈ [H1(Ω)]1|ϕ = 0 on ΓϕD}, (19b)

and pertinent (pseudo) time-dependent Neumann condition

t :=
(
(1− ϕ)2σ+ + σ−

)
· n = tup on ΓuN . (20)

�

Remark 2 In the event h(ϕ)− θ2 and θ are zero, their stiffness contribution is zero and the stiffness matrix is singular.
In order to avoid this situation a fictitious stiffness is introduced to guarantee solvability.

5 Numerical Study

The numerical experiments on benchmark problems are presented in this section. They include the Single Edge
Notched (SEN) specimen under tension and shear, three-point bending test, a notched specimen with a hole. For each
test, the geometry, material properties, and loading conditions are presented in the corresponding sub-sections. The
load-displacement curves and the phase-field fracture topology at failure are also presented therein. For the penalisation
approach, the penalty parameter η is set to 1 [N/m2] through the study. This choice is validated through a sensitivity
study using different values of η for the SEN specimen under shear, presented in the final sub-section.
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Furthermore, the convergence of the NR solver is based on an error measure defined as the weighted Euclidean norm of
the solution update,

err :=

√
1

M

√√√√
M∑

j=1

1

Nj

N∑

i=1

( |Ei,j |
Wi,j

)2

, (21)

where M indicates the number of fields, j is the number of degree of freedom for each field j = 1, 2, ..M , E represents
the absolute update (say, u(m)-u(m−1) for displacement, m being the iteration count), and Wi,j = max(|Ui,j |, Sj).
The entire solution vector is represented with U and Sj refers to scaling of solution variables2. The iterations in each
(pseudo) time-step are terminated if the solution update err is less than 1e− 4.

The performance of the Newton-Raphson method in conjunction with the Method of Multipliers and the Penalisation
method is presented in the sub-section 5.5. Therein, the measure for memory requirements is the the number of DOFs,
and the ease of convergence is measured in terms of average iterations required for the simulation, and the maximum
iterations required in any step to achieve convergence.

5.1 Single Edge Notched (SEN) tension test

A unit square (in mm) embedded with a horizontal notch, midway along the height is considered, as shown in Figure 2.
The length of the notch is equal to half of the edge length of the plate (shown in red). The notch is modelled explicitly
in the finite element mesh. A quasi-static loading is applied at the top boundary in the form of prescribed displacement
increment ∆u = 1e− 5[mm] for the first 450 steps, following which it is changed to 1e− 6[mm]. Furthermore, the
bottom boundary remains fixed. The material properties are presented in Table 1.

∆u

Figure 2: SEN tension test

∆u

Figure 3: SEN shear test

Property Value
λ 121.154 [GPa]
µ 80.769 [GPa]
Gc 2700 [N/m]
l 1.5e-2 [mm]
hmax l/2

Table 1: SEN material properties

Figure 4a presents the load-displacement curves obtained using the Method of Multipliers (MM) and Penalisation (Pen.)
method, along with those from the literature [5, 23]. Both methods yield a similar behaviour compared to [5], in terms
of the peak load and the post-peak behaviour. Moreover, the phase-field fracture topology at failure in Figure 4b is also
identical to those reported in the aforementioned literature.

5.2 Single Edge Notched (SEN) shear test

In order to perform a shear test, the SEN specimen is loaded horizontally along the top edge as shown in Figure 3. The
material properties remain same as presented in Table 1. A quasi-static loading is applied to the top boundary in the
form of prescribed displacement increment ∆u = 1e− 4[mm] for the first 90 steps, following which it is changed to
1e− 5[mm]. Furthermore, the bottom boundary remains fixed, and roller support is implemented in left and right edges
thereby restricting the vertical displacement.

Figure 5a presents the load-displacement curves obtained using the Method of Multipliers and the Penalisation approach,
along with those from the literature [5, 23]. The former schemes results in 9% higher peak load estimation as compared
to [5] and [23]. However, the phase-field fracture topology in the final step of the analysis is consistent with those
reported in the aforementioned literature.

2Scaling of solution variables prevents possible ill-conditioning of the stiffness matrix.
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Figure 4: Figure (a) presents the load-displacement curves for the single edge notched specimen under tension. Here,
MM and Pen. refer to the Method of Multipliers and the Penalisation method respectively. Figure (b) shows the
distribution of the phase-field variable at the final step of the analysis.

0 0.2 0.4 0.6 0.8 1 1.2 1.4

·10−2

0

0.2

0.4

0.6

0.8

1

Displacement [mm]

L
oa

d
[k

N
]

MM Miehe [5]
Pen. Ambati [23]

(a)

0 0.5 1
ϕ

(b)

Figure 5: Figure (a) presents the load-displacement curves for the single edge notched specimen under shear. Here, MM
and Pen. refer to the Method of Multipliers and the Penalisation method respectively. Figure (b) shows the distribution
of the phase-field variable at the final step of the analysis.

5.3 Three point bending test

A simply supported beam, 8 mm × 2 mm, with a notch is considered for a three point bending test. The width of the
notch is 0.2 mm, the height being 0.4 mm. A schematic of the beam including the boundary conditions is shown in
Figure 6. The load increment ∆u = 1e− 3 [mm] for the first 35 steps, following which it is set to 1e− 5 [mm]. The
material properties of the beam is presented in Table 2.

Figure 7a presents the load-displacement curves obtained using the Method of Multipliers and the Penalisation method,
along with those obtained from the literature [5, 23]. These curves lie in between the curves from the literature [5, 23],
with the peak load similar to that observed in [5]. Furthermore, the phase-field fracture topology at failure in Figure 7b
is identical to those reported in the aforementioned literature.
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∆u

Figure 6: Three point bending test

Symbol Value
λ 12 [kN/mm2]
µ 8 [kN/mm2]
Gc 1e-3 [kN/mm]
l 3e-2 [mm]
hmax l/4

Table 2: Material properties for three point bending
test
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Figure 7: Figure (a) presents the load-displacement curves for the three-point bending test. Here, MM and Pen. refer to
the Method of Multipliers and the Penalisation method respectively. Figure (b) shows the distribution of the phase-field
variable at the final step of the analysis in a section of the beam.

5.4 Notched specimen with hole

A notched concrete specimen with a hole, shown in Figure 8 is considered in this study. The experimental and numerical
analysis of the same has been carried out in [23]. The specimen has dimensions 65 x 120 [mm2], the hole being 20
[mm] in diameter located at (36.5 [mm], 51[mm]). Moreover, a notch, 10 [mm] in length is located 65 [mm] from the
bottom of the plate. The material properties used in the simulation is presented in Table 3, while the experimentally
observed fracture pattern is shown in Figure 9. As shown in Figure 8, the plate is loaded via the upper pin (in grey) with
displacement increment ∆u = 1e− 3 mm, while the lower pin (in grey) is remains fixed.

Figure 10a presents the load-displacement curves obtained using the Method of Multipliers and the Penalisation method,
along with those from the literature [23, 43]. The curves corresponding to the Method of Multipliers and the Penalisation
method coincide, and predict peak loads close to those obtained in [23] and [43]. However, the load-displacement
curves are significantly different from [23]. The reason for this behaviour is the different fracture length-scales adopted
in the studies. While [23] opted for l = 0.1 [mm], in this manuscript as well as in [43], l = 0.25 [mm]. Finally, from
Figure 10b, it observed that the final phase-field fracture topology does match the experimentally observed fracture
patterns in Figure 9.

5.5 Performance assessment of the solution schemes

In this sub-section, the performance of the Method of Multipliers and the Penalisation method are compared in terms
of memory requirements and ease of convergence. To this end, the number of elements/degrees of freedom, average
number of iterations, and maximum iterations required by the Newton-Raphson method to achieved convergence in a
single step is presented in Table 4. For each test, the number of elements in the model remains the same. However, due
to the Lagrange multiplier field Λ in the Method of Multipliers, more degrees of freedom are required. This conclusively
points towards a higher memory usage for the Method of Multipliers, compared to the Penalisation method. In terms of
ease of convergence, the Method of Multipliers performs better requiring lesser iterations on an average for the entire
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∆u

Figure 8: Geometry and constraints Figure 9: Experimental results [23]

Symbol Value
λ 1.94 [kN/mm2]
µ 2.45 [kN/mm2]
Gc 2.28e-3 [kN/mm]
l 0.25 [mm]
hmax l/2

Table 3: Material properties [43]
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Figure 10: Figure (a) presents the load-displacement curves for the notched specimen with hole test, obtained from the
current implementation, [23], and [43]. Figure (b) shows the distribution of the phase-field variable at the final step of
the analysis in a section of the specimen.

simulation. However, when it comes maximum iterations recorded in a single step mixed results are obtained depending
on the complexity of the problem.

Test Elements/DOFs Avg. Iterations Max. Iterations

MM Pen. MM Pen. MM Pen.

SEN Tension 17822/90790 17822/72632 1.1745 2 2 2
SEN Shear 17822/90790 17822/72632 1.5771 2 2 2
Three point
bending 38119/106330 38119/85034 1.9640 2.005 15 6

Notched specimen
with hole 27998/141236 27998/112990 2.1890 2.2615 14 30

Table 4: Performance assessment of the Method of Multipliers (MM) and Penalisation (Pen.) method. SEN and DOFs
are abbreviations for Single Edge Notch and Degrees of Freedom respectively.
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5.6 Sensitivity of the numerical solution w.r.t. the penalty parameter η

In this sub-section, the sensitivity of the numerical solution (load-displacement curves) w.r.t the penalty parameter
η is assessed. To this end, the SEN specimen under shear is considered. The reader is referred to Section 5.2 for
modelling details (geometry, material properties and loading conditions). Figure 11 shows the load-displacement curves
obtained using different values of the penalty parameter η (in N/m2), and the Method of Multipliers. It is observed that,
η = 1e+ 0, 1e+ 3 and 1e+ 6 produces similar results compared to the Method of Multipliers, while η = 1e+ 9 results
in a deviation. This implies that η = 1e+ 0 [N/m2] used in the previous studies in Section 5.1-5.4 is reasonable. This is
also evident from the load-displacement figures in the aforementioned sub-sections, where the Method of Multipliers
and Penalisation method yield similar load-displacement curves.
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Figure 11: Figure presents the load-displacement curves for the SEN shear test using the Penalisation method and the
Method of Multipliers. The penalty parameter η has a unit [N/m2].

6 Concluding Remarks

An alternative treatment of the phase-field fracture irreversibility is presented in this manuscript, using the slack
variable approach. This results in an equivalent equality-based fracture irreversibility constraint. The constraint can
then be introduced via the Method of Multipliers or the Penalisation method. The slack variable approach preserves
the variational nature of the phase-field fracture problem, unlike the history variable approach in [33]. Numerical
experiments are conducted on benchmark AT2 brittle fracture problems to demonstrate the efficacy of the proposed
methods. Adopting a solution-based iteration terminating criterion for the Newton-Raphson method, it is observed
that a maximum of 30 iterations were required in single step for the notched concrete specimen with a hole. The other
benchmark problems required less iterations.

Future studies may involve other phase-field models (AT1, Phase-field regularised Cohesive Zone model [24]), complex
multiphysics problems, or simply larger problems with more DOFs. In the lattermost case, block algebraic multigrid
preconditioner similar to that adopted in [26] could be designed. Another extension of the current work could be
towards accelerating the rate of convergence. In this regard, Andersson’s acceleration [44] and the incremental LArge
Time INcremental (LATIN) method [45, 46] offers a good starting point. While the Andersson’s acceleration requires
storing the previous iterates, the incremental LATIN method only requires a symmetric positive definite stiffness matrix.
This can be achieved upon eliminating the off-diagonal components of the stiffness matrix in the phase-field fracture
problem.

7 Software Implementation and Data Availability

The numerical study in Section 5 is carried out using the equation-based modelling approach in the software package
COMSOL Multiphysics 5.6. The source files are available in Github repository of the corresponding author (https:
//github.com/rbharali).
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A B S T R A C T
In this manuscript, the computational homogenisation of phase-field fractures is addressed. To this end, avariationally consistent two-scale phase-field fracture framework is developed, which formulates the coupledmomentum balance and phase-field evolution equations at the macro-scale as well as at the RepresentativeVolume Element (RVE1) scale. The phase-field variable represent fractures at the RVE scale, however, at themacro-scale, it is treated as an auxiliary variable. The latter interpretation follows from the homogenisation ofthe phase-field through volume or a surface-average. For either homogenisation choices, the set of macro-scaleand sub-scale equations, and the pertinent macro-homogeneity satisfying boundary conditions are established.As a special case, the concept of selective homogenisation is introduced, where the phase-field is chosen tolive only in the RVE domain, thereby eliminating the macro-scale phase-field evolution equation. Numericalexperiments demonstrate the local macro-scale material behaviour of the selective homogenisation based two-scale phase-field fracture model, while its non-selective counterpart yields a non-local macro-scale materialbehaviour.

1. Introduction
An in-depth understanding of fracture (initiation and propagation)processes in materials is essential for the prediction of fracture-inducedfailure in engineering structures. To that end, the past century hasseen a thrust towards developing theoretical approaches to help gaina deeper understanding of fracture processes. The earliest theoreticalapproach, developed by Griffith and Taylor (1921) reasoned that frac-ture propagation occurs if the energy release rate reaches a criticalvalue. Much later, in an alternate approach Irwin (1957) postulated afracture propagation criterion based on stress-intensity factors. How-ever, both theories were unable to predict the initiation of fractureand explain topologically complex (branching, merging, kinking andcurvilinear) fractures. However, these limitations were eliminated witha variational model based on energy minimisation of the fracturedcontinuum (Francfort and Marigo, 1998). The numerical implemen-tation of the same was proposed in Bourdin et al. (2000), motivatedby the Ambrosio–Tortorelli regularisation of the Mumford–Shah poten-tial (Mumford and Shah, 1989). An auxiliary variable, the phase-fieldwas introduced that interpolates between the intact and the brokenmaterial states. This lends the name phase-field fracture model (PFFM).In the past decade, there has been an increased interest in PFFM,primarily due to its ability to predict fracture initiation and handle

∗ Corresponding author.E-mail addresses: ritukesh.bharali@chalmers.se (R. Bharali), fredrik.larsson@chalmers.se (F. Larsson), r.janicke@tu-braunschweig.de (R. Jänicke).1 The term ‘RVE’ is used interchangeably with sub-scale domain or microstructure, in this manuscript.

topologically complex fractures. In Miehe et al. (2010b), a thermody-namically consistent phase-field model for brittle fracture was devel-oped adopting an energetic crack driving force definition. The work waslater extended to include generalised stress-based crack driving criteriaand applied to thermo-mechanical problem at large strains (Mieheet al., 2015b). Subsequent studies included ductile failure (Miehe et al.,2015a, 2016; Ambati et al., 2015; Alessi et al., 2015), fracture dueto bending in thin films (Mesgarnejad et al., 2013), anisotropic frac-ture (Nguyen et al., 2017), fracture in fully/partially saturated porousmedia (Wilson and Landis, 2016; Miehe and Mauthe, 2016; Lee et al.,2017; Zhou et al., 2018; Cajuhi et al., 2018; Mikelić et al., 2019),hydrogen assisted cracking (Martínez-Pañeda et al., 2018), to cite afew.Additionally, there have been studies directed at formulating robustand efficient numerical solution techniques for the PFFM. This is be-cause the underlying energy functional is non-convex, thereby leadingto the poor performance of the fully monolithic Newton solver. In orderto improve the performance of the monolithic Newton solver, Gerasi-mov and De Lorenzis (2016) developed a novel line-search techniquethat included a negative search direction. An alternative robust for-mulation was proposed in Heister et al. (2015), aided with a linearextrapolation of the phase-field in (pseudo) time and the semi-smoothNewton method (Hintermüller et al., 2002) for crack irreversibility.
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Some other numerical techniques adopted for the PFFM include theuse of the dissipation-based arc-length method (May et al., 2015),modified Newton method (Wick, 2017b) and error-oriented Newtonmethod (Wick, 2017a) . While most studies are focused on quasi-staticanalyses, Borden et al. (2012) adopted a monolithic Newton solver fordynamic (brittle) fracture simulations. Therein, it was reported thatthe physically limited crack tip velocity prevents full fracture withina single timestep if the timestep sizes are chosen adequately. As analternative to monolithic solvers, a staggered (alternate minimisation)solver was suggested in Bourdin (2007) in conjunction with ‘crack-set’ irreversibility. Later, in Miehe et al. (2010a), the ‘crack-set’ basedirreversibility was replaced by an implicit ‘history variable’ basedirreversibility. Although the staggered solver is numerically robustowing to the convexity of the energy functional w.r.t displacementand phase-field separately, it is computationally expensive comparedto monolithic solvers (Gerasimov and De Lorenzis, 2016). Yet anotheraspect connected to computational efficiency is the adaptive refinementof the mesh. In particular, the phase-field fracture model requiresextremely fine meshes in the phase-field transition zone. In this regard,fixed uniform meshes could be used when the fracture path is notknown in advance. However, if it is known, certain sub-domains ofthe mesh could be pre-refined. More elegant ways in the form of error-oriented mesh refinement (Burke et al., 2010; Wick, 2016), refinementbased on the phase-field reaching a certain threshold (Heister et al.,2015) and local increase of the tensile energy (Klinsmann et al., 2015),and multi-level hp refinement using the finite cell method (Nagarajaet al., 2019) exists in the phase-field fracture literature. Despite theseadvancements, the development of robust and computationally efficientsolution and meshing techniques are still topics of active research.So far, the studies pertaining to the PFFM are limited to a singlescale. In the context of multi-scale approach, the PFFM has been usedin conjunction with the Multi-scale Finite Element Method (MsFEM) tosimulate brittle fracture (Patil et al., 2018a), failure in composites (Patilet al., 2018b) and fractures in highly heterogeneous materials (matrixwith voids and/or inclusions) (Patil et al., 2019). The MsFEM assumesa fine-scale domain embedded within a coarse macro-element. Thefine-scale features (voids, cracks and other heterogeneities) are thencaptured using multi-scale basis functions, computed numerically on-the-fly. However, these fine-scale features if several magnitudes lowerin size than the domain itself renders the fine-scale problem expensive.A cheaper alternative can be formulated on assuming separation ofscales which allows a comparatively smaller fine-scale (referred to assub-scale in this manuscript) domain in a computational homogeni-sation framework. The separation of scales was assumed in a studyinvolving porous media (He et al., 2020), using the Finite Element-Heterogeneous Multi-scale Method (FE-HMM). However, only the elas-tic tensor was ‘homogenised’ owing to the presence of microstructuralpores, and the phase-field evolution equation was not solved at themicro-structural level. This indicates that the microstructural frac-tures/cracks were not accounted for. In yet another study (Fantoniet al., 2019), asymptotic homogenisation of the microstructures wereperformed offline for varying phase-field values. The homogenisedconstitutive tensor was then obtained using a closed-form expressionbased on two-scale asymptotic homogenisation and interpolation of thephase-field variable. Such a method, however, requires that the offlinecomputations include all possible failure topologies of the microstruc-ture. This could be a challenging task in the case of topologicallycomplex microstructural features. An elegant alternative would be tointroduce a framework, wherein the coupled momentum balance andphase-field evolution equations are established the macro-scale as wellas at the microstructural (RVE) scale, along with adequate computa-tional homogenisation technique. However, to the best of the authors’knowledge, such a framework has not been developed yet.In this manuscript, a two-scale phase-field fracture framework isdeveloped using the Variationally Consistent homogenisation (VCH)framework (Larsson et al., 2010b) and the relevant computational

homogenisation aspects are discussed. The VCH framework provides anelegant procedure to derive pertinent scales for a hierarchical multi-scale problem, from its fully resolved fine-scale problem2. The crit-ical ingredient of the method lies in the conjunction of the Varia-tional MultiScale method (Hughes et al., 1998) and the separationof scales adopted through classical (first-order) homogenisation. TheHill–Mandel macro-homogeneity conditions (Hill, 1963, 1984; Nemat-Nasser, 1999) are fulfilled through equivalent Variationally ConsistentMacro-homogeneity Conditions. The advantages of the VCH frame-work lies in its applicability in the homogenisation for a general classof problems, and in establishing scale-bridging strategies. The VCHframework has been used to derive multi-scale models in porous me-dia (Larsson et al., 2010a; Sandstrom and Larsson, 2013; Ohman et al.,2013; Jänicke et al., 2020), gradient-enhanced visco-plastic dissipativematerials (Runesson et al., 2017), and computational homogenisationof micro-fractured continua using the eXtended Finite Element Method(XFEM) (Svenning et al., 2016b, 2017), to cite a few. However, the VCHframework has not been explored yet in the context of smeared-typefracture or damage models.In the view of existing literature on the phase-field fracture modeland the VCH framework, discussed in the preceding paragraphs, a two-scale phase-field fracture framework addresses the two-fold researchgap, viz., (i.) the lack of a multi-scale framework wherein the coupledmomentum balance and phase-field are formulated at the macro-scaleand RVE scale, and (ii.) extending the VCH framework to smeared-type (phase-field) fracture model. Moreover, the two-scale phase-fieldfracture framework is generic in the sense that it allows differentchoices pertaining to computational homogenisation of the microstruc-tural quantities. This aspect is explored at length in this manuscript,with (i.) volume and surface-average based homogenisation measures,and (ii.) selective homogenisation in the context of the phase-fieldvariable. In particular, the novel contribution of this manuscript are:
• the formulation of a variationally consistent two-scale phase-field fracture framework, that allows different models based oncomputational homogenisation choices;
• establishing the space-variational (Euler–Lagrange) equations andpertinent homogenised dual quantities for three different two-scale phase-field fracture models, derived adopting volume-average, surface-average and selection homogenisation measures.
The focus of this manuscript lies in the computational homogenisa-tion aspects of the different two-scale phase-field fracture models andnot in the representativeness of real random media. Therefore, the RVEsused throughout this manuscript are artificially created and designedto demonstrate the underlying micro-structural features. However, inthe case of real random media, the existence and size determination ofRVEs (or Statistical Volume Elements) requires careful investigation.For more on this aspect, the reader is referred to Ostoja-Starzewski(2006) and Gitman et al. (2007).This manuscript is organised as follows: In Section 2, the reader isintroduced to the Phase-Field Fracture Model (PFFM), its underlyingenergy functional and the set of coupled space-variational (Euler–Lagrange) equations. The two-scale phase-field fracture framework isthen developed in Section 3. Within this framework, a family of two-scale phase-field fracture models are developed, based on differenthomogenisation choices. Thereafter, in Section 4, a numerical inves-tigation is carried out on the artificially created RVEs in the contextof constraints (Dirichlet, Neumann and Strongly Periodic boundaryconditions, and domain or surface constraints) and pertinent upscaled(homogenised) quantities for the different two-scale phase-field frac-ture models. A model multi-scale FE2 problem is presented in Section 5and results from the simulations are discussed. Finally, Section 6 laysdown the concluding remarks of this manuscript.

2 A ‘fine-scale problem’ resolves all microstructural features and requiresDirect Numerical Simulation.
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Notation

The following notations are strictly adhered to in this manuscript:
• Zero-order tensors (scalars) are represented using italic letters, first-order and higher order tensors are represented with bold-faced letters.
• A function 𝑓 with its arguments 𝑥, 𝑦 is written in the form 𝑓 (𝑥, 𝑦),whereas a variable 𝑔 with operational dependencies 𝑝, 𝑞 is written as
𝑔[𝑝, 𝑞].

• The volume and surface-average of a quantity, say 𝑝, are denoted as
⟨𝑝⟩□ and ⟨⟨𝑝⟩⟩□. They are defined later in the text, in Section 3.1.

• The Macaulay operator on a variable 𝑝 is defined as ⟨𝑝⟩± = 1
2
(𝑝±|𝑝|).

2. Phase field fracture model
In this section, the reader is introduced to the Phase Field FractureModel, starting with the Francfort–Marigo energy functional (Francfortand Marigo, 1998), its phase-field regularisation and minimisation. Allformulations and derivations are within the small strain continuumframework.

2.1. The energy functional
Let 𝛺 ∈ Rdim (dim = 2, 3) be the domain occupied by the fracturingsolid as shown in Fig. 1a. Its boundary 𝛤 is decomposed into a Dirichletboundary 𝛤 (𝑢)D and a Neumann boundary 𝛤 (𝑢)N , such that 𝛤 = 𝛤 (𝑢)D ∪ 𝛤 (𝑢)Nand 𝛤 (𝑢)D ∩𝛤 (𝑢)N = ∅. Furthermore,  denotes the crack set (a single sharpcrack in Fig. 1a) in the solid.The energy of a fracturing elastic solid is described by the Francfort–Marigo functional in Francfort and Marigo (1998) as,

𝐸 = ∫𝛺𝛹 (𝝐[𝐮]) d𝛺 − ∫𝛤 (𝑢)N 𝐭p ⋅ 𝐮 d𝛤 + ∫𝐺𝑐d𝛤 , (1)
where 𝛹 (𝝐[𝐮]) is the elastic strain energy density function, 𝐭p denotesthe tractions on 𝛤 (𝑢)N , and last integral pertains to fracture energy, where
𝐺𝑐 is the Griffith fracture toughness. The elastic strain energy densityfunction is defined as
𝛹 (𝝐[𝐮]) = 1

2
𝜆(𝐈∶ 𝝐[𝐮])2 + 𝜇(𝝐∶ 𝝐), (2)

where 𝜆 and 𝜇 are the Lame parameters, 𝐈 is a second-order identitytensor, 𝐮 ∶ 𝛺 → R𝑛 is the displacement, and 𝝐 is the symmetric straintensor given by,
𝝐[𝐮] = (𝐮⊗ 𝛁)sym. (3)

In Fig. 1b, the sharp crack topology is regularised by introducinga diffusive (smeared) fracture zone of width 𝑙 > 0, and an additionalscalar auxiliary variable 𝜑. The fracture surface  is now replacedby the continuous variable 𝜑 ∶ 𝛺 → [0, 1], where 0 corresponds tothe intact state and 1 indicates a fully formed crack. Accordingly, theintegrand in (1) is replaced by an elliptic Ambrosio–Tortorelli function,
𝐺𝑐

( 1
2𝑙
𝜑2 + 𝑙

2
|𝛁𝜑|2

), cf. Bourdin et al. (2000). The energy functionalfor the fracturing solid now attains the form
𝐸 = ∫𝛺𝛹 (𝝐[𝐮]) d𝛺 − ∫𝛤 (𝑢)N 𝐭p ⋅ 𝐮 d𝛤 + ∫𝛺𝐺𝑐

( 1
2𝑙
𝜑2 + 𝑙

2
|𝛁𝜑|2

) d𝛺. (4)
In the event of a fracture occurring in a solid, the strain energy ofthe solid is expected to decrease. Additionally, in this manuscript, itis assumed that fractures occur only under tensile loading. Both theserequirements are met upon introducing an additive split of the elasticstrain energy density 𝛹 into a tensile part 𝛹+ and a compression part
𝛹−, such that a monotonically decreasing degradation function 𝑔(𝜑)+𝜅acts only on 𝛹+ (Miehe et al., 2010a). This results in the modifiedenergy functional
𝐸 = ∫𝛺 (𝑔(𝜑) + 𝜅)𝛹+(𝝐[𝐮]) d𝛺 + ∫𝛺𝛹−(𝝐[𝐮]) d𝛺 − ∫𝛤 (𝑢)N 𝐭p ⋅ 𝐮 d𝛤

+ ∫𝛺𝐺𝑐

( 1
2𝑙
𝜑2 + 𝑙

2
|𝛁𝜑|2

) d𝛺, (5)
where 𝑔(𝜑) = (1 − 𝜑)2 and 𝜅 = 1𝑒 − 10 (a small term that preventsnumerical singularity3). The tensile–compressive split of the strainenergy density are given by
𝛹±(𝝐[𝐮]) = 1

2
𝜆⟨(𝐈∶ 𝝐[𝐮])⟩2± + 𝜇𝝐±[𝐮]∶ 𝝐±[𝐮]. (6)

In the above relation, 𝝐±[𝐮] is defined as
𝝐±[𝐮] =

dim∑
𝑖=1

⟨𝜖𝑖⟩±𝐩𝑖 ⊗ 𝐩𝑖 (7)
where 𝜖𝑖 represents the 𝑖th eigenvalue of the strain, and 𝐩𝑖 is itscorresponding normalised eigenvector.The subsequent sections would involve the space-variational (Euler-Lagrange) equations pertaining to the energy functional in (5). In thiscontext, the Cauchy tensile and compressive stresses are defined as
𝝈± = 𝜕𝛹±

𝜕𝝐
= 𝜆⟨(𝐈∶ 𝝐[𝐮])⟩±𝐈 + 2𝜇𝝐±[𝐮]. (8)

2.2. The space-variational formulation
In order to predict the fracture path in a solid occupying the domain

𝛺, the energy functional in (5) should be minimised w.r.t. the solutionvariables, vector-valued displacement 𝐮 and scalar-valued phase-field
𝜑. This has to be further augmented with an additional requirementof fracture irreversibility (no healing of fractures is permitted) andpertinent Dirichlet and/or Neumann boundary conditions. This resultsin a constrained minimisation problem that reads:
Problem Statement 1. Find 𝐮 and 𝜑 for all times 𝑡 ∈ [0, 𝑇 ] such that,
𝑚𝑖𝑛𝐮(𝑡),𝜑(𝑡)(𝐸) and. 𝜕𝑡𝜑 ≥ 0. (9)
Here, [0, 𝑇 ] refers to the time interval of interest. In this manuscript, thetime 𝑡 refers to a loading step, instead of the actual time (quasi-staticloading). The system in (9) is augmented by relevant time-dependentboundary conditions of Dirichlet type 𝐮p on 𝛤 (𝑢)D and 𝜑p on 𝛤 (𝜑)D , and/orNeumann type 𝐭p on 𝛤 (𝑢)N and 𝑞p on 𝛤 (𝜑)N . Furthermore, the boundary 𝛤is decomposed as 𝛤 = 𝛤 (𝑢)D ∪ 𝛤 (𝑢)N , 𝛤 (𝑢)D ∩ 𝛤 (𝑢)N = ∅ and 𝛤 = 𝛤 (𝜑)D ∪ 𝛤 (𝜑)N ,
𝛤 (𝜑)D ∩ 𝛤 (𝜑)N = ∅ respectively. ■

Note that incorporating the possibility to prescribe the flux 𝑞p on
𝛤 (𝜑)N does not lead to loss of generality of the original problem (4).The space-variational (or the Euler–Lagrange) equations are derivedby taking the first variation of the energy functional w.r.t. its solutionvariables 𝐮 and 𝜑. This results in the following:
Problem Statement 2. Find (𝐮, 𝜑) ∈ U × P with

∫𝛺
(
(1 − 𝜑)2 + 𝜅

)
𝝈+ ∶ 𝝐[𝛿𝐮] d𝛺

+∫𝛺𝝈− ∶ 𝝐[𝛿𝐮] d𝛺
−∫𝛤 (𝑢)N 𝐭p ⋅ 𝛿𝐮 d𝛤 = 0 ∀ 𝛿𝐮 ∈ U0, (10a)

∫𝛺𝐺𝑐

( 1
𝑙
𝜑 (𝜑̂ − 𝜑) + 𝑙𝛁𝜑 ⋅ 𝛁(𝜑̂ − 𝜑)

)d𝛺
−∫𝛺(1 − 𝜑)𝝈+ ∶ 𝝐[𝐮](𝜑̂ − 𝜑) d𝛺

3 The use of 𝜅 is debated in the phase-field fracture literature. For dynamicsimulations, Borden et al. (2012) showed that 𝜅 could be set to zero. How-ever, in Miehe et al. (2010b), the authors have advocated the use of 𝜅 forwell-posedness of partly broken systems. This manuscript follows the latterapproach.
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Fig. 1. A solid 𝛺 ∈ R2 embedded with (a). sharp crack  and (b). diffused (smeared) crack. Dirichlet and Neumann boundaries are indicated with 𝛤 (𝑢)D and 𝛤 (𝑢)N respectively.
−∫𝛤 (𝜑)N 𝑞p(𝜑̂ − 𝜑) d𝛤 ≥ 0 ∀ 𝜑̂ ∈ P (10b)

using pertinent time-dependent Dirichlet boundary conditions 𝐮𝑝 on
𝛤 (𝑢)D and 𝜑𝑝 on 𝛤 (𝜑)D , and/or Neumann boundary conditions
𝐭 ∶=

(
(1 − 𝜑)2𝝈+ + 𝝈−) ⋅ 𝐧 = 𝐭p on 𝛤 (𝑢)N , (11a)

𝑞 ∶= 𝐺𝑐 𝑙𝛁𝜑 ⋅ 𝐧 = 𝑞p on 𝛤 (𝜑)N . (11b)
The trial and test spaces are defined as
U = {𝐮 ∈ [𝐻1(𝛺)]dim|𝐮 = 𝐮p on 𝛤 (𝑢)D }, (12a)
P = {𝜑 ∈ [𝐻1(𝛺)]1|𝜑 ≥ 𝑛𝜑|𝜑 = 𝜑p on 𝛤 (𝜑)D }, (12b)
U0 = {𝐮 ∈ [𝐻1(𝛺)]dim|𝐮 = 𝟎 on 𝛤 (𝑢)D }. (12c)
The left superscript 𝑛 in (12b) refer to the previous step in (pseudo)time. For brevity, the superscript (𝑛+1) over the variables and solutionfields in the current step in time is avoided. ■

Note that the variational inequality (10b) in Problem Statement2 stems from the fracture irreversibility requirement 𝜑 ≥ 𝜑𝑛. Thetreatment of the fracture irreversibility is a widely discussed topicwhen it comes to developing computationally efficient and robustequality-based solution techniques. In this context, Gerasimov and DeLorenzis (2016) suggested a penalisation approach to (10b). Adoptingan alternative approach, Heister et al. (2015) proposed the use of asemi-smooth Newton method developed by Hintermüller et al. (2002).Yet another alternative was suggested in Wick (2017a), where an aug-mented Lagrangian method was developed using the Moreau–Yoshidaregularisation. Note that all of the aforementioned literature advocatedthe use of a monolithic solver. However, in Miehe et al. (2010a),a staggered (alternate minimisation) solution technique is proposed,where the fracture irreversibility is enforced implicitly using a ‘historyterm’ , defined as the maximum accumulated tensile energy over theloading history. Based on the assumption that the fracture is driven bythe tensile energy, the authors in Miehe et al. (2010a) postulated thatthe replacing the tensile energy term 𝝈+ ∶ 𝝐[𝐮] in (10b) with  wouldensure the fracture irreversibility4. Mathematically,  is given by
 ∶= max[0,𝑡] (𝝈+ ∶ 𝝐[𝐮]

)
= max(𝑛,𝝈+ ∶ 𝝐[𝐮]). (13)

where, 𝑛 is the history term computed in the previous step in (pseudo)time. Note that substitution of the history term  in place of 𝝈+ ∶ 𝝐[𝐮]in (10b) changes the variational inequality formulation in the ProblemStatement 2 to a variational equality formulation that reads:
4 The enforcement of fracture irreversibility using the history variableremains a questionable assumption despite its popularity within the compu-tational mechanics community, since it introduces a small discrepancy. Pleaserefer to Gerasimov and De Lorenzis (2019) for more on this aspect.

Problem Statement 3. Find (𝐮, 𝜑) ∈ U × P with
∫𝛺

(
(1 − 𝜑)2 + 𝜅

)
𝝈+ ∶ 𝝐[𝛿𝐮] d𝛺 + ∫𝛺𝝈− ∶ 𝝐[𝛿𝐮] d𝛺

−∫𝛤 (𝑢)N 𝐭p ⋅ 𝛿𝐮 d𝛤 = 0 ∀ 𝛿𝐮 ∈ U0,

(14a)
∫𝛺𝐺𝑐

( 1
𝑙
𝜑 𝛿𝜑 + 𝑙𝛁𝜑 ⋅ 𝛁𝛿𝜑

)d𝛺 − ∫𝛺(1 − 𝜑)𝛿𝜑 d𝛺
−∫𝛤 (𝜑)N 𝑞p𝛿𝜑 d𝛤 = 0 ∀ 𝛿𝜑 ∈ P0

(14b)
The trial and test spaces are defined as
U = {𝐮 ∈ [𝐻1(𝛺)]dim|𝐮 = 𝐮p on 𝛤 (𝑢)D }, (15a)
P = {𝜑 ∈ [𝐻1(𝛺)]1|𝜑 = 𝜑p on 𝛤 (𝜑)D }, (15b)
U0 = {𝐮 ∈ [𝐻1(𝛺)]dim|𝐮 = 𝟎 on 𝛤 (𝑢)D }. (15c)
P0 = {𝜑 ∈ [𝐻1(𝛺)]1|𝜑 = 0 on 𝛤 (𝜑)D }. (15d)

The above set of equations are solved using an alternate minimisa-tion algorithm, wherein, (14a) is solved, followed by computation of using (13) and solving (14b). This sequence is repeated iterativelyuntil the error measure defined as
𝑒𝑟𝑟 =

√
1
𝑀

√√√√√
𝑀∑
𝑗=1

1
𝑁𝑗

𝑁𝑗∑
𝑖=1

(|𝑈𝑖,𝑗,𝑘+1 − 𝑈𝑖,𝑗,𝑘|
𝑚𝑎𝑥(|𝑈𝑖,𝑗,0|, 1)

)2
, (16)

is less than a certain tolerance. In the above relation, 𝑈 representsa degree of freedom, 𝑀 is the number of fields (displacement andphase-field in this manuscript), 𝑁𝑗 corresponds to the number of de-grees of freedom of type 𝑗, and the subscript 𝑘 + 1 indicates thecurrent iteration. Moreover, the set of equations are augmented bytime-dependent Dirichlet and/or Neumann boundary conditions, statedearlier in Problem Statement 2. Also, note that the trial and testspaces for the phase-field in this equality-based formulation differ fromvariational inequality-based formulation in Problem Statement 2. ■

In order to have a concise representation of the space-variationalEqs. (14a) and (14b), the quantities dual to the strain 𝝐, phase-field 𝜑and its gradient 𝛁𝜑 are defined as,
𝝈 ∶=

(
(1 − 𝜑)2 + 𝜅

)
𝝈+ + 𝝈−, (17a)

𝛷 ∶=
𝐺𝑐
𝑙
𝜑 − (1 − 𝜑), (17b)

𝜸 ∶= 𝐺𝑐 𝑙𝛁𝜑, (17c)
respectively. This allows re-stating (14a) and (14b) in the compact form

∫𝛺𝝈 ∶ 𝝐[𝛿𝐮] d𝛺 − ∫𝛤 (𝑢)N 𝐭p ⋅ 𝛿𝐮 d𝛤 = 0 ∀ 𝛿𝐮 ∈ U0, (18a)
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∫𝛺𝜸 ⋅ 𝛁𝛿𝜑d𝛺 + ∫𝛺𝛷𝛿𝜑 d𝛺 − ∫𝛤 (𝜑)N 𝑞p𝛿𝜑 d𝛤 = 0 ∀ 𝛿𝜑 ∈ P0. (18b)
3. Variationally consistent two-scale phase-field fracture frame-work

In this section, a two-scale phase-field fracture framework is de-veloped. The framework is developed using the Variationally Con-sistent homogenisation (VCH) technique proposed in Larsson et al.(2010b). In brief, the VCH technique replaces a fine-scale problemwith a macro-scale problem, such that every macro-scale materialpoint is associated with an RVE. This is made possible upon intro-ducing running average approximations of the integrand in the space-variational (Euler–Lagrange) equations, and separation of scales usingfirst-order homogenisation. These aspects are treated in detail in thefollowing sub-sections. Later in the text, the computational homogeni-sation aspects pertaining to volume or surface-average homogenisa-tion measures as well as selective homogenisation of the phase-fieldvariable are discussed at length. These include establishing prolonga-tion/homogenisation rules and deriving the relevant homogenised dualquantities.
3.1. Running averages

The VCH technique allows a continuous macro-scale problem in thedomain 𝛺, upon introducing a sub-scale RVE 𝛺□ ∣𝐱 at each macro-scale material point 𝐱 ∈ 𝛺. Any integrand on 𝛺 is approximated asa quantity averaged over 𝛺□. For instance, an integrand 𝑓 in 𝛺 isobtained through volume-averaging on 𝛺□ as
𝑓 → ⟨𝑓 ⟩□, (19a)

⟨𝑓 ⟩□ ∶= 1
|𝛺□|∫𝛺□

𝑓 d𝛺. (19b)
Incorporating the volume-averaging definition (19a) and (19b) in (18a)and (18b) yields

∫𝛺⟨𝝈 ∶ 𝝐[𝛿𝐮]⟩□ d𝛺
−∫𝛤 (𝑢)N 𝐭p ⋅ 𝛿𝐮 d𝛤 = 0 ∀ 𝛿𝐮 ∈ U0, (20a)

∫𝛺⟨𝜸 ⋅ 𝛁𝛿𝜑⟩□ d𝛺 + ∫𝛺⟨𝛷𝛿𝜑⟩□ d𝛺
−∫𝛤 (𝜑)N 𝑞p𝛿𝜑 d𝛤 = 0 ∀ 𝛿𝜑 ∈ P0. (20b)

Note that each term within the angular brackets ⟨⋅⟩□ are evaluatedon the RVEs, located at macro-scale material points (also referredto as Gauss/integration points in a numerical integration scheme).Furthermore, the prescribed tractions 𝐭p and 𝑞p are assumed to beappropriately homogenised.
Remark 1. The VCH framework is generic in the sense that thereis no restriction on the definition of the averaging that replaces anintegrand. For instance, the integrand, 𝑓 could also be defined throughsurface-average approximation over the RVE boundary 𝛤□ as

𝑓 → ⟨⟨𝑓 ⟩⟩□, (21a)
⟨⟨𝑓 ⟩⟩□ ∶= 1

|𝛤□|∫𝛤□

𝑓 d𝛤 . (21b)
Also, the volume-averaging could be carried out over a part of theRVE domain. An example of such an approach is averaging over afailure-zone (Nguyen et al., 2010) (not pursued in this manuscript).

In the next sub-section, the RVE solution fields 𝐮, 𝜑 and the cor-responding test functions 𝛿𝐮, 𝛿𝜑 would be additively decomposed intoa macro-scale contribution and an RVE scale fluctuation adopting thefirst-order homogenisation technique.

3.2. Scale transition
Scale transition enables to define the RVE solution fields and theircorresponding test functions in terms of their macro-scale counterparts(denoted with an overbar in this manuscript). To this end, first, thesolution fields 𝐮 and 𝜑 are additively decomposed into a macro-scalecontribution (with a superscript M) and an RVE scale fluctuation (witha superscript s),

𝐮 = 𝐮M + 𝐮s (22a)
𝜑 = 𝜑M + 𝜑s. (22b)
Thereafter, the macro-scale contributions 𝐮M and 𝜑M are assumed to belinearly varying (first-order) Taylor series expansions about the smoothmacro-scale solution fields 𝐮 and 𝜑 (an approach, consistent with thefirst-order homogenisation technique). This results in
𝐮M = 𝝐 ⋅ [𝐱 − 𝐱] and (23a)
𝜑M = 𝜑 + 𝜻 ⋅ [𝐱 − 𝐱] ∀ 𝐱 ∈ 𝛺□, (23b)
where 𝝐 = 𝝐[𝐮]|𝐱, 𝜑 = 𝜑|𝐱 and 𝜻 = 𝛁𝜑|𝐱. For the sake of brevity, |𝐱 isdropped in the subsequent text of this manuscript. Note that in (23a),the skew-symmetric part of the displacement gradient is excluded dueto rigid body invariance. Consequently, the definition of the symmetricstrain in (3) is adopted. Furthermore, the test functions 𝛿𝐮 and 𝛿𝜑 alsofollow the same additive decomposition and linearly varying macro-scale contributions using first-order Taylor series expansion about theircorresponding macro-scale test functions 𝛿𝐮 and 𝛿𝜑. This procedure ofmapping a macro-scale field to its contribution in the RVE (sub-scale)counterpart is termed as prolongation.
3.3. Macro-scale problem

The macro-scale space-variational (Euler–Lagrange) equations forthe phase-field fracture problem is obtained upon testing (20a) and(20b) with 𝛿𝐮M = 𝝐⋅[𝐱−𝐱] and 𝛿𝜑M = 𝛿𝜑+𝜻 ⋅[𝐱−𝐱] for each RVE domain
𝛺□. Additionally, on the macro-scale Neumann boundaries (𝛤 (𝑢)

𝑁 and
𝛤 (𝜑)
𝑁 ), it is assumed that 𝛿𝐮M = 𝛿𝐮 and 𝛿𝜑M = 𝛿𝜑. This results in:

Problem Statement 4. Find (𝐮, 𝜑) ∈ U × P with
∫𝛺𝝈 ∶ 𝝐[𝛿𝐮] d𝛺 − ∫𝛤 (𝑢)N 𝐭p ⋅ 𝛿𝐮 d𝛤 = 0 ∀𝛿𝐮 ∈ U0,

(24a)
∫𝛺{𝜸 +𝐐} ⋅ 𝛁𝛿𝜑 d𝛺 + ∫𝛺𝛷𝛿𝜑 d𝛺 − ∫𝛤 (𝜑)N 𝑞p 𝛿𝜑 d𝛤 = 0 ∀ 𝛿𝜑 ∈ P0,

(24b)
where
𝝈 = ⟨𝝈⟩□ ∶=

⟨(
(1 − 𝜑)2 + 𝜅

)
𝝈+ + 𝝈−⟩

□, (25a)
𝜸 = ⟨𝜸⟩□ ∶= ⟨𝐺𝑐 𝑙𝛁𝜑⟩□, (25b)
𝐐 = ⟨𝐐⟩□ ∶= ⟨𝛷(𝐱 − 𝐱)⟩□, (25c)
𝛷 = ⟨𝛷⟩□ ∶= ⟨𝐺𝑐

𝑙
𝜑 − (1 − 𝜑)⟩□, (25d)

and the trial and test spaces are defined as
U ∶= {𝐯 ∈ [𝐻1(𝛺)]dim|𝐯 = 𝐮p on 𝛤 (𝑢)D }, (26a)
P ∶= {𝑤 ∈ [𝐻1(𝛺)]1|𝑤 = 𝜑p on 𝛤 (𝜑)D }, (26b)
U0 ∶= {𝐯 ∈ [𝐻1(𝛺)]dim|𝐯 = 𝟎 on 𝛤 (𝑢)D }, (26c)
P0 ∶= {𝑤 ∈ [𝐻1(𝛺)]1|𝑤 = 0 on 𝛤 (𝜑)D }. ■ (26d)
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Remark 2. In the above formulation, a tacit assumption is madeallowing the identification of appropriately homogenised Dirichlet (𝐮p,
𝜑p) and Neumann (𝐭p, 𝑞p) values, analogous to those used in ProblemStatement 3.
Remark 3. Note that the macro-scale phase-field evolution equation(24b) is different from the original formulation (18b), due to the pres-ence of the additional non-local term 𝐐 in the former. This additionalterm stems from the higher-order term 𝛁𝛿𝜑 in the prolongation of 𝛿𝜑M(consistent with the first order homogenisation technique).
3.4. RVE problem

The RVE space-variational (Euler–Lagrange) equations are obtainedupon localising (20a) and (20b) to each RVE domain 𝛺□. To this end,(20a) and (20b) are tested with the fluctuating test functions 𝛿𝐮 = 𝛿𝐮sand 𝛿𝜑 = 𝛿𝜑s.
3.4.1. RVE weak/strong periodicity problemThe canonical form of the RVE problem, according to the weakmicro-periodicity format (Larsson et al., 2011) is stated as
Problem Statement 5. Find (𝐮, 𝜑, 𝝀(𝑢), 𝜆(𝜑), 𝜇(𝜑)) ∈ U□ × P□ ×T□ ×
Q□ × R with

⟨𝝈 ∶ 𝝐[𝛿𝐮]⟩□ − 1
|𝛺□|

×∫𝛤 +
□

𝝀(𝑢) ⋅ J𝛿𝐮K□ d𝛤 = 0 ∀ 𝛿𝐮 ∈ U□, (27a)
⟨𝜸 ⋅ 𝛁𝛿𝜑⟩□ + ⟨𝛷𝛿𝜑⟩□ − 𝜇(𝜑)⟨𝛿𝜑⟩□ − 1

|𝛺□|
×∫𝛤 +

□

𝜆(𝜑)J𝛿𝜑K□ d𝛤 = 0 ∀ 𝛿𝜑 ∈ P□, (27b)
− 1
|𝛺□|∫𝛤 +

□

𝛿𝝀(𝑢) ⋅ J𝐮K□ d𝛤 = − 1
|𝛺□|

×∫𝛤 +
□

𝛿𝝀(𝑢) ⊗ J𝐱K□ d𝛤 ∶ 𝝐 ∀ 𝛿𝝀(𝑢) ∈ T□, (27c)
− 1
|𝛺□|∫𝛤 +

□

𝛿𝜆(𝜑)J𝜑K□ d𝛤 = − 1
|𝛺□|

×∫𝛤 +
□

𝛿𝜆(𝜑)J𝐱K□ d𝛤 ⋅ 𝜻 ∀ 𝛿𝜆(𝜑) ∈ Q□, (27d)
−𝛿𝜇(𝜑)⟨𝜑⟩□ = −𝛿𝜇(𝜑)𝜑 ∀ 𝛿𝜇(𝜑) ∈ R, (27e)

with pertinent spaces
U□ ∶=

{
𝐮 ∈ [𝐻1(𝛺)]dim |||| ∫𝛺□

𝐮 d𝛺 = 0 in 𝛺□

}
, (28a)

P□ ∶=
{
𝜑 ∈ [𝐻1(𝛺)]1

}
, (28b)

T□ ∶=
{
𝝀(𝑢) ∈ [𝐿2(𝛤+

□)]dim}
, (28c)

Q□ ∶=
{
𝜆(𝜑) ∈ [𝐿2(𝛤+

□)]
}
. (28d)

Note that the RVE phase-field bounds 𝜑 ∈ [0, 1] are self-regulated by theweak form equations and need not be incorporated in the space (28b).Moreover, the Lagrange multipliers 𝝀(𝑢), 𝜆(𝜑) and 𝜇(𝜑) are related to themacro-scale quantities defined in Problem Statement 4 as
𝝈 = 1

|𝛺□|∫𝛤 +
□

𝝀(𝑢) ⊗ J𝐱K□ d𝛤 , (29a)
𝐐 + 𝜸 = 1

|𝛺□|∫𝛤 +
□

𝜆(𝜑)J𝐱K□ d𝛤 , (29b)
𝛷 = 𝜇(𝜑), (29c)

with the jump operator J∙K□ defined as J∙K□ = ∙+−∙−. The superscripts
+ and − are indicative of the RVE boundaries 𝛤+

□ and 𝛤−
□ respectively,as shown in Fig. 2a. The RVE boundary 𝛤+

□ has a positive outward nor-mal, and 𝛤−
□ has a negative outward normal in a Cartesian coordinatesystem . ■

Incorporating the constraint Eqs. (27c), (27d) and (27e) in the RVEproblem ensures the fulfilment of the Hill–Mandel macro-homogeneityconditions (Hill, 1963, 1984; Nemat-Nasser, 1999). A formal proof ofthe same is presented in Appendix A of this manuscript.Problem Statement 5 allows an independent discretisation of theLagrange multipliers 𝝀(𝑢) and 𝜆(𝜑) from that used for the displacementand phase-field. As elucidated in Larsson et al. (2011), theoretically,using the same discretisation for the solution fields and the Lagrangemultipliers at the RVE boundary enforces a strongly periodic boundarycondition whereas, adopting a single Lagrange multiplier element forthe RVE edge as shown in Fig. 2b results in a Neumann boundarycondition. However, Svenning et al. (2016a) showed that LBB-stabilityis ensured only if the solution fields (𝐮 and 𝜑 in this manuscript) meshhave at least one node inside each of their corresponding Lagrangemultiplier (𝝀(𝑢), 𝜆(𝜑)) elements. In this manuscript, strongly periodicboundary conditions are enforced through restrictive enrichment of thedisplacement and phase-field test and trial spaces. This results in:
Problem Statement 6. Find (𝐮, 𝜑, 𝜇(𝜑)) ∈ UP

□(𝝐) × PP
□(𝜻) × R with

⟨𝝈 ∶ 𝝐[𝛿𝐮]⟩□ = 0 ∀ 𝛿𝐮 ∈ UP
□(0), (30a)

⟨𝜸 ⋅ 𝛁𝛿𝜑⟩□ + ⟨𝛷𝛿𝜑⟩□ − 𝜇(𝜑)⟨𝛿𝜑⟩□ = 0 ∀ 𝛿𝜑 ∈ PP
□(0), (30b)

−𝛿𝜇(𝜑)⟨𝜑⟩□ = −𝛿𝜇(𝜑)𝜑 ∀ 𝛿𝜇(𝜑) ∈ R, (30c)
using the test and trial spaces
UP
□(𝝐) ∶=

{
𝐮 ∈ [𝐻1(𝛺)]dim |||| 𝐮

+ − 𝐮− = 𝝐 ⋅ [𝐱+ − 𝐱−] on 𝛤+
□,

∫𝛺□

𝐮 d𝛺 = 0 in 𝛺□

}
, (31a)

PP
□(𝜻) ∶=

{
𝜑 ∈ [𝐻1(𝛺)]1

|||| 𝜑
+ − 𝜑− = 𝜻 ⋅ [𝐱+ − 𝐱−] on 𝛤+

□

}
. ■

(31b)
Remark 4. The RVE Weak/Strong Periodicity problem requires fixingone of the RVE corner nodes (bottom left node is chosen in thismanuscript) in order to restrict rigid body translations.
3.4.2. RVE Neumann problemThe RVE Neumann problem arises from choosing trial spaces for theLagrange multipliers 𝝀(𝑢) ∈ T□ and 𝜆(𝜑) ∈ Q□ such that
T□ ∶=

{
𝝀(𝑢) ∈ [𝐿2(𝛤+

□)]dim |||| 𝝀
(𝑢) = 𝝈 ⋅ 𝐧 on 𝛤□, 𝝈 ∈ Rdim×dimsym

}
,

(32a)
Q□ ∶=

{
𝜆(𝜑) ∈ [𝐿2(𝛤+

□)]
|||| 𝜆

(𝜑) = 𝜸 ⋅ 𝐧 on 𝛤□, 𝜸 ∈ Rdim}
. (32b)

Here, 𝝈 and 𝜸 are homogenised quantities dual to 𝝐 and 𝜻 respectively,and 𝐧 is the surface normal. Adopting the aforementioned trial spacesin Problem Statement 5, along with trivial manipulation results the RVENeumann problem that reads:
Problem Statement 7. Find (𝐮, 𝜑, 𝝈, 𝜸, 𝜇(𝜑)) ∈ U□ ×P□ ×Rdim×dimsym ×
Rdim × R with

⟨𝝈 ∶ 𝝐[𝛿𝐮]⟩□ − 𝝈 ∶ ⟨𝝐[𝛿𝐮]⟩□ = 0 ∀ 𝛿𝐮 ∈ U□, (33a)
⟨𝜸 ⋅ 𝛁𝛿𝜑⟩□ + ⟨𝛷𝛿𝜑⟩□ − 𝜸 ⋅ ⟨𝛁𝛿𝜑⟩□ − 𝜇(𝜑)⟨𝛿𝜑⟩□ = 0 ∀ 𝛿𝜑 ∈ P□, (33b)
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Fig. 2. Figures showing (a.) RVE 𝛺□ ∈ R2 with the boundary split for periodicity constraints, and (b.) an LBB-stable RVE discretisation where ∙ and ∙ indicate solutions fields(𝐮,𝜑) and Lagrange multipliers (𝝀(𝑢) , 𝜆(𝜑)) nodes respectively. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of thisarticle.)
−𝛿𝝈 ∶ ⟨𝝐[𝐮]⟩□ = −𝛿𝝈 ∶ 𝝐 ∀ 𝛿𝝈 ∈ Rdim×dimsym ,(33c)
−𝛿𝜸 ⋅ ⟨𝛁𝜑⟩□ = −𝛿𝜸 ⋅ 𝜻 ∀ 𝛿𝜸 ∈ Rdim,(33d)

−𝛿𝜇(𝜑)⟨𝜑⟩□ = −𝛿𝜇(𝜑)𝜑 ∀ 𝛿𝜇(𝜑) ∈ R,(33e)
using the test and trial spaces
U□ ∶=

{
𝐮 ∈ [𝐻1(𝛺)]dim |||| ∫𝛺□

𝐮 d𝛺 = 0 in 𝛺□,

∫𝛤□

(𝐮⊗ 𝐧)skew d𝛤 = 0 on 𝛤□

}
, (34a)

P□ ∶=
{
𝜑 ∈ [𝐻1(𝛺)]1

}
. ■ (34b)

Remark 5. The RVE Neumann problem requires fixing one of the RVEcorner nodes (bottom left node is chosen in this manuscript) in orderto restrict rigid body translations. Furthermore, the RVE Neumannproblem allows a small discrepancy in the context of consistency withthe initial values. However, this discrepancy exists only in the first stepof a fully coupled two-scale analysis.
3.4.3. RVE Dirichlet problemThe RVE Dirichlet Problem results from choosing to enforce dis-placement and phase-field values on the RVE boundary. This resultsin:
Problem Statement 8. Find (𝐮, 𝜑, 𝜇(𝜑)) ∈ UD

□(𝝐) ×PD
□(𝜑, 𝜻) ×R with

⟨𝝈 ∶ 𝝐[𝛿𝐮]⟩□ = 0 ∀ 𝛿𝐮 ∈ UD
□(0), (35a)

⟨𝜸 ⋅ 𝛁𝛿𝜑⟩□ + ⟨𝛷𝛿𝜑⟩□ − 𝜇(𝜑)⟨𝛿𝜑⟩□ = 0 ∀ 𝛿𝜑 ∈ PD
□(0), (35b)

−𝛿𝜇(𝜑)⟨𝜑⟩□ = −𝛿𝜇(𝜑)𝜑 ∀ 𝛿𝜆(𝜑) ∈ R□, (35c)
using the test and trial spaces
UD
□(𝝐) ∶=

{
𝐮 ∈ [𝐻1(𝛺)]dim |||| 𝐮 = 𝝐 ⋅ [𝐱 − 𝐱] on 𝛤□

}
, (36a)

PD
□(𝜑, 𝜻) ∶=

{
𝜑 ∈ [𝐻1(𝛺)]1

|||| 𝜑 = 𝜑 + 𝜻 ⋅ [𝐱 − 𝐱] on 𝛤□

}
. ■ (36b)

Remark 6. Enforcing a Dirichlet boundary condition as stated inEq. (36b) on the phase-field would lead to a ‘undesirable’ conflict inthe presence of initial fractures on the RVE boundary. It is presentedin this manuscript solely as a proof of concept and for the sake ofcompleteness.

So far, the macro-scale kinematic quantities 𝝐, 𝜑 and 𝜻 have beendefined as the volume-average of their RVE counterparts. Therefore, themacro-scale problem in Section 3.3 and the RVE problems (ProblemStatements 5–8) derived in this section constitute a volume-averagebased two-scale phase-field fracture model. In the next sub-section,a surface-average based two-scale phase-field fracture model is intro-duced that defines the macro-scale phase-field 𝜑 as the surface-averageof its RVE counterpart.
3.5. Surface-average based two-scale phase-field fracture model

The surface-average based two-scale phase-field fracture model de-fines the macro-scale phase-field 𝜑 as the surface-average5 of the RVEphase-field 𝜑,
𝜑 = ⟨⟨𝜑⟩⟩□, (37)
keeping the other kinematic quantities 𝝐[𝐮] and 𝛁𝜑 same as in thevolume-average based two-scale phase-field model. This results in theconstraints (27e), (30c), (33e) and (35c) being replaced by
− 𝛿𝜇(𝜑)⟨⟨𝜑⟩⟩□ = −𝛿𝜇(𝜑)𝜑 ∀ 𝛿𝜇(𝜑) ∈ R, (38)
with 𝜑 evaluated at a material point 𝐱 ∈ 𝛺. Consequently, the term
𝜇(𝜑)⟨𝛿𝜑⟩□ is replaced by 𝜇(𝜑)⟨⟨𝛿𝜑⟩⟩□ in the RVE phase-field evolutionequation. The macro-scale equations in Problem Statement 4, however,remain unchanged. The macro-scale and RVE problem statements forthe surface-average based two-scale phase-field fracture model are notexplicitly stated in this manuscript for brevity.
Remark 7. Note that the macro-scale phase-field being defined as thevolume or surface average of its RVE counterpart, is not indicative offracture on the macro-scale. Rather, it must be treated as an auxiliarymacro-scale variable.
3.6. Selective homogenisation based two-scale phase-field fracture model

Yet another variant of the two-scale phase-field fracture model isproposed in this sub-section, based on ‘selective homogenisation’ of thesolution fields. ‘Selective homogenisation’ refers to the selective upscalingof the solution variables from the sub-scale to the macro-scale. In thisregard, a simple choice would be to discard any notion of the phase-field variable at the macro-scale scale, i.e., the phase-field is assumedto live only on the RVE domain. This ‘special case’ is not new in thecomputational homogenisation literature. For instance, the pressurefield was assumed to live only on the RVE domain in liquid-phase
5 The ‘surface’ here refers to the external boundary. Pertinent averagingdefinitions are given by (21a) and (21b).
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sintering (Ohman et al., 2013), Stokes’ flow (Sandstrom et al., 2013)and fluid transport in fractured media (Pollmann et al., 2020) problems,to cite a few.For the phase-field fracture problem, assuming the phase-field tolive only on the RVE domain leads to the non-existence of the macro-scale phase-field evolution equation (24b), thereby circumventing theneed to extract the homogenised quantities dual to the macro-scalephase-field and its gradient. The absence of the macro-scale phase-fieldevolution equation is expected to reduce computational cost comparedto the volume-average and surface-average based two-scale phase-fieldfracture models. However, assuming the phase-field only as an RVEquantity would result in an RVE-based local material model at themacro-scale, similar to the local damage model in continuum damagemechanics. The RVE-based local dissipative material model would ren-der the macro-scale problem mesh sensitive (refer to de Borst et al.(1993) for more on this aspect).As far as the RVE problems (Problem Statements 5–8) are con-cerned, considering the phase-field only as an RVE quantity wouldeliminate the need for constraints (27e), (30c), (33e) and (35c). How-ever, constraints on the RVE phase-field must be enforced such thatthe Hill–Mandel macro-homogeneity conditions are satisfied. This isachieved through Neumann and Periodic boundary conditions with azero macro-scale phase-field gradient.
4. Single-scale RVE numerical study

The single-scale numerical study extracts the homogenised dualquantities for the different two-scale phase-field fracture models, dis-cussed earlier in Section 3. To this end, a set of numerical experimentsare carried out on artificially created RVEs. The RVEs differ in materialconstituents and/or initial fracture topology. The initial fractures aremodelled by defining interfaces within the RVE domain and prescribing
𝜑 = 1 on these surfaces. All material and geometric parameters pertain-ing to the RVEs are addressed in the next sub-section. The subsequentsub-sections conduct a three-fold numerical investigation, where

• Study I computes the homogenised dual quantities pertaining tothe selective homogenisation based two-scale phase-field fracturemodel (refer to Section 3.6),
• Study II compares the volume-average and surface-average basedtwo-scale phase-field fracture models, based on their homogenisedstress–strain response, and
• Study III involves a parametric study in order to ascertain theinfluence of the macro-scale phase-field gradient on the ho-mogenised dual quantities in the volume-average and surface-average based two-scale phase-field fracture models.

4.1. Artificially created RVEs
Three different artificially created RVEs are considered in thismanuscript with varying initial fracture topology and/or material con-stituents, as shown in Fig. 3. All of them are two-dimensional unitsquares (in mm).Fig. 3a shows an RVE with an initial vertical fracture. This RVEis symmetric w.r.t the fracture topology. The second RVE in Fig. 3bis devoid of initial fractures, instead, the matrix is embedded withrandomly placed inclusions of varying size (shown in dark blue colour).These inclusions fulfil wall-periodicity as they are allowed to penetratethrough the RVE boundary and appear on the opposite edge. As such,material periodicity is invoked. Finally, Fig. 3c shows an RVE withrandom initial fractures, that fulfils wall-periodicity. Note that the lattertwo RVEs are not symmetric as far as the material and fracture topologyare concerned.The material and geometric properties for the different RVEs arepresented in Table 1. Note that the matrix material remains the same

Table 1RVE geometric and material information.Property Value
RVE 1 mm × 1 mm, Plane strain
𝜆matrix, 𝜆inclusion 131.154 GPa, 13 100.154 GPa
𝜇matrix, 𝜇inclusion 80.769 GPa, 8000.769 GPa
𝐺c,matrix, 𝐺c,inclusion 2700 N∕m, 270 000 N∕m
𝑙 1.5e − 2 mmmax. element size 𝑙∕2

Table 2RVE loading conditions for Study I.RVE 𝛥𝜖xx [–] 𝜻x [mm−1] 𝜻y [mm−1]
Single fracture 1e−5 0 0Stiff inclusions 1e−5 0 0Random fractures 1e−5 0 0

in all the RVEs, and the inclusion properties apply only to the RVE inFig. 3b.Throughout the entire numerical investigation, the RVEs are sub-jected to a strain-loading in the 𝑥-direction. The loading is quasi-static,and the solution-based error measure (16) is adopted to terminate theiterations with a tolerance 1𝑒 − 3.
4.2. Study I

Study I pertains to the selective homogenisation based two-scalephase-field fracture model that considers the phase-field only as anRVE (sub-scale) solution field. (refer to Section 3.6 for details). Assuch, the problem is driven only through a quasi-static strain-loadingin the 𝑥-direction. Table 2 presents the strain increments adopted forthe different RVEs. When the strain-loading is enforced through DBCand NBC, the phase-field evolution equation is augmented with NBC.However, when the strain loading is applied through SPBC, the SPBCis also enforced on the phase-field.In the selective homogenisation based two-scale phase-field fracturemodel, the macro-scale phase-field evolution equation ceases to exist.As such, the homogenised stress 𝝈 (dual to the homogenised strain 𝝐)is the only macro-scale quantity that requires upscaling. Fig. 4 presentsthe homogenised stress–strain curves for the three RVEs with differentdisplacement boundary conditions (DBC, NBC, and SPBC). Each sub-figure corresponds to a single RVE, while the curves of different colourrepresent the different boundary conditions. It is observed from allthe sub-figures that the phase-field variable implicitly contained in thedefinition of the homogenised stress (see Eq. (25a)) manifests in theform of a dissipative-type behaviour. Furthermore, the DBC is foundto yield a stiffer stress–strain response in comparison to the NBC,while the SPBC stress–strain curve lies in between the DBC and NBCresponse. The stiff behaviour of the DBC, owing to the rather restrictiveenforcement of linearly varying displacements, is established in thecomputational homogenisation literature.Fig. 5 shows the phase-field fracture topology at failure for theRVE with a single initial fracture. Irrespective of the applied bound-ary conditions, this fracture topology remains the same, i.e., throughelongation of the initial vertical crack. This explains the closenesshomogenised stress–strain curves in Fig. 4 with different boundaryconditions. However, in the case of DBC, the fracture is not allowed toreach the RVE boundary, rather it spreads horizontally as seen in thered curve in Fig. 5a. This prevents the total loss of material integrity andresults in an artificial stiffening (evident from the horizontal plateau).The artificial stiffening is, however, not observed with the NBC andSPBC as observed from the green and blue curves in Fig. 4.Figs. 6 and 7 show the phase-field at the fracture initiation stageand at the final step of the analysis respectively, for the RVE with stiffinclusions. It is observed that NBC and SPBC results in fracture initia-tion on the RVE boundary (see Figs.6b and 6c) which propagate into
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Fig. 3. Figure showing the different RVEs used for the numerical study. (For interpretation of the references to colour in this figure legend, the reader is referred to the webversion of this article.)

Fig. 4. Figure showing homogenised stress–strain (x-direction) curves for the different RVEs. (For interpretation of the references to colour in this figure legend, the reader isreferred to the web version of this article.)

Fig. 5. Figures showing phase-field 𝜑 in the final time-step for the RVE with single fracture. (For interpretation of the references to colour in this figure legend, the reader isreferred to the web version of this article.)
the RVE with increase in loading until total loss of integrity of the RVE(see Figs.7b and 7c). However, for the DBC, fracture initiation occursinside the RVE domain and not on the RVE boundary as observed fromFig. 6a. Furthermore, similar to the RVE with single initial fracture,total loss of integrity is not achieved as the fracture is not allowed todevelop at the RVE boundary. This manifests in the form of an artificialstiffening in the stress–strain curve shown in Fig. 4b. Moreover, therestrictive nature of linearly varying displacements enforced by the DBCin conjunction with stiff inclusions on the RVE boundary yields a stifferresponse compared to NBC and SPBC in the pre-peak regime of thestress–strain curve.The phase-field fracture topologies at failure for the different RVEswith varying boundary conditions poses a question as to which of themare reasonable. In this context, the DBC that results in an unphysicalartificially stiffened response is ruled out. Next, the NBC circumventsthe issue with the artificially stiffened response resulting in a realistic

fracture pattern for the RVEs with no initial fractures on the boundariesas observed from Figs. 5b and 7b. However, when the RVE has initialfractures at the boundary, the NBC leads to widening of these existingfractures as seen in Fig. 8b, resulting in an unrealistic response. TheSPBC, however, circumvents both the artificial stiffening and wideningof existing boundary fractures, at the cost of wall-periodicity (seeFigs. 5c, 7c and 8c). Therefore, subsequent studies in this manuscript(i.e., Study II and III) involve only the SPBC.Next, in Fig. 9, the macro-scale phase-field 𝜑 (obtained as a post-processing step) is plotted against the homogenised strain 𝜖xx (in 𝑥-direction) for the SPBC. The blue and the red curve correspond to thevolume and the surface-averaged definition of 𝜑 respectively. In eithercase, 𝜑 is far below one, even after the total loss of material integrity.Thus, the macro-scale phase-field is not an indicator of a fully devel-oped fracture. Rather, upon reaching the total loss of material integrity,the 𝜑 curve flattens to form a horizontal plateau. The formation of the
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Fig. 6. Figures showing phase-field 𝜑 initiation for the RVE with stiff inclusions. (For interpretation of the references to colour in this figure legend, the reader is referred to theweb version of this article.)

Fig. 7. Figures showing phase-field 𝜑 in the final time-step for the RVE with stiff inclusions. (For interpretation of the references to colour in this figure legend, the reader isreferred to the web version of this article.)

Fig. 8. Figures showing phase-field 𝜑 in the final time-step for the RVE with random fractures. (For interpretation of the references to colour in this figure legend, the reader isreferred to the web version of this article.)

Fig. 9. Figure showing homogenised phase-field 𝜑 as a function of the homogenised strain (in x-direction) for the different RVEs. Here, ⟨⟨𝜑⟩⟩□ and ⟨𝜑⟩□ indicate the volumeaverage and surface average definitions of the macro-scale phase-field 𝜑. (For interpretation of the references to colour in this figure legend, the reader is referred to the webversion of this article.)
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Fig. 10. Figure showing homogenised stress–strain (x-direction) curves for the different RVEs. (For interpretation of the references to colour in this figure legend, the reader isreferred to the web version of this article.)
plateau signifies a halt in the formation of new fracture or propagationof existing fractures. Later, in Study II and III, the blue 𝜑 curve is usedto enforce the constraint (30c) for the volume-average based two-scalephase-field fracture model. Likewise, the constraint (38), pertainingto the surface-average based two-scale phase-field fracture model isenforced using the red 𝜑 curve.
4.3. Study II

This sub-section concerns the volume-average and surface-averagebased two-scale phase-field fracture models. The numerical aspects ofboth models (space-variational equations and constraints) are discussedin Section 3. Similar to Study I, a strain-loading is applied to the threeRVEs (cf. Tables 2 and 3), albeit using the only SPBC. Additionally,the constraint (30c) in the volume-average based two-scale phase-field model is enforced using 𝜑 parametrised by the blue curves inFig. 9. Likewise, for the surface constraint (38) in the surface-averagebased two-scale model, 𝜑 is parametrised by the red curves in Fig. 9.Apart from the aforementioned constraints, the macro-scale phase-fieldgradient is set to zero.Fig. 10 shows the homogenised stress–strain response obtained forthe different RVEs. In all the sub-figures, the blue curves correspond tothe volume-average based two-scale phase-field fracture model, whilethe red curves belong to the surface-average based two-scale phase-field fracture model. It is observed that blue and the red curves arecomparable (maximum relative difference in stresses ≈ 6% in Fig.10b) when the surface and volume-average phase-field is imposed ina consistent manner using the curves in Fig. 9. Moreover, the fractureat the final time-step also remains similar to those presented in Figs.5c, 7c and 8c.
4.4. Study III

This sub-section extends Study II in order to assess the influenceof zero/non-zero macro-scale phase-field gradient 𝜻 on the RVE ho-mogenised dual quantities. To this end, numerical experiments arecarried out on the RVE with inclusions (see Fig. 3b). The RVE loadingconditions remain the same as presented in Table 3, the only changebeing, the SPBC on the RVE phase-field is enforced with a 𝜻 , which isnot explicitly set to zero. Instead, 𝜻 is parametrised as
𝜻 = 𝜶𝜑 = [𝛼x, 𝛼y]𝑇 𝛽(𝜖xx). (39)
where 𝛼x [mm−1] and 𝛼y [mm−1] are constants, and 𝛽(𝜖xx) is chosenas a linear function of the homogenised strain.6 Based on the choice

6 In this manuscript, 𝛽 is chosen as linearly dependent on 𝜖xx in order toimpose a (pseudo) time-varying macro-scale phase-field gradient. There maybe other ways to carry out such a parametric study.

of these quantities, different parametrisations of 𝜻 is achieved. Forinstance, choosing 𝛼x = 𝛼y = 0 or 𝛽(𝜖xx) = 0 results in 𝜻 = 0. In thisstudy, 𝛼y is set to zero and 𝛼x is chosen randomly, such that the macro-scale phase-field does not result in 𝜑 ∉ [0, 1]. Appendix B explains thisaspect in detail.Fig. 11 presents the homogenised dual quantities for the volume-average based two-scale phase-field fracture model. The homogeniseddual quantities are defined in the Problem Statement 4 (see Eqs. (25a)–(25d)). The homogenised stress shown in Fig. 11a is dual to thehomogenised strain. It is observed that the stress–strain response isobjective w.r.t. the chosen 𝛼x values. As the macro-scale phase-fieldgradient is parametrised using 𝛼x, the aforementioned observationindicates that the homogenised stress–strain is not influenced by themacro-scale phase-field gradient. The dual quantity 𝛷, defined in (25d)represents the volume-average of the imbalance between the fracturedriving and resisting forces, excluding the gradient term. It is dual tothe macro-scale phase-field 𝜑. Fig. 11b shows that 𝛷 is objective w.r.tthe chosen macro-scale phase-field gradient parametrisation. Finally,the homogenised quantity 𝛾x + 𝑄x7 dual to the macro-scale phase-field gradient 𝜁x is presented in Fig. 11c. This dual quantity doesexhibit a dependence on the chosen macro-scale phase-field gradientparametrisation. This behaviour is attributed to varying local phase-field gradients within the RVE in the vicinity of the fracture zone, withdifferent values of 𝛼x. Moreover, on comparing Fig. 11c with Fig. 11d,it is observed that 𝑄x is the dominant term in the overall homogenisedquantity 𝛾x +𝑄x, dual to 𝜁x.Fig. 12 presents the homogenised dual quantities for the surface-average based two-scale phase-field model. The homogenised dualquantities are defined in (25a)–(25d). Fig. 12a presents thehomogenised stress–strain response, which is found to be objective w.r.tthe chosen parametrisation of the macro-scale phase-field gradient.This observation is similar to one with the volume-average based two-scale phase-field fracture model in Fig. 11a. However, the homogenisedquantity 𝛷, dual to the surface-averaged macro-scale phase-field doesexhibit a dependency on the chosen macro-scale phase-field gradientparametrisation. It is important to note that 𝛷 evolution in the surface-average based model differs from the volume-average based model (cf.Figs. 12b and 11b) since they are dual to different quantities, volume-averaged phase-field and surface-averaged phase-field. Furthermore,the homogenised quantity dual to the x-component of the macro-scalephase-field gradient 𝜁x also exhibits a dependency on the chosen 𝛼xvalues, as seen from Fig. 12c. This behaviour is similar to that observedin the case of the volume-average based two-scale phase-field model(cf. Figs. 11c and 12c). The reason for this behaviour is mentioned in
7 The subscript x indicates the x-component. Similarly, the subscript ywould mean the y-component.
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Table 3RVE loading conditions for Study II.RVE 𝛥𝜖xx [–] 𝜑 [–] in the constraint equation 𝜁x [mm−1] 𝜁y [mm−1]

(30c) (38)
Single fracture 1e−5 Fig. 9a blue curve Fig. 9ared curve 0 0
Stiff inclusions 1e−5 Fig. 9b blue curve Fig. 9bred curve 0 0
Random fractures 1e−5 Fig. 9c blue curve Fig. 9cred curve 0 0

Fig. 11. Figure showing homogenised macro-scale terms defined in (25a)–(25d) for the volume-average based two-scale phase-field fracture model. (For interpretation of thereferences to colour in this figure legend, the reader is referred to the web version of this article.)
the previous paragraph. Finally, for the surface-average based two-scalephase-field model too, 𝑄x remains the dominant term in the overallquantity 𝛾x +𝑄x (cf. Figs. 12c and 12d).Both, volume and surface-average based two-scale phase-field frac-ture model yield dual quantities to the macro-scale phase-field andits gradient, in addition to stress. In this context, it is imperative tocarry out a fully coupled two-scale simulation in order to ascertain theeffect of these model choices on the macro-scale structural behaviour(for instance, the load–displacement relation). The next section dealsprecisely with this aspect.
5. Multi-scale FE𝟐 numerical study
In this section, the two-scale phase-field fracture models based onselective homogenisation and volume-average homogenisation of thephase-field (presented in Section 3) are investigated in the context of

a fully coupled two-scale application. To this end, a one-dimensionaluniaxial strain macro-scale problem is set up as shown in Fig. 13a. Theone-dimensional bar is discretised with four linear elements, 1 metreeach in length. The bar is fixed at the left end and loading is applied atthe right end in the form of prescribed displacement. Moreover, thecross-sectional area is set to unity apart from the element adjacentto the fixed boundary, where the area has been reduced by 10%.This has been done in order to induce a localisation in that element.Finally, note that all lateral strains are set to zero, in order to ensure aone-dimensional continuum behaviour.As shown schematically in the two-scale problem in Fig. 13a, eachmacro-scale Gauss point is associated with a two-dimensional RVE. Inthis regard, the RVEs with stiff inclusions and random fractures are notchosen for this study as they would require pre-refinement of the meshalong rather complex fracture path to reduce computational expense.Instead, the RVE with a single vertical fracture is chosen for this study
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Fig. 12. Figure showing homogenised macro-scale terms defined in (25a)–(25d) for the surface-average based two-scale phase-field fracture model. (For interpretation of thereferences to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 13. Figures showing (a) two-scale FE2 problem schematic with a one-dimensional bar under uniaxial tension and its corresponding two-dimensional RVE, and (b) RVEdiscretisation used in the study. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
with 0.35 mm offset of the initial fracture (compare RVEs in Figs.13a and 3a). The material properties remain the same as in Table 1.The RVE mesh is pre-refined in the expected fracture propagation sub-domain as shown in Fig. 13b in order to reduce the computationalexpenses. The element-size in the sub-domain containing the fracture

is set to half of the length-scale parameter in accordance with therecommendations put forward in Miehe et al. (2010b). Moreover,for the volume-average based two-scale phase-field fracture model, astationary analysis is carried out solely using the phase-field evolutionequation to ascertain the initial value of the macro-scale phase-field.
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Fig. 14. Figure showing the macro-scale load–displacement curves for the selectivehomogenisation (in red) and volume-average based (in black) two-scale phase-field frac-ture models. Moreover, the coloured markers correspond to the coordinates for whichthe macro-scale Gauss point phase-field is presented in Fig. 15. (For interpretation ofthe references to colour in this figure legend, the reader is referred to the web versionof this article.)

Finally, the solution-based error measure (16) is adopted to terminatethe iterations with a tolerance 1𝑒 − 3.Fig. 14 presents the macro-scale load–displacement curves for thetwo-scale phase-field fracture models with selective and volume-average based homogenisation of the phase-field. Furthermore, for themarkers in these curves, the corresponding macro-scale phase-field 𝜑 atthe macro-scale Gauss Points (GPs) are presented in Fig. 15. Note thatfor the selective homogenisation based two-scale phase-field fracturemodel, 𝜑 is computed as a post-processing quantity as the macro-scale phase-field evolution equation does not exist. Such a modellingchoice also renders a local macro-scale behaviour as observed fromFig. 15a, where 𝜑 grows only in one element beyond the peak load(indicated with a cyan and blue markers in Fig. 15a). However, inthe case of the volume-average based two-scale phase-field fracturemodel, 𝜑 is distributed across all the elements from the peak loaduntil failure (indicated with a green, orange and purple markers in Fig.15b), thereby exhibiting a non-local material behaviour at the macro-scale. This non-local macro-scale material behaviour manifests in theform of higher peak load and prescribed displacement at failure for thevolume-average based two-scale phase-field fracture model comparedto selective homogenisation based model, as far as the macro-scaleload–displacement curves are concerned.The numerical investigation in this section formally establishes theproof of concept pertaining to solvability of the selective homogenisa-tion and volume-average based two-scale phase-field fracture modelsin the context of solvability of the fully coupled macro-scale and RVEproblems. Furthermore, for the volume-average based two-scale phase-field fracture model, the macro-scale phase-field 𝜑 and its gradients isself-regulated and there is no need for artificial bounds on the macro-scale phase-field gradient while solving the RVE problems. In thisregard, it is important to note that 𝜑 is an auxiliary variable regularisingthe macro-scale problem, and is not indicative of failure. For instance,the RVE attached to the element close to the fixed boundary incurs atotal loss of integrity when 𝜑 ≈ 0.1415% (shown in Fig. 15b).
Remark 8. The macro-scale length-scale for the non-selective volume-average based two-scale phase-field fracture model is a priori unknown.Numerical methods for estimation of this length-scale and choosingappropriate discretisation thereafter would be a part of future work.
6. Concluding remarks

A novel two-scale phase-field fracture framework is proposed forcomputational homogenisation of fractures in complex microstructures

(RVEs). The framework has been developed using the VariationallyConsistent Homogenisation technique (Larsson et al., 2010b), and itallows the use of several homogenisation measures (volume-averaging,surface-averaging, or selective homogenisation). Within this frame-work, a family of two-scale phase-field fracture models are developedusing the different homogenisation measures w.r.t the phase-field vari-able. In this context, the macro-scale phase-field is defined as thevolume-average and surface-average of its RVE counterpart, result-ing in a ‘volume-average based two-scale phase-field fracture model’and ‘surface-average based two-scale phase-field fracture model’ re-spectively. In both models, the phase-field represent fractures in theRVE (sub-scale), while at the macro-scale, it is treated as an aux-iliary variable. The macro-scale phase-field is not indicative of ma-terial point failure (does not reach a value ≈ 1 on the total lossof integrity), however, its evolution reaches a horizontal plateau, in-dicating a halt in the initiation of new fracture(s) or propagationof existing fracture(s). For both, volume and surface-average basedtwo-scale phase-field fracture models, the pertinent coupled momen-tum balance and phase-field evolution equation are formulated at themacro-scale and sub-scale, along with macro-homogeneity conformingprolongation/homogenisation rules. Furthermore, numerical studies onartificially created RVEs indicate that the homogenised stress–strainresponse is similar for both models, even though the homogenised dualquantities in the macro-scale phase-field evolution equation differ. Inthis regard, it is observed that prolongation of the phase-field throughfirst order homogenisation results in a higher order term, which hasa dominant contribution compared to the conventional boundary fluxterm. Furthermore, for a single-scale parametric RVE study, the macro-scale phase-field gradient is required to be bounded in order to obtainphysically acceptable meaningful results, i.e., 𝜑 ∈ [0, 1] everywherewithin the RVE. This manuscript provides an initial estimate of theupper and the lower bound of the macro-scale phase-field gradient. Theauthors would like to stress that the bounds remain relevant only forparametric studies on RVEs and not in an FE2 (Feyel, 1999) analysis.Yet another two-scale phase-field fracture model is developed basedon selective homogenisation of the phase-field variable. By construc-tion, this model yields a local material behaviour at the macro-scale,similar to local damage model in continuum mechanics. This phe-nomenon has been demonstrated in this manuscript using a fully cou-pled two-scale application. On the contrary, in the same application,the volume-average based two-scale phase-field fracture model yieldeda non-local macro-scale material. This behaviour is attributed to thepresence of a macro-scale phase-field evolution equation which reg-ularises the macro-scale phase-field. Nonetheless, the fully coupledtwo-scale application provides a numerical proof of concept that themacro-scale and RVE equations are solvable without the need forbounds on the macro-scale phase-field gradient.Future studies may involve the determination of the macro-scalelength-scale for the volume and the surface-average based two-scalephase-field fracture model. Also, another homogenisation measurecould be incorporated in the current framework which results in amacro-scale phase-field that is indicative of material point failure(reaches a value ≈ 1 on the total loss of integrity). In this regard,the failure-zone averaging scheme proposed in Nguyen et al. (2010)offers a good starting point. Another extension could be the incor-poration of weak micro-periodicity constraints (or weakly periodicboundary conditions) proposed in Larsson et al. (2011), in order tocircumvent the enforcement of periodic fractures. The RVE problemsin this manuscript were of saddle point nature, owing to the useof Lagrange multipliers, and were solved using a direct solver. Theuse of iterative solvers with an exploration into the preconditioningtechniques offer yet another research dimension. Finally, the two-scalephase-field fracture framework may be extended to complex multi-physics problems (e.g., fluid flow, cement hydration) and validationstudies may be carried out.
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7. Software implementation and data

The RVE studies in the Section 4 were carried out in the softwarepackage COMSOL Multiphysics 5.5. The multi-scale FE2 studies in Sec-tion 5 were carried out in the open-source software package openFE2(https://github.com/rbharali/openFE2). Additional data will be madeavailable upon request.
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Appendix A. Hill–Mandel macro-homogeneity

The Hill–Mandel macro-homogeneity condition establishes the cou-pling (bridging) between the smooth macro-scale and sub-scale throughenergy equivalence (Hill, 1963, 1984; Nemat-Nasser, 1999). To thisend, the RVE weak periodicity problem is re-stated:
⟨𝝈 ∶ 𝝐[𝛿𝐮]⟩□ − 1

|𝛺□|
×∫𝛤 +

□

𝝀(𝑢) ⋅ J𝛿𝐮K d𝛤 = 0 ∀ 𝛿𝐮 ∈ U□,

(A.1a)
⟨𝜸 ⋅ 𝛁𝛿𝜑⟩□ + ⟨𝛷𝛿𝜑⟩□ − 1

|𝛺□|∫𝛺□

𝜇(𝜑)𝛿𝜑 d𝛺 − 1
|𝛺□|

×∫𝛤 +
□

𝜆(𝜑) ⋅ J𝛿𝜑K d𝛤 = 0 ∀ 𝛿𝜑 ∈ P□,

(A.1b)
− 1
|𝛺□|∫𝛤 +

□

𝛿𝝀(𝑢) ⋅ J𝐮K d𝛤 = − 1
|𝛺□|

×∫𝛤 +
□

𝛿𝝀(𝑢) ⋅ 𝐮M d𝛤 ∶ 𝝐 ∀ 𝛿𝝀(𝑢) ∈ T□,

(A.1c)
− 1
|𝛺□|∫𝛤 +

□

𝛿𝜆(𝜑) ⋅ J𝜑K d𝛤 = − 1
|𝛺□|

×∫𝛤 +
□

𝛿𝜆(𝜑) ⋅ 𝜑M d𝛤 ⋅ 𝜻 ∀ 𝛿𝜆(𝜑) ∈ Q□,

(A.1d)
−𝛿𝜇(𝜑)⟨𝜑⟩□ = −𝛿𝜇(𝜑)𝜑 ∀ 𝛿𝜇(𝜑) ∈ R,(A.1e)

with
𝐮M = 𝝐 ⋅ [𝐱 − 𝐱], (A.2a)
𝜑M = 𝜑 + 𝜻 ⋅ [𝐱 − 𝐱]. (A.2b)
Moreover, using (25a)–(25d), and the perturbations
d𝐮M = d𝝐 ⋅ [𝐱 − 𝐱], (A.3a)
d𝜑M = d𝜑 + 𝑑𝜻 ⋅ [𝐱 − 𝐱], (A.3b)
in (A.1c)–(A.1e) yields

𝝈 ∶ d𝝐 = ⟨𝝈 ∶ 𝝐[d𝐮M]⟩□, (A.4a)
𝛷d𝜑 +𝐐 ⋅ d𝜻 = ⟨𝛷d𝜑M⟩□, (A.4b)

𝜸 ⋅ d𝜻 = ⟨𝜸 ⋅ d𝜻M⟩□. (A.4c)
Furthermore, the constraint Eqs. (A.1c)–(A.1e) are re-formulated in therate form as
− 1
|𝛺□|∫𝛤 +

□

𝛿𝝀(𝑢) ⋅ Jd𝐮K d𝛤 = − 1
|𝛺□|

×∫𝛤 +
□

𝛿𝝀(𝑢) ⋅ d𝐮M d𝛤 ∶ 𝝐 ∀ 𝛿𝝀(𝑢) ∈ T□, (A.5a)
− 1
|𝛺□|∫𝛤 +

□

𝛿𝜆(𝜑) ⋅ Jd𝜑K d𝛤 = − 1
|𝛺□|

×∫𝛤 +
□

𝛿𝜆(𝜑) ⋅ d𝜑M d𝛤 ⋅ 𝜻 ∀ 𝛿𝜆(𝜑) ∈ Q□, (A.5b)

Fig. 15. Figures showing the macro-scale phase-field 𝜑 at the macro-scale Gauss Points (GP) for the Selective Homogenisation (SH) and Volume-Average (VA) based two-scalephase-field fracture model. GP1 and GP4 belong to the elements closest and farthest to the fixed boundary respectively. Furthermore, the colour in the bar plot correspond to themarkers in Fig. 14. For the selective homogenisation model, 𝜑 is computed as a post-processing quantity. (For interpretation of the references to colour in this figure legend, thereader is referred to the web version of this article.)
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Fig. B.1. Figure showing homogenised macro-scale terms defined in (25a)–(25d) for the volume-average based two-scale phase-field fracture model. (For interpretation of thereferences to colour in this figure legend, the reader is referred to the web version of this article.)

−𝛿𝜇(𝜑)⟨d𝜑⟩□ = −𝛿𝜇(𝜑)d𝜑 ∀ 𝛿𝜇(𝜑) ∈ R. (A.5c)
The macroscopic power for the two-scale phase-field fracture given by
𝝈 ∶ d𝝐 +𝛷d𝜑+𝐐 ⋅ d𝜻 + 𝜸 ⋅ d𝜻 = ⟨𝝈 ∶ 𝝐[d𝐮M]⟩□ + ⟨𝛷d𝜑M⟩□ + ⟨𝜸 ⋅ d𝜻M⟩□,

(A.6a)
using (A.4a)–(A.4c). Using 𝛿𝐮 = d𝐮M and 𝛿𝜑 = d𝜑M in (A.1a) and(A.1b) gives
⟨𝝈 ∶ 𝝐[d𝐮M]⟩□ + ⟨𝛷d𝜑M⟩□ + ⟨𝜸 ⋅ d𝜻M⟩□ = 1

|𝛺□|∫𝛤 +
□

𝝀(𝑢) ⋅ Jd𝐮MK d𝛤
+ 1

|𝛺□|∫𝛺□

𝜇(𝜑)d𝜑M d𝛺
+ 1

|𝛺□|∫𝛤 +
□

𝜆(𝜑)

⋅ Jd𝜑MK d𝛤 , (A.6b)
Utilising the constraint equations in rate form (A.5a)– (A.5c) togetherwith (A.6a) and (A.6b) results in
𝝈 ∶ d𝝐 +𝛷d𝜑 +𝐐 ⋅ d𝜻 + 𝜸 ⋅ d𝜻 = 1

|𝛺□|∫𝛤 +
□

𝝀(𝑢) ⋅ Jd𝐮K d𝛤
+ 1

|𝛺□|∫𝛤 +
□

𝜆(𝜑) ⋅ Jd𝜑K d𝛤 + 𝜇(𝜑)⟨d𝜑⟩□, (A.6c)

with 𝛿𝝀(𝑢) = 𝝀(𝑢), 𝛿𝜆(𝜑) = 𝜆(𝜑) and 𝛿𝜇(𝜑) = 𝜇(𝜑).Finally, on choosing 𝛿𝐮 = d𝐮 and 𝛿𝜑 = d𝜑 in (A.1a) and (A.1b)results in the RVE power expression
𝝈 ∶ d𝝐+𝛷d𝜑+𝐐 ⋅d𝜻 +𝜸 ⋅d𝜻 = ⟨𝝈 ∶ 𝝐[d𝐮]⟩□+⟨𝛷d𝜑⟩□+⟨𝜸 ⋅d𝜻⟩□. (A.6d)
This concludes the Hill–Mandel macro-homogeneity proof.
Appendix B. Bounds on the macro-scale phase-field gradient

In this section, the bounds for the macro-scale phase-field gradient isestablished that ensures that the RVE response remains realistic. To thisend, Fig. B.1 presents the homogenised dual quantities pertaining to thevolume-averaged two-scale phase-field fracture model with arbitrarilychosen 𝛼x, while 𝛼y is set to zero. The homogenised dual quantities aredefined in (25a)–(25d).It is observed that for 𝛼x = 1𝑒 + 2 (green curve), the post-peakbranch develops sooner compared to 𝛼x = 0 and 1𝑒+ 0. This behaviouris attributed to unrealistic phase-field values at the RVE boundaries,evident from Fig. B.2a. The phase-field 𝜑 ∉ [0, 1], and as such thesimulation results are bogus. This observation asserts the fact that in a‘single-scale’ RVE analysis, the macro-scale phase-field gradient cannotbe chosen arbitrarily for a parametric study. Rather, the macro-scalephase-field gradient must be chosen such that, 𝜑 ∈ [0, 1], everywherein the RVE domain.
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Fig. B.2. Figure showing phase-field fracture patterns for varying 𝛼x, with 𝛼y set to zero. For Figures (b) and (c), refer to the legend on the extreme right. (For interpretation ofthe references to colour in this figure legend, the reader is referred to the web version of this article.)
The parametrisation of the macro-scale phase-field gradient maybe carried out adopting a trial and error method to arrive at a setof admissible values of 𝛼x and 𝛼y. However, such a procedure couldbe tedious in the absence of a good initial guess. This problem iscircumvented using the DBC for the 𝜑 (36b), and requiring 𝜑 ∈ [0, 1]everywhere on the RVE boundary. This results in

− 2
𝑙□

≤ (𝛼x + 𝛼y) ≤ 2
𝑙□

, (B.1)
where, 𝑙□ denotes the RVE edge length. Note that, (B.1) ensures 𝜑 ∈
[0, 1] strictly, only in the case of DBC. For other boundary conditions,choosing 𝛼x and 𝛼y based on (B.1) serves as an initial guess. Forinstance, in the case of SPBC, 𝛼x = ±2 [mm−1] and 𝛼y = 0 result in thefracture patterns shown in Figs. B.2b and B.2c. From the mathematicalpoint of view, these fracture patterns are acceptable as 𝜑 ∈ [0, 1].However, from the physical point of view, the chosen 𝛼x and 𝛼y wouldresult in a vertical edge fracture irrespective of the RVE topology andmaterial constituents, which is unrealistic.
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