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Abstract: In existing flip-chip LED simulations, the light extraction efficiency is related to the
multiple quantum well (MQW) to metal reflector distance because of optical interference. We
calculate the contrast using several typical light intensity distributions among the several QWs
in MQW. The coherence is obtained analytically. When the luminosity of each QW is equal,
the contrast is ∼0, meaning the light is incoherent, contrary to traditional studies. The spatial
coherence is important only when the light emission comes from just one QW. As the MQW has
a not negligible thickness, the traditional single-dipole model is no longer accurate.

© 2021 Optical Society of America under the terms of the OSA Open Access Publishing Agreement

1. Introduction

Micro-light-emitting diode (micro-LED) usually refers to an LED that is smaller than 50 µm×50
µm in mesa size. It plays a central role in the new generation of information display technology,
which has higher brightness, better luminous efficiency and lower power consumption than
the existing display technology. It could potentially be widely used in mobile phones, tablets,
laptops, TVs, AR/VR devices, outdoor displays, head up displays (HUD) and other fields [1].
GaN-based blue micro-LED is the most important element for realizing a full color display, as
the other primary colors, namely green and red, can be achieved by photoluminescence from
quantum dot (QD) layer coating [2,3], although the color conversion efficiency still needs to
be optimized. Clearly, it is very important to improve the external quantum efficiency (EQE)
of blue micro-LEDs and push it to its limit. EQE consists of two factors, which are internal
quantum efficiency (IQE) and light extraction efficiency (LEE). Recently, due to the maturity of
the industrialization of GaN epitaxial wafers, the IQE can be well above 90% [4,5]. Therefore,
there is not much room to greatly boost the EQE simply by improving the IQE. Hence, how to
significantly improve the LEE naturally become one of the key issues for today’s micro-LEDs.
One of the reasons for a low LEE is because the refractive index of GaN based semiconductors is
high (about 2.5), and the light outside the light extraction cone (for GaN, it is about 23 degrees
[6]) is difficult to escape to the external world because of the total internal reflection (TIR).
There are several ways to improve the LEE, such as adding distributed Bragg Reflector (DBR)
structure, using photonic crystals, applying surface roughening technology, and implementing
flip-chip technology, etc [7–9]. The flip-chip LED structure generally has a better performance
than the planar and vertical structure in this regard, rendering it most suitable for micro-LEDs
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[10]. Combining the above-mentioned technologies with flip-chip micro-LEDs will effectively
boost the LEE.

In order to reduce the research and development cost for improving the LEE in flip-chip
micro-LEDs, we often need to use simulation software to design the structure first. The main
simulation methods of micro-LED are wave optics like Finite-difference time-domain (FDTD)
and ray optics like Monte Carlo. The light emitting surface for flip-chip micro-LEDs is n-GaN.
The p-GaN is sputtered with a layer of Ag reflector to recover the light from the back. In
the wave optics based simulation, an electric dipole is used for simulating the light source,
and the polarization direction of the electric dipole is parallel to the multiple quantum well
(MQW) because of the special lattice structure of GaN [11]. The general simulation structure is
shown in Fig. 1, where PML refers to a perfectly matched layer, PEC denotes a perfect electric
conductor which is a perfect mirror, and P is the light intensity reference point. The micro-LED
epitaxial structure and air constitute the whole simulation domain. A large number of earlier
LED simulation studies have found that the LEE will show a strong fluctuation by changing the
distance between the dipole and Ag reflector [12–14]. In fact, this effect can be very significant.
For example, considering the interference between the upward and downward light beams of
the electric dipole (just like two light beams in the Michelson interference experiment), when it
happens to have a destructive interference and converge at the P point, the intensity of most light
beams that are inside the light cone will thus be nearly 0. As the light out of the cone anyhow
cannot emit to the exterior because of the TIR, the total LEE of this LED will be almost zero in
this case. Indeed, this has been experimentally observed [15] and, therefore, the distance between
the Ag reflector and the MQW seems to be a vital factor in LEDs and, hence, also in micro-LEDs.

Fig. 1. Simulation diagram of micro-LEDs proposed by this study.

This notwithstanding, in this paper, we demonstrate that the optical interference induced
intensity oscillation effect at changing “dipole to reflector distance” is very intense only for
LEDs and micro-LEDs with single QW [15], where the experiment is consistent with the
simulation. For MQW based devices, on the other hand, we have noticed that the oscillation
in experiment is much weaker than the theoretically expected value [16], pointing towards a
clear inconsistency between the experiments and theory. We would like to point out that there
exists a misunderstanding in the community that assumes the LEE is sensitively dependent on the
position of MQW with respect to the reflector in flip-chip LEDs and micro-LEDs. We think the
fundamental reason for this is because the MQW has a finite thickness that can not be neglected
as for the case of single QW. In optics, we know that a light source has no spatial coherence
if the dimension of the source is large. That is to say, when studying the optical interference
effect in today’s LEDs and micro-LEDs, the MQW simply cannot be modeled by a single dipole
in the simulation. Since micro-LEDs have a much large surface to volume ratio than ordinary
LEDs, the need for enhancement of the LEE appears to be even more crucial for micro-LEDs.
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Therefore, in this work, we have analytically derived the equations on the optical coherence in
flip-chip micro-LEDs and revealed that in contemporary MQW based micro-LEDs, due to the
fact that the light source layers have a relatively large width, the spatial coherence is poor, and the
oscillation effect mentioned above is no longer a severe concern when designing the micro-LED
structures. We have considered the light intensity of each layer in the MQW with reasonable
models, and calculated the contrast (defined as a variable changing from 0 to 1) at point P which
is an indicator of the optical interference. We show that only when the calculated contrast is
close to 1, there is a good spatial coherence, and the single-dipole model can be used to simulate
the light source of micro-LEDs. Otherwise, due to the physical width of the MQW, a point light
source model is no longer applicable when simulating the interference effect. Furthermore, it
also weakens the effect of Purcell factor [17]. That is to say, for studying any parameters that
may oscillate periodically due to the optical interference in micro-LEDs, one should seriously
consider the light intensity of each layer in the MQW and calculate the contrast, instead of simply
treating it as a single dipole. Although we use blue GaN micro-LEDs as an example, the physics
and principles herein can also be extrapolated to flip-chip LEDs with other sizes and wavelengths.

2. Theory

Based on standard optics knowledge, the light intensity of point P in the micro-LED can be
obtained from Eq. (1):

Ip = Iup + Idown + 2 ×
√︁

Iup × Idown cos(∆φ + φAg) (1)

where Ip is the light intensity of point P, Iup is the upward light intensity emitted from the dipole at
point P, Idown is the downward light intensity from the dipole which is reflected upwards to point
P, and φAg is the Ag reflector induced phase shift. Apparently, based on the electric dipole model,
we have Iup=Idown. Because φAg is constant, in order to reduce the complexity of calculation,
φAg is set to be 0. ∆φ is the phase shift due to the optical path difference between Iup and Idown,
which in the micro-LED system can be calculated by Eq. (2):

∆φ = 4π × Di ×
N(λ)

λ
(2)

where Di is the distance between the ith QW and the Ag reflector, λ is the vacuum wavelength,
and N(λ) is the dispersion relation of materials (the refractive index of a material is a function of
wavelength [18]).

Here, just as a typical example, we assume that the MQW consists of five QWs. Thus, there
are five point light sources in the device, and I is the total light intensity at point P. Plugging
Eq. (2) into Eq. (1), calculating the definite integral of Eq. (1) from wavelength 400 nm to 520 nm,
and making a sum of all five QWs, we have derived the total light intensity I as shown in Eq. (3),
which considers the spatial coherence and temporal coherence of the MQW-based micro-LED
system:

I =
5∑︂

i=1
{2 × QWi ×

520
∫

400
[I(λ) + I(λ) × cos

(︃
4π × Di ×

N(λ)

λ

)︃
]dλ} (3)

where QWi is the relative intensity of the ith QW (i.e. the weight of light intensity of a specific
QW among all five QWs), as shown in Table 1. When QWi=1, it is the simplest case where all
the light is emitted by the ith QW. In other cases, the total light intensity is distributed among
the five QWs whose weight is characterized by QWi (i=1, 2,. . . 5). The contrast, which is the
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quantitative indicator of the interference effect, is defined by Eq. (4):

contrast = IMAX − IMIN
IMAX + IMIN

(4)

Here, when the position of the entire MQW is varied by changing the thickness of p-GaN, as a
result, the light intensity at point P changes. The intensity is defined as IMAX when it reaches the
maximum value and is defined as IMIN when it reaches the minimum. The contrast can be used
as a measure of the coherence. When the contrast is 1, the system is completely coherent; when
the result is between 0 and 1, the system is partially coherent; when the result is 0 which means
Imax is equal to Imin, the system is completely incoherent, and hence the LEE is independent of
the position of MQW.

Table 1. Specific energy distribution (QWi) of each sample

QW1 QW2 QW3 QW4 QW5

Sample A 0.2 0.2 0.2 0.2 0.2

Sample B 0.5 0.125 0.125 0.125 0.125

Sample C 0.8 0.15 0.05 0 0

Sample D 1 None None None None

In order to improve the carrier distribution and radiative recombination rate, and reduce the
electron leakage, typically, MQW with no less than five periods are manufactured in industry.
In this calculation, we reasonably assume the thickness of each QW is 3 nm and each quantum
barrier (QB) is 15 nm, so the thickness of the five-period MQW is 90 nm. For scientific rigor, we
have assumed four different emission modes of the MQW, which are based on the literature as
shown in Table 1 [18,19]. Concretely, sample A refers to the case that all the five QWs emit
light uniformly which corresponds to the best situation possible for a MQW. If the MQW is not
well optimized, however, QW1 which is the nearest to the p-GaN will have the strongest light
intensity because the mobility of electrons is usually higher than holes and QW1 will then have
the highest concentration of holes and electrons as compared with other QWs that are relatively
far away from the p-GaN [20]. Samples B and C show the cases when the light intensity is more
concentrated (with different extent) towards the close-by QWs with respect to the p-GaN. It is
difficult to physically measure the light intensity of each layer of QW through actual equipment,
but the radiative recombination distribution described above is a reasonable assumption that can
be largely confirmed by simulation [21]. Sample D indicates the extreme case when the MQW is
simplified into a single QW. The setting in sample D is also the condition used in traditional
simulation, which in this paper we will prove it inappropriate for simulation for MQW based
micro-LED devices.

We have measured typical blue micro-LED emission spectrum and dispersion curve as shown
in Fig. 2, which are needed to calculate the temporal coherence. We assume the dominant
wavelength of the micro-LED is at 458 nm, and the refractive index of the GaN-based materials in
the micro-LED is 2.5 (both for the MQW and other epitaxial layers). Therefore, the corresponding
wavelength in the GaN-based material is converted to about 180 nm, which is only twice the
thickness of the MQW. We note that this means, according to physics, the spatial coherence will
be dramatically weakened simply because the dimension of the light source is large enough as
compared with the wavelength.
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Fig. 2. Spectrum of blue micro-LEDs and dispersion relation of typical GaN-based
materials.

3. Results and discussion

Using the theory and method above, we have calculated the light intensity and the contrast (see
Eq. (4)) by changing the thickness of p-GaN (from 0 nm to 200 nm) in the micro-LED for four
different MQW luminescence modes (labeled as samples A-D). The calculated results are shown
in Table 2. According to this table, the contrast of sample D is close to 1, which means the spatial
coherence and temporal coherence are very good. When the thickness of p-GaN is changed, the
light intensity will oscillate strongly. This result agrees well with many earlier simulation studies,
which took it for granted that there was very good spatial coherence in the device. However, this
conclusion is inaccurate if we consider the MQW as several QWs with different kinds of light
intensity distribution (samples A, B, C). The contrast of sample A is close to 0, which according
to the discussion above means the MQW system has almost no coherence at all.

Table 2. Calculated contrast of four MQW luminescent modes of the blue micro-LED

IMAX IMIN Contrast

Sample A 7.480 6.554 0.066

Sample B 9.451 4.585 0.347

Sample C 12.821 1.151 0.835

Sample D 14.040 0.030 0.996

The specific data for the light intensity at point P is shown in Fig. 3. Clearly, when the light
emission is evenly distributed among the five QWs i.e. the case of sample A, it shows the
completely opposite result as compared to the case of sample D, where the light emission is from
just one single QW of the MQW. As for samples B and C, they lie between the two extreme cases.
From sample B to sample C, not surprisingly, the dependence of the light intensity at point P on
the thickness of p-GaN gets larger, because the light distribution is more concentrated towards
one single QW, in other words more close to sample D.

With the modern development of LEDs and micro-LEDs, the uniform light intensity distribution
among the individual QWs in the MQW is being aggressively pursued. Therefore, when using
wave optics to design flip-chip micro-LEDs, we can no longer rely on the conventional single-
dipole model to study the cavity effect. That is, a multiple-dipole model has to be applied to
simulate the MQW where the light is emitted from several QWs. However, the multiple-dipole
model also has an issue that needs to be practically balanced. In simulation softwares, the
emissions from the several dipoles are always set to have the same initial phase, which is different
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Fig. 3. The light intensity at point P of the four samples varies with the thickness of the
p-GaN.

from the reality with random initial phases. In other words, in simulation the dipoles are coherent,
which is an artifact. To get rid of this discrepancy, one could simulate the dipoles one at a time,
and finally add them up. This is physically correct, but will take more simulation time, and is
expected to be addressed by future more powerful tools.

We note that in micro-LEDs, the thickness of p-GaN also has a great influence on the antistatic
ability of the device, as well as the uniformity in the current spreading. Therefore, if the
emission distribution of the MQW is uniform and yet the single-dipole model were used, a
wrong calculation result on the p-GaN thickness might lead to very serious problem. In that
case, based on our result, the fluctuating LEE phenomenon could simply be ignored and the
interference should not be considered in the design of p-GaN thickness in the incoherent system.
The traditional single-dipole model is useful only for single QW LEDs or for MQW LEDs where
just one individual QW is lighting (usually occurs in a non-optimal design and electron-hole
recombination dominantly happens in the QW closest to the p-GaN). On the other hand, this work
should not be regarded as a total negation of using wave optics to simulate flip-chip micro-LEDs,
but during the simulation, we do need to consider the light output of each individual layer of the
MQW.

4. Conclusion

In summary, we have used the concept of contrast to study the optical interference in flip-chip
packaged micro-LEDs that are the key elements in the next generation display technology. We
have proved that a single-dipole model can not well represent the MQW structure that has a
finite thickness of the order of 100 nm. We have derived an analytical formula to calculate
the coherence of micro-LEDs, and also calculated the contrast at point P in the device. It is
found that the coherence is very poor, almost 0 when the light intensity distribution between
the QWs in the MQW is uniform. Our calculation results provide an explanation why it is
difficult to experimentally observe the expected intensity oscillation from traditional single- With
the development of modern micro-LED technology, the light intensity of each QW tends to be
the same, and the contrast will then reduce to nearly 0 which means the device is essentially
an incoherent system. Using a single-dipole as the light source in the simulation will bring
a misleading design on GaN based blue micro-LEDs, and this conclusion can be extended to
devices with other dimensions and wavele dipole based simulation by changing the thickness of
p-GaN in actual LEDs and micro-LEDs. ngths as well. Therefore, the MQW should better be
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modelled by several dipoles. This being said, using several electric dipoles for multiple times in
wave optics based simulation may significantly increases the simulation time, especially in 3D
simulations. More powerful simulation tools are badly needed in the future to address this issue.
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