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We theoretically study the electronic and transport properties of two graphene layers vertically coupled by
an insulating layer under the influence of a time-periodic external light field. The nonadiabatic driving induces
excitations of electrons and a redistribution of the occupied states which are manifested in the opening of gaps in
the quasienergy spectrum of graphene. When a voltage is applied between the top and bottom graphene layers,
the photoinduced nonequilibrium occupation modifies the transport properties of the contact. We investigate
the electronic and transport properties of the contact by using the nonequilibrium Green’s function formalism.
To illustrate the behavior of the differential conductance of the vertical contact under light illumination, we
consider two cases. First, we assume that both the bottom and top layers consist of graphene and, second, we
consider a finite mass term in the bottom layer. We obtain that the differential conductance is strongly suppressed
due to opening of gaps in the quasienergy spectrum in graphene. Additionally, the conductance shows features
corresponding to the tunneling of photoexcited electrons at energies of the Van Hove singularity for both the
top and bottom layers. In the case of a finite mass term in the bottom layer, the differential conductance can be
directly related to the tunneling of photoexcited electrons.

DOI: 10.1103/PhysRevResearch.2.023274

I. INTRODUCTION

The outstanding mechanical, optical, and electronic prop-
erties of graphene make it an attractive material for next-
generation technology [1]. Prominent examples are applica-
tions of graphene in optoelectronic devices such as photode-
tectors [2–4] and sensors [5–7]. The core of the improved
functionality in graphene-based optoelectronic devices lies
in the interaction of light and matter in low dimensions.
Although a remarkable absorption of 2.3% of incident light
in monolayer graphene [8] is too weak to realize high-
performance devices, several methods have been proposed to
tune and enhance light-matter interaction in graphene. Among
them, the absorption of graphene is enhanced by exciting
surface plasmonic resonances [9–12] and by utilizing resonant
structures to couple light with graphene [13–15].

Apart from employing light-matter interaction in graphene
to enhance the functionality of optoelectronic devices,
graphene reveals several fundamental light-induced phenom-
ena [16]. One of these phenomena is the possibility to open
gaps in the energy spectra by irradiating graphene with a time-
periodic potential [17–24]. When the frequency is smaller
than the bandwidth of graphene, a so-called dynamical gap
[17] opens at energies ε = h̄ω/2 corresponding to a resonant
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absorption/emission of a photon with frequency ω between
the valence and conduction band.

The periodic driving is in general studied within Flo-
quet theory [25,26] and it was shown that topological trivial
materials can be tuned into topological ones by a time-
periodic perturbation [19,27,28]. The topological properties
of Floquet states in graphene have been extensively studied
in Refs. [29–46] both without [29–40] and in presence of
dissipation [41–46]. Floquet bands have been experimentally
observed by time- and angle-resolved photoemission spec-
troscopy of surface Dirac fermions in a topological insulator
under circular light irradiation [47,48] while photoinduced
chiral edge states in graphene have been experimentally stud-
ied in Refs. [49,50]. Signature of light-matter interaction can
also be detected by conductance measurements. The opening
of band gaps due to light-matter interaction is manifested
in a suppression of the conductance [22–24,51]. In contrast
to a time-periodic external light field, time-dependent mod-
ulation of gate or contact potentials and the accompanied
photoassisted tunneling of electrons lead to a great variety of
interesting phenomena [52–57].

Motivated by the growing interest in nonequilibrium driv-
ing of graphene devices, we study a contact consisting of
two graphene layers vertically separated by an insulating
layer. A voltage is applied independently between the top and
bottom layers allowing for tunneling between the layers. A
similar setup consisting of a graphene/boron nitride/graphene
heterostructure was discussed in Ref. [58] and it was demon-
strated that resonant tunneling with the conservation of energy
and momentum can be achieved by aligning the crystallo-
graphic orientation of the top and bottom graphene layers.
In addition to the applied voltage, we assume that the top
layer is driven to a nonequilibrium state by a time-periodic
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monochromatic light. We discuss two different scenarios.
First, we assume that the vertical contact consists of two
graphene layers. Second, we assume that a finite gap opens in
the bottom layer. In our approach, we focus on noninteracting
electrons in which Coulomb interaction is neglected. We study
effects of both linear and circular polarization on the density
of states, the occupation, and the differential conductance.

The main results are the following. The differential con-
ductance is strongly suppressed in a broad range of voltages.
In a qualitative picture, the suppression of the differential
conductance is related to opening of gaps in the quasienergy
spectrum due to time-dependent driving. Various aspects of
the suppression of the conductance due to light-matter interac-
tion have been discussed in Refs. [22–24,39,40,51]. Here, we
extend these previous results of the differential conductance
for vertical graphene contacts and the regime beyond the
linear Dirac approximation.

For strong driving and high frequencies, the momentum
dependence of the optical matrix elements and the nonlinear-
ity of the graphene band structure becomes apparent in the
differential conductance. Additional features occur at voltages
that correspond to tunneling of photoexcited electrons to
energies of the Van Hove singularity in the top or bottom
layer. For the case of a finite mass term in the bottom layer,
the signatures in the differential conductance can be directly
related to the tunneling of photoexcited electrons. Although
we restrict the discussion to light absorption in graphene, the
approach can be extended to other two-dimensional materials
[59].

The paper is structured as follows. In Sec. II, we introduce
the continuous Hamiltonian and discuss the individual contri-
bution of the Hamiltonian. From the continuous Hamiltonian,
we derive a tight-binding Hamiltonian describing the light-
matter interaction and the tunneling between the contacts.
In Sec. III we describe the nonequilibrium Green’s function
formalism and the relations of the Green’s functions to the
physical properties. Sections IV–VI contain the results of our
paper. In Secs. IV and V we study the density of states,
the nonequilibrium distribution function, and the occupation
of graphene under light illumination, respectively. Finally, in
Sec. VI, we discuss the differential conductance and show
that the light-matter interaction induces suppression and en-
hancement of the conductance. In Sec. VII, we summarize and
conclude.

II. MODEL

We consider a vertical contact consisting of a top (t) and
a bottom layer (b) which are coupled by an insulating layer
described by a tunneling element t as shown in Fig. 1. A
voltage V is applied between the top and the bottom layers and
an external electric field perpendicular to the layers induces
a nonequilibrium occupation of the electronic states. For
simplicity, we assume that the electric field interacts only with
the top layer and that the sample size is much smaller than the
wavelength of the light such that we can regard the light field
as being uniform in space.

The Hamiltonian of the vertical junction is given by

Ĥ (t ) = Ĥt (t ) + Ĥb + Ĥtun, (1)

FIG. 1. Sketch of a contact with a top and bottom layer of
graphene that are coupled by a tunneling element t . An electric field
interacts with the top layer incident perpendicular to the layers. A
voltage is applied between the top and the bottom layers.

with the Hamiltonians Ĥt (t ) of the top layers, Ĥb of the
bottom layer, and the tunneling Hamiltonian Ĥtun. In the
following, we discuss the contributions to Ĥ (t ) separately.
We introduce a continuous time-dependent Hamiltonian Ĥt (t )
of the top layer under light illumination and discretize it to
obtain a tight-binding Hamiltonian. Similar to the top layer,
we then introduce the Hamiltonian of the bottom layer and
the tunneling Hamiltonian.

A. Hamiltonian of graphene under light illumination

The Hamiltonian describing the motion of electrons with
mass m in the periodic lattice potential of graphene under light
radiation can be written as

Ĥt (t ) =
∫

dx �̂†
t (x)

×
{

[ p̂ − eA(t )]2

2m
+

∑
x′=xA,xB

V (x − x′)
}
�̂t (x), (2)

with the field operators of the upper layer �̂
†
t (x) and �̂t (x).

The periodic lattice potential of graphene is composed of
two triangular sublattice potentials A and B, respectively. The
light-matter coupling is obtained from the minimal substi-
tution p̂ → p̂ − eA(t ) and the vector potential A(t ) is mod-
eled classically in the dipole approximation. In the follow-
ing studies we consider the case of linear polarized light
A(t ) = (Ax cos(ωt ), 0, 0) and circular polarized light A(t ) =
(Ax cos(ωt ), Ay sin(ωt ), 0) with the frequency ω of the pho-
tons.

We then transform the continuous Hamiltonian Ĥt (t ) into
a tight-binding Hamiltonian and expand the field operators in
terms of the carbon 2pz wave functions �t (x),

�̂t (x) = 1√
N

∑
kt ,xA

eikt xA�t (x − xA)âkt

+ 1√
N

∑
kt ,xB

eikt xB�t (x − xB)b̂kt , (3)

with the annihilation operators âkt and b̂kt of a particle with
momentum kt on the sublattices A and B in the top layer,
respectively.

The tight-binding Hamiltonian is separated into a bare
Hamiltonian Ĥ0 and a Hamiltonian ĤI (t ) describing the inter-
action of graphene with the optical field Ĥt (t ) = Ĥ0 + ĤI (t ) .
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FIG. 2. (a) Lattice of graphene with the two sublattices A (blue)
and B (green). The vectors δi (i = 1, 2, 3) connect the neighboring
carbon atoms. (a) First Brillouin zone of graphene with the symmety
points �, M, K, and K ′. The blue path indicates the momentum
dependence in the following figures.

It is convenient to transform the operators in sublatttice space
to the space of the conduction and valence electrons. We write
the creation operator of a quasiparticle in the conduction (c)
and valence (v) band as ψ̂

†
kt

= (âc
kt

† âv
kt

†). The bare Hamilto-
nian can then be written as

Ĥ0 =
∑

kt

ψ̂
†
kt
ε̂kt

ψ̂kt
(4)

with the eigenenergies

ε̂kt =
(

εkt
0

0 −εkt

)
, (5)

and εkt = ε0
kt

− (μt − εD) with ε0
kt

= −γ0| f (kt )|. The Dirac
point energy εD sets the energy of the Dirac point relative
to the chemical potential μ. The interaction energy between
the next-nearest-neighbor carbon atoms is given by γ0 and the
chemical potential is μt . In the above equation

f (kt ) =
∑

i

eikt δi (6)

with the vectors δi connecting neighboring carbon atoms.
These vectors are given by δ1 = a

2 (1,
√

3), δ2 = a
2 (1,−√

3)
and δ3 = (−1, 0) with the nearest-neighbor distance between
the atoms a = 1.42 Å. The vectors δi together with the lattice
of graphene are shown in Fig. 2(a).

Following Refs. [60,61], we work in the Coulomb gauge
∇ · A = 0 and apply the dipole approximation since the mo-
mentum of the photon is negligible compared to the momen-
tum of the electrons. The light-matter interaction can then be
written as

ĤI (t ) =
∑

kt

ψ̂
†
kt

M̂kt
(t )ψ̂kt

(7)

with the light-matter interaction matrix

M̂kt (t ) =
(

Mcc
kt

(t ) Mcv
kt

(t )

Mvc
kt

(t ) Mvv
kt

(t )

)
, (8)

and the elements

Mcc
k (t ) = Re[Mk]A(t ) = −Mvv

k (t ), (9)

Mcv
k (t ) = i Im[Mk]A(t ) = Mvc∗

k (t ). (10)

The time-independent elements Mk are

Mk = i
e

m
h̄Me−iφk

∑
i

eikδi
δi

|δi| (11)

with φk = arg[ f (k)] and a constant factor M =∫
dx �u(x)∂x�u(x − |δi|êx ) with the unit vector in the x

direction êx.
The light-matter interaction can be divided into intra-

band coupling, Mcc
kl

(t ) and Mvv
kl

(t ), and interband coupling,
Mcv

kl
(t ) and Mvc

kl
(t ). The intraband coupling describes pro-

cesses in which an electron in the valence (conduction) band
absorbs/emits a photon with frequency ω and stays in the
valence (conduction) band. In a process of interband coupling,
an electron scatters from the valence (conduction) band to
the conduction (valence) band and exchanges energy of the
photon.

In the following, we combine all the constant values of
Eq. (11) in the amplitude of the vector potential A(t ) and
introduce the coupling strength

αx,y = (e/m)h̄MAx,y (12)

in units of energy. To get an estimate of the magnitude of the
vector potential, we consider the case of linear polarized light
and convert the vector potential A(t ) to an electric field by
E(t ) = ∂A(t )/∂t . In Ref. [62], a graphene sample was illu-
minated with an electric field amplitude Ex = 4.0 × 107 V/m
[62] and a photon energy h̄ω ≈ 191 meV. Introducing the in-
teraction energy of graphene γ0 = 2.6 eV of the next-nearest-
neighbor carbon atoms, the photon energy corresponds to
h̄ω ≈ 0.07γ0. The coupling strength in Eq. (12) then is of the
order αx,y ≈ 0.02γ0 with the factor M � 3.0 nm−1 [61].

For the purpose of presentation, we show in the following
sections the results for slightly larger electric fields and photon
energies. For example, in Secs. IV–VI, we assume an electric
field amplitude of the order of Ex = 0.1V/Å and a photon
energy h̄ω ≈ 1.7 eV corresponding to αx,y ≈ 0.1γ0 and h̄ω ≈
0.6γ0. We remark that high frequencies pulses with energies
h̄ω ≈ 1.7 eV have been for instance applied in dielectrics to
control the electric current by the electric field [63]. Although
in our approach, we assume a constant external field, high
electric field amplitude can only be achieved by laser pulses.
However, as pointed out in Ref. [62], a constant field ampli-
tude is still a valid approach if the envelope of the Gaussian
pulse varies slowly in time [62,64,65].

B. Hamiltonian of the bottom lead and tunneling Hamiltonian

The electrons can tunnel to the bottom layer which we
model as graphene with a finite mass term. The Hamiltonian
can be written as

Ĥb =
∑

kb

ψ̂
†
kb

ε̂kb
ψ̂kb

(13)

with the excitation energies εkb = ε0
kb

− (μb − εD), ε0
kb

=
−γ0

√
| f (kb)|2 + m2

b, the chemical potential μb, and the
mass mb.

The tunneling Hamiltonian is given by

Ĥtun =
∑
kbkt

tkt kbψ̂
†
kb

ψ̂kt
+ H.c., (14)
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with the tunneling elements tkt kb . In the following, we assume
momentum conservation at tunneling and set tkk′ = δkk′t .

III. METHOD

Since we are interested in nonequilibrium transport prop-
erties, we apply the Keldysh Green’s function approach to
the Hamiltonian Ĥ . In this method we express the physical
properties in terms of Green’s functions and calculate the cor-
responding Green’s function [66,67]. To this end, we define
the contour-ordered Green’s function

Gλλ′
k (τ, τ ′) = −i

〈
T âλ

k (τ )âλ′†
k (τ ′)

〉
, (15)

with the indices λ = (c, v) and λ′ = (c, v) indicating either
the conduction band (c) or the valence band (v). The times τ

and τ ′ are located on the Keldysh contour and the contour-
ordering operator is denoted as T . To simplify the notation,
we collect the Green’s functions of the valence and conduction
electrons in a matrix Ǧk(τ, τ ′) defined by

Ĝk(τ, τ ′) =
(

Gcc
k (τ, τ ′) Gcv

k (τ, τ ′)
Gvc

k (τ, τ ′) Gvv
k (τ, τ ′)

)
. (16)

The general procedure then is to derive the Dyson equation
for the Green’s function in Eq. (16). This Green’s function is
given by

Ĝk(τ, τ ′) = ĝk(τ, τ ′) + (ĝk ◦ M̂k ◦ Ĝk)(τ, τ ′) (17)

with the convolution given by (A ◦ B)(τ, τ ′) =∫
dτ1A(τ, τ1)B(τ1, τ

′), the matrix M̂k(τ, τ ′) = M̂k(τ )δ(τ −
τ ′), and the Green’s function

ĝk(τ, τ ′) =
(

gc
k (τ ) 0
0 gv

k (τ )

)
δ(τ − τ ′), (18)

corresponding to the Hamiltonian Ĥ0. In the next step, the
Dyson equation has to be transformed from the contour time
to the real time [66,67]. After the transformation to the real
time, every element in Eq. (16) becomes a matrix in Keldysh
space defined by

Ǧk(t, t ′) =
(

Ĝ11
k (t, t ′) Ĝ12

k (t, t ′)
Ĝ21

k (t, t ′) Ĝ22
k (t, t ′)

)
. (19)

In the above expression, the upper indices 1 or 2 refer to
the position of the times t and t ′ on the Keldysh contour.
A definition of all the Green’s functions in Eq. (19) and
their relations is given in Appendix A. From the elements
in Eq. (19) we can derive the retarded Green’s function
by ĜR

k (t, t ′) = Ĝ11
k (t, t ′) − Ĝ12

k (t, t ′). The advanced Green’s
function is related to the retarded Green’s function by its
Hermitian conjugate ĜA

k (t, t ′) = ĜR†

k (t ′, t ). The retarded (R),
advanced (A), and the lesser (12) Green’s functions constitute
the building blocks by which we will express the charge
current in the following section.

A. Green’s functions without light irradiation

Following the procedure that we describe, we derive the
Green’s function for the bottom lead. Since we assume that
the light only interacts with the upper layer, these Green’s
functions correspond to the Hamiltonian in Eq. (13) with

momentum kb. In Fourier space, the retarded Green’s function
is given by gc,R

kb
(ε) = 1/(ε + iη − εkb ) and gv,R

kb
(ε) = 1/(ε +

iη + εkb ), with an infinitesimal small real part η. The lesser
Green’s function is ĝ12

kb
(ε) = −[ĝR

kb
(ε) − ĝA

kb
(ε)] fb(ε) with the

temperature T and the Fermi function fb(ε) = {1 + exp[(ε −
μb)/kBT ]}−1 with the chemical potential on the bottom
layer μb.

B. Green’s functions under light irradiation

In this section, we derive the Dyson equation for the
retarded and lesser Green’s functions under light irradiation.
Because of the time dependence in the optical field, we apply
a discrete Fourier transformation to the Green’s functions. To
keep the notation simple, we replace the momentum kt on the
top layer with k.

From Eq. (17) and the relations between the Green’s func-
tions in Keldsyh space we can derive the Dyson equation for
the retarded Green’s function

ĜR
k (t, t ′) = ĝR

k (t, t ′) + (
ĝR

k ◦ M̂k ◦ ĜR
k

)
(t, t ′). (20)

The Green’s functions in Eq. (20) depend only on momentum
k due to the dipole approximation in the light-matter interac-
tion and the accompanied momentum conservation. Similarly,
we can derive the lesser Green’s function

Ĝ12
k (t, t ′) = (

ĜR
k ◦ ĝR

k
−1 ◦ ĝ12

k ◦ ĝA
k

−1 ◦ Ĝ
A
k

)
(t, t ′). (21)

To compute the Green’s functions in Eqs. (20) and (21)
we have to apply a discrete Fourier transformation due to the
time dependence of the light-matter interaction. We can solve
the Dyson equations by first transforming the time arguments
to the Wigner representation with the relative time τ = t − t ′
and the center-of-mass time T = (t + t ′)/2 [67]. Second, we
apply the Fourier transformation [66]

ĜR,12
k (t, t ′) =

∑
n

∫
dε

2π
ĜR,12

k,n (ε)e−iετ e−inωT (22)

and then numerically solve the Dyson equation by matrix
inversion. To simplify later equations, we introduce the nota-
tion for the Fourier-transformed Green’s function ĜR,12

k,nm(ε) =
ĜR,12

k,n−m[ε + (n + m)ω/2]. After the Fourier transformation of
Eq. (20) we obtain

ĜR
k,nm(ε) = ĝR

k,n(ε)δnm − ĝR
k,n(ε)M̂+

k ĜR
k,n+1m(ε)

− ĝR
k,n(ε)M̂−

k ĜR
k,n−1m(ε) (23)

with ĝR
k,n(ε) = ĝR

k (ε + nω) and the time-independent matrices

M̂±
k =

(
Re[Mk]A± i Im[Mk]A±

−i Im[Mk]A± −Re[Mk]A±

)
. (24)

In Eq. (24), A± refers to the components of the vector
potential A(t ) = A+eiωt + A−e−iωt which are proportional to
positive (+) and negative (−) frequencies, respectively. For
the case of linear polarization the components are A± =
(Ax/2, 0, 0) and for circular polarization A+ = (Ax/2, 0, 0)
and A− = (0,−iAy/2, 0). The unperturbed retarded Green’s
functions in Eq. (23) of the conduction and valence electrons
are given by gc,R

k,n(ε) = (ε + nω + iη − εk)−1 and gv,R
k,n (ε) =

(ε + nω + iη + εk)−1.
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Applying the Fourier transform of the lesser Green’s func-
tion in Eq. (21) gives

Ĝ12
k,nm(ε) =

∑
p

ĜR
k,np(ε)ĝR−1

k,p (ε)ĝ12
k,p(ε)ĝA−1

k,p (ε)ĜA
k,pm(ε). (25)

The unperturbed lesser Green’s function is given by
ĝ12

k,n(ε) = −[ĝR
k,n(ε) − ĝA

k,n(ε)] ft,n(ε) with the temperature
T and the Fermi function ft,n(ε) = {1 + exp[(ε + nω −
μt )/kBT ]}−1 with the chemical potential μt on the top layer.

When applying a Fourier transformation to the unperturbed
Green’s functions we have introduced a small imaginary part
iη in the energy to ensure convergence of the time integrals
[66,67]. The parameter η should be chosen such that the final
results are independent of η. In later sections, we have set η =
10−3–10−4γ0 to be the smallest parameter in our modeling.

C. Charge current

With the Green’s function derived in the previous sections,
we can calculate the charge current. The current on the bottom
lead can be expressed as

Ib = −2e

h̄

∑
kbkt

Tr
{
G̃12

kt kb
(t, t )tkbkt − tkt kbG̃

12
kbkt

(t, t )
}
, (26)

with the trace over the Green’s functions in the space of the
conduction and valence electrons. In Eq. (26) G̃12

kt kb
(t, t ) is the

Green’s functions corresponding to the full Hamiltonian Ĥ (t )
taking the coupling between the leads into account to infinite
order in the tunneling. However, to simplify the calculations,
we restrict the discussion to the tunneling limit for which we
can write the current as

Ib = 2e

h̄

∑
n

einωT In
b (27)

with

In
b =2t2

∑
kt kb

∫
dε

2π
Re Tr

{
Ĝ12

kt ,n0(ε)ĝA
kb,0(ε)+ĜR

kt ,n0(ε)ĝ12
kb,0(ε)

}
(28)

with tkk′ = δkk′t and the momentum-independent tunneling
element t . Since the summations over kt and kb separate
in the tunneling limit, we can compute the summation over
kb in the bottom layer analytically [68,69]. In Appendix
B, we present a recursive method to compute the Green’s
functions ĜR,A,12

k,nm .

IV. DENSITY OF STATES UNDER LIGHT IRRADIATION

In this section, we discuss the density of states and
quasienergy spectrum of the graphene under light irradiation.
We derive an effective Hamiltonian to study the splitting
of quasieigenstates of graphene due to the light-matter in-
teraction. The light-matter interaction of graphene induces
sidebands of the conduction and valence bands, which are
shifted by ±nω from the eigenenergies εk of the bare graphene
Hamiltonian. In the following, we restrict the discussion to
a case of n = 4 sidebands since the effect of light on the
quasienergy spectrum decreases with the number of sidebands
and higher orders will not modify the results.

FIG. 3. Density of states ρk(ε) in Eq. (29) as a function of energy
and momentum along the path (K − 0.7ŷ) → K → (K − 0.7K̂ ) in
the first Brillouin zone. The path is shown in Fig. 2(b) as blue
line. The unit vectors in y and K directions are written as ŷ and
K̂, respectively. The dashed line shows that Dirac point energy
which is set to εD = −0.2γ0. The frequency is ω = 0.6γ0, n = 4,
and η = 10−4γ0. In (a) we consider linear polarized light with
A(t ) = (Axcos(ωt ), 0, 0) and αx = 0.1γ0. In this case the element �k

vanishes along the path (K − 0.7ŷ) → K and the spectrum remains
ungapped. In (b), we consider circular polarized light with A(t ) =
(Axcos(ωt ), Aysin(ωt ), 0) and αx = αy = 0.1γ0. The density of states
shows gaps at finite energies and becomes fully gapped at the Dirac
point energy. The splitting close to the energies εk = ω/2 + εD is
given by �k.

The quasispectrum of graphene under light irradiation has,
for example, been discussed in literature using Floquet theory
[19,29,30,70]. For completeness and discussions in later sec-
tions, we present here the results of the density of states of the
band structure for momenta in the first Brillouin zone using
the approach discussed in Sec. III.

The momentum-dependent density of states ρk(ε) of
graphene under light irradiation is given by

ρk(ε) = − 1

2π
Im Tr ĜR

k,00(ε) (29)

with the retarded Green’s function in Eq. (23). Figure 3
shows the density of states of graphene along the path (K −
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0.7ŷ) → K → (K − 0.7K̂ ) in the first Brillouin zone shown
in Fig. 2(b). The unit vectors in y and K directions are
written as ŷ and K̂, respectively. We discuss both the case of
linear polarized light [Fig. 3(a)] and circularly polarized light
[Fig. 3(b)]. Since a typical graphene sample is doped, we set
the Dirac point energy to εD = −0.2γ0 such that states both
above and below the Dirac point energy are occupied in an
equilibrium state. The Dirac point energy in Fig. 3 is indicated
by the dashed line.

The interaction of light with graphene induces opening of
gaps, the most prominent one is called the dynamical gap
[17] and occurs at energies εk = ω/2 + εD. The transition
corresponds to a resonant absorption/emission of a photon
with energy h̄ω between the conduction and valence bands.
Importantly, the matrix elements M̂±

k in Eq. (24) depend on
momentum and on the polarization of the light. For certain
momenta and polarization, the matrix element vanishes and a
gap opening is suppressed. In the case of circularly polarized
light, the quasienergies become fully gapped at the Dirac
point energy. It has also been shown that the opening of a
dynamical gap in graphene due to circularly polarized light is
accompanied by a topological phase transition from a trivial
to a topological band structure [21,29,30].

To further study the effect of the light-matter interaction
on graphene, we restrict the discussion to a minimal model, in
which we consider the emission or absorption of one photon
such that n = 0,±1. An effective Hamiltonian can be derived
by comparing the retarded Green’s function in Eq. (23) with
the definition of a retarded Green’s function ĜR

k,nm(ε) = (ε +
iη − Ĥ eff

k,nm)−1. We can then write the effective Hamiltonian as

Ĥ eff
k,nm =

⎛
⎝ε̂k + 1ω −M̂+

k 0
−M̂−

k ε̂k −M̂+
k

0 −M̂−
k ε̂k − 1ω

⎞
⎠. (30)

Assuming that M̂±
k = 0, the eigenvalues of Ĥ eff

k,nm are given
by Ec,v = ±εk and the sidebands Ec,v

+ = ±εk + ω and Ec,v
− =

±εk − ω which are shifted by ±ω from the original conduc-
tion and valence band, respectively.

To study the dynamical gap, we simplify the effective
Hamiltonian and only consider the conduction band coupled
with the first sideband of the valence band. Such an effective
model corresponds to a 2 × 2 matrix in Ĥ eff

k and describes the
gap at finite energies. The eigenvalues for such a system are
given by

ε±
k = ω

2
±

√(
εk − ω

2

)2
+ |�k|2 (31)

with the off-diagonal matrix element �k = |Im[Mk]A±| be-
ing proportional to the absolute value of the imaginary part
of the light-matter matrix element connecting the valence
and conduction bands. Close to energies εk � ω/2 + εD, the
splitting between the eigenvalues is therefore 2�k and hence
the gap is proportional to the coupling strength αx,y. The
general behavior of gap openings in graphene under light
illumination has been discussed in Ref. [70].

Since the dynamical gap is proportional to �k, we can
understand the gap opening at finite energies in Fig. 3 by
considering the momentum dependence of �k. Figure 4 shows
the momentum dependence �k for (a) linear and (b) circular

FIG. 4. Absolute value of the optical elements �k =
|Im[Mk]A±| for (a) linear polarized light and (b) circular polarized
light. The parameters are the same as in Fig. 3. The red dashed line
shows the boundary of the first Brillouin zone. In (a), the element
vanishes along the path M → K and the density states remains
ungapped as shown in Fig. 3(a). In (b) the the optical matrix element
�k is finite when approaching the K point and the density of states
is fully gapped as shown in Fig. 3(b).

polarized light with the dashed line denoting the first Brillouin
zone. When changing the momentum from (K − 0.7ŷ) → K
[see Fig. 3(a)], the element �k stays zero and states will
be ungapped along the path (K − 0.7ŷ) → K. However, the
element �k is finite when changing the momentum along
the path K → (K − 0.7K̂ ) and the spectrum is gapped. In
Fig. 4(b), the element �k is finite when approaching the K
point from both (K − 0.7ŷ) and (K − 0.7K̂ ), and the spectrum
is gapped at energies εk � ω/2 + εD close to the K point.

V. ELECTRONIC OCCUPATION

In this section, we discuss the modification of the occupa-
tion on the upper lead due to light irradiation. Direct measure-
ment of the nonequilibrium occupation has been performed
on the surface states of a topological insulator by time- and
angle-resolved photoemission spectroscopy [47].

From the definition of the Green’s functions, we can write
the energy and k-dependent occupation of the top layer as

nk(ε) = −i Tr Ĝ12
k,00(ε) (32)

with the lesser Green’s function given by Eq. (25).
Figure 5 shows the occupation along the path (K −

0.7ŷ) → K → (K − 0.7K̂ ) in the first Brillouin zone and as a
function of energy ε for the same parameters as in Fig. 4. We
consider the case of linear [Fig. 5(a)] and circular polarized
light [Fig. 5(b)] with a frequency of ω = 0.6γ0. We set the
chemical potential to μt = 0.15γ0, the Dirac point energy
to εD = −0.2γ0, and we consider n = 4 sidebands. Without
light-matter interaction and at zero temperature, states can
be occupied to the chemical potential μt . A finite coupling
strength excites electrons and occupies states above the Fermi
level μt .

It is interesting to note that the gaps in Fig. 5(b) close to en-
ergies ε ≈ 0.1γ0 are different in size. These gaps correspond
to the resonant absorption or emission of a single photon with
energy ω. The different gap sizes occur due to the matrix
elements shown in Fig. 4(b) whose magnitude is dependent
on the direction from which the Dirac point is approached.
The different sizes of the gap at finite energy vanish within
the Dirac approximation of the band structure and the optical
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FIG. 5. Occupation of the top lead as a function of energy
and momenta along the path (K − 0.7ŷ) → K → (K − 0.7K̂ ) in the
first Brillouin zone. The path is shown in Fig. 2(b) as blue line.
The frequency of the optical field is ω = 0.6γ0 and the chemical
potentials are μt = 0.15γ0, εD = −0.2γ0, n = 4, T = 0, and η =
10−4γ0. Without the light-matter interaction, states are occupied at
zero temperature to the chemical potential μt . A finite optical field
occupies states above the chemical potential with maximal energy
μt + 2ω. In (a), the light is circular polarized with αx = αy = 0.1γ0

and in (b) the light is linear polarized in the x direction with αx =
0.1γ0 and αy = 0.

matrix elements. The effect is a result of the consideration of
the full momentum dependence of energies and optical matrix
elements in the first Brillouin zone.

Nonequilibrium distribution function

The time-periodic external field drives graphene in a
nonequilibrium state which is manifested by a nonequilibrium
distribution function. The stationary nonequilibrium distribu-
tion is obtained from [67]

F (εk) = − i

2π

{∫ ∞
−∞ dε Ĝ12,vv

k,00 (ε), εk < μt∫ ∞
−∞ dε Ĝ12,cc

k,00 (ε), εk > μt .
(33)

Figure 6 shows the nonequilibrium distribution as a function
of energy εk in state k along part of the path from the �

FIG. 6. Nonequilibrium distribution as a function of energy εk in
state k along the path (K − 0.7K̂ ) → K in the first Brillouin zone.
The frequencies of the optical field are ω = 0.6γ0, n = 4, T = 0,
and η = 10−4γ0. Without the light-matter interaction, the distribution
function resembles the Fermi function at zero temperature. A finite
circularly polarized field depletes quasienergy bands for εk < μt and
occupies states at εk > μt . The peaks and dips corresponds to reso-
nance with n = 1, 2, 3 and n = 4 photons. The intensity decreases
with the number of photons and the n = 4 absorption process is
strongly suppressed.

to the K point for different coupling strength and circularly
polarized light. Without the light, the system is in equilibrium
and the distribution function reduces to a Fermi function at
zero temperature. A finite light-matter interaction redistributes
the states depleting states in the valence band and occupying
states in the conductance band [44]. The peaks and dips are
at energies εk − μt = ±ω/2 and correspond to a resonant
absorption of a photon with n = 1, 2, 3 and n = 4 photons.
The width of the dips and peaks depend on the coupling
strength αx and αy. Higher-order resonant processes become
negligible small such that the resonant absorption of n = 4
photons is barely visible even for the strong coupling αx =
αy = 0.1γ0.

VI. DIFFERENTIAL CONDUCTANCE

With the current derived in Eq. (27), we can discuss
different scenarios for transport through a graphene contact
and identify signatures of the light-matter interaction in trans-
port measurements. We focus on the differential conductance
which can be written as

G(V ) = dI0
b (V )

dV
, (34)

with the dc current given by Eq. (27). Throughout the discus-
sion, we assume that circularly polarized photons are absorbed
in the top layer and the photoexcited electrons tunnel to the
bottom layer.

Motivated by the fact that an underlying substrate [71] or
Coulomb interaction [60] opens a gap in the band structure
of graphene, we discuss two scenarios: (i) we assume that
both the top and the bottom layers consist of graphene. (ii)
We discuss the case that the top layer consists of graphene
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FIG. 7. (a) Differential conductance for circularly polarized light and different coupling strength αx and αy. The parameters are ω = 0.6γ0,
T = 0, n = 4, η = 10−3γ0. The Dirac point energy is set to εD = −0.2γ0 such that the differential conductance is suppressed close to voltages
eV � ω/2 + εD = 0.1γ0. The light-matter interaction empties states and the differential conductance decreases. The steps in the case of
αx = αy = 0.1γ0 close to eV ≈ 0.03γ0 and eV ≈ 0.17γ0 are a signature of the nonlinear band structure of graphene for k 
 (K, K ′) and the
momentum dependence of the optical matrix elements. (b) Sketch of the density of states of the top and bottom layers showing the process
of photoexcitation of an electron at energy μt . The photoexcited electron has energy matching the Van Hove singularity of the top layer and
tunnels in the Van Hove singularity of the bottom layer. The process gives rise to a peak in (a) indicated by the black arrow.

and the bottom layer consists of graphene with a finite mass
term opening a gap in the band structure.

A. Tunneling between graphene contacts

Figure 7(a) shows the differential conductance for cir-
cularly polarized light and different values of the coupling
strength αx,y. The frequency of the incoming light is set to ω =
0.6γ0 and the temperature is T = 0. Since a typical graphene
sample is doped we assume a finite Dirac point energy of
εD = −0.2γ0 relative to the chemical potential μt .

We first consider the case without light-matter interaction
(αx = αy = 0). At small voltages eV � γ0, the differential
conductance increases with the applied voltage and depends
nonlinearly on the voltage for eV → γ0. Since we consider
the tunneling current in Eq. (27) this behavior is reflected by
the overlap between the density of states of the top and bottom
layers. The density of states of single-layer graphene is pro-
portional to ε for ε � γ0 and approaches the Van Hove singu-
larity at ε = 0.8γ0 assuming finite doping εD = −0.2γ0 [72].

As discussed in the previous section, a finite coupling
strength opens a gap in the quasienergy spectrum of graphene.
Even for moderate coupling strength αx = αy = 0.05γ0, the
opening of a gap in the quasienergy spectrum is manifested in
a strong suppression of the differential conductance at certain
voltages.

The first suppression of the current close to eV = 0.1γ0

corresponds to resonant absorption of a single photon be-
tween the conduction and valence bands. Since the Dirac
point energy is at ε = −0.2γ0 and the frequency of the light
is ω = 0.6γ0, the suppression of the conductance occurs at
eV ≈ ω/2 + εD = 0.1γ0. The second strong suppression of
the differential conductance occurs close to eV = 0.4γ0 and
corresponds to resonant absorption of two photons between
the conduction and valence bands.

At strong coupling αx = αy = 0.1γ0, the differential con-
ductance is suppressed over a larger range of voltages com-

pared to the moderate coupling strength αx = αy = 0.05γ0

since the gap in the quasienergy spectrum increases with in-
creasing coupling strength. Interestingly, the suppression and
the enhancement of the conductance close to voltages eV ≈
0.1γ0 gradually decreases and increases at strong coupling
αx = αy = 0.1γ0. The steps are a signature of the nonlinear
band structure of graphene and the momentum dependence
of the optical matrix elements for momenta k 
 (K, K ′). The
gradual increase and decrease can be understood by consid-
ering, for instance, the conductance at voltage eV = 0.15γ0

in Fig. 7(a). Figure 5(b) shows the occupation corresponding
to the voltage eV = 0.15γ0 and the same parameters as in
Fig. 7(a). Approaching the K point from (K − 0.7ŷ), states
are occupied close to the chemical potential μt . Starting from
eV = 0.15γ0 and increasing the voltage, first states close to
k values (K − 0.2ŷ) contribute to the current and give rise to
the first steplike increase of the conductance. Second states
close to the (K − 0.2K̂ ) are occupied by increasing the voltage
and the conductance gradually increases a second time. A
similar argument holds for the suppression of the conductance
close to voltages eV = 0.4γ0 which is related to the resonant
absorption of two photons.

In addition to a suppression of the differential conductance,
the light-matter interaction induces a peak at eV = 0.2γ0

[black arrow in Fig. 7(a)]. The process corresponding to the
peak is sketched in Fig. 7(b) and is related to absorption
of a single photon at energy μt = 0.2γ0. Figure 7(b) shows
the density of states summed over all momenta in the first
Brillouin zone of the top and bottom layers. In the top layer,
the states are occupied to the chemical potential μt . The light-
matter interaction excites an electron to energies ε = μt + ω

matching the energy of the Van Hove singularity of the top
layer. The excited electron then tunnels to the Van Hove
singularity of the bottom layer providing a large density of
unoccupied states. The peak at eV = 0.2γ0 in the conductance
is hence a result of the overlap of the Van Hove singularities
of both the top and the bottom layer.

023274-8



TRANSPORT THROUGH VERTICAL GRAPHENE CONTACTS … PHYSICAL REVIEW RESEARCH 2, 023274 (2020)

FIG. 8. (a) Differential conductance for circularly polarized light and different coupling strength αx and αy. The parameters are ω = 0.6γ0,
εD = −0.2γ0, n = 4, T = 0, η = 10−3γ0. In comparison to Fig. 7(a), here we assume that the bottom layer consists of graphene with a finite
mass term mb = 0.4γ0 which opens a gap of 2mb. For αx = αy = 0, the conductance jumps to a finite value when the voltage reaches the
gap edge of the bottom graphene layer. Because of the Dirac point energy, the steplike increase sets in at eV = 0.2γ0. A finite light-matter
interaction excites electrons above the gap edge of the bottom lead and the conductance is finite even for voltages eV < 0.2γ0. (b) Sketch of
the density of states of the top and bottom layers showing the process of absorption of a photon at energy μt and the accompanied tunneling in
the Van Hove singularity of the bottom layer. The process gives rise to the peak at eV = 0.28γ0 which is indicated in (a) by the black arrow.
Because of the gap in the density of states of the bottom layer, the Van Hove singularity is shifted to larger energies compared to the energy of
the Van Hove singularity of the top layer.

B. Tunneling between graphene and graphene with
finite mass term

So far, we discussed the differential conductance for the
ideal case that light is absorbed in the top layer. Since the light
is only partially absorbed in graphene [8], also the lower layer
will interact with the light. However, because of a substrate or
interaction in graphene [60,71], a band gap will open. In this
section, we assume that the band gap of the bottom layer is
larger than the frequency of the light such that the lower layer
becomes essentially transparent. In a more general setting, the
bottom layer can be made of any two-dimensional material
with a band gap larger than the frequency of the light. In
Figs. 8(a) and 9, we consider a finite mass mb in the bottom
layer such that the energy of the bare graphene Hamiltonian

is given by εkb = −γ0

√
| f (kb)|2 + m2

b − (μb − εD) and the
band gap becomes 2mb.

Figure 8(a) shows the differential conductance with the
same parameters as in Fig. 7(a) except that now the bottom
layer has a mass term mb = 0.4γ0 and the band gap is 0.8γ0.
Without the light αx = αy = 0, the current is completely
suppressed at voltages eV < mb because of the band gap in
the bottom layer. For eV > 0.2γ0, the voltage is larger than
the band gap on the bottom graphene and electrons can tunnel
between the layers. We remark that the Dirac point energy is
at εD = −0.2γ0 such that the gap edge on the bottom layer is
reached for voltages eV = 0.2γ0. When the voltage is larger
than the gap of the bottom layer, the behavior is similar to the
differential conductance in Fig. 7(a).

As we have seen in previous sections, a finite light-matter
interaction can occupy states above the chemical potential. We
expect that the photoexcited electrons contribute to a current
although the voltage is smaller than the gap on the bottom
lead. This behavior is seen in Fig. 8(a) at finite light-matter
coupling strength. The differential conductance for eV <

0.2γ0 is solely due to the tunneling of photoexcited electrons.
However, since the energies of electrons that are excited by
a single photon are smaller than the band-gap edge at eV =
0.2γ0 of the bottom layer, the current is strongly suppressed
for eV < 0.2γ0. In this case, the two-photon absorption is the
dominant process to the conductance.

FIG. 9. Differential conductance for circular polarized light and
different coupling strength αx and αy. Compared to Fig. 8(a), the
frequency is ω = 0.7γ0. The other parameters are mb = 0.4γ0, n = 4,
T = 0, η = 10−3γ0. The Dirac point energy is set to εD = −0.2γ0

such that the differential conductance is suppressed close to voltages
eV � ω/2 + εD = 0.2γ0. The finite conductance in the gap depends
on the η = 0.001γ0. The steps in the case of αx = αy = 0.1γ0 are
a signature of the nonlinear band structure of graphene for k 

(K, K ′). The two black arrows indicate the tunneling processes
which are associated with the tunneling of photoexcited electrons to
energies of the Van Hove singularity of either the top or bottom layer.
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Additionally to the finite conductance at voltages eV <

0.2γ0, the differential conductance shows a peak at eV ≈
0.28γ0 indicated by the black arrow in Fig. 8(a). The process
corresponding to such a peak is sketched in Fig. 8(b) and
its origin is similar to the peak at eV = 0.2γ0 in Fig. 7(a),
namely, electrons at the chemical potential are photoexcited
and can tunnel into a large number of empty states due to
the Van Hove singularity of the bottom layer. The finite mass
term in the bottom layer shifts the Van Hove singularity to
higher energies such that the peak in Fig. 8(a) appears at
eV ≈ 0.28γ0. In comparison to Fig. 7(b), the energies of the
photoexcited electrons at energy ε ≈ 0.88γ0 are larger than
the Van Hove singularity of the top layer but match the energy
of the Van Hove singularity of the bottom layer.

In Fig. 9 we discuss the differential conductance at higher
frequency ω = 0.7γ0 and the same parameters as in Fig. 8(a).
In this case, the conductance shows complex features even be-
low the band gap eV < 0.2γ0. Because of the high frequency
ω = 0.7γ0 and the opening of the gap in the quasienergy
spectrum of graphene, the absorption of a single photon is
sufficient to excite an electron above the band-gap edge of
the bottom layer. The resonant absorption of a single photon
gives then rise to the increase of the conductance at voltages
eV ≈ 0.08γ0.

Additionally, two smaller peaks occur at voltages eV =
0.1γ0 and 0.18γ0 indicated by the black arrows in Fig. 9. The
origin of both peaks can be associated with the Van Hove
singularities of both the top and the bottom layers. The Van
Hove singularity of the bottom layer occurs at energy ε =
0.8γ0 due to the Dirac point energy εD = −0.2γ0. However,
similar to Fig. 8(b), the Van Hove singularity of the bottom
layer appears at energies ε ≈ 0.88γ0 because of the finite mass
term mb. When an electron at voltage eV = 0.1γ0 absorbs a
photon, it is excited to energies of the Van Hove singularity
of the top layer and then tunnels to the bottom layer. The
opposite process is also possible, corresponding to first the
excitation of an electron at voltages eV = 0.18γ0, and second,
the tunneling to the energy of the Van Hove singularity of the
bottom layer.

VII. CONCLUSION

We studied the transport properties of two graphene lay-
ers vertically coupled with an insulating layer. A voltage is
applied between the top and the bottom layer giving rise
to a tunneling current. In such a contact, we discussed the
differential conductance when the top graphene layer is driven
to a nonequilibrium state by an external light field.

In agreement with previous results, multiple gaps open
in the quasienergy spectrum of graphene depending on the
polarization. We obtained that the gaps corresponding to a
resonant absorption/emission of a single photon between the
conduction and valence bands have different sizes due to the
momentum dependence of the optical matrix element. This
effect becomes in particular important at frequencies ω �
0.5γ0 where the nonlinearity of the band structure of graphene
can not be neglected.

We studied the differential conductance in two kinds of
contacts. First, we considered the differential conductance
between two graphene layers. Second, we studied the modi-

fication of the conductance when a gap opens in the bottom
layer. In both cases, the effects of the light-matter interaction
are manifested in a strong suppression of the conductance
at voltages eV = nω/2 + εD due to the opening of gaps in
the quasienergy spectrum of graphene. In the case of strong
driving, the different gap sizes at energies ε = nω/2 + εD

become apparent in the differential conductance. Additional
peaks in the differential conductance can be related to the
tunneling of photoexcited electrons to the energies of the
Van Hove singularity of the top or bottom layer. For the
case of a finite band gap in the bottom layer, the differential
conductance is solely due to the photoexcited electrons and is
hence a direct signature of the light-matter interaction. Finally,
we remark that although we studied the tunneling between two
graphene layers, our approach can be extended to tunneling
between arbitrary two-dimensional materials.

We conclude with neglected interaction and an outlook
about extension to our approach. The light-matter interac-
tion in graphene has been subject of much research and the
nonequilibrium driving of graphene has been investigated in
various approaches. Most of these approaches focus on the
noninteracting picture in which the Coulomb interaction is
neglected. However, it has been shown that the electron-
electron interaction in two-dimensional materials can be tuned
by engineering the surrounding dielectric environment. The
electron-electron interaction has a significant effect on the
band structure. For instance, Coulomb interaction leads to
an open of a gap in the band structure and the formation of
excitons [60,73].

The continuous applications of a laser pulse or light field
to graphene results in heating and eventually damage of the
sample. Under an intense laser pulse, the electron-phonon
coupling in graphene will excite phonons and relax the elec-
tronic system. The phonon dissipation in the graphene under
light irradiation and the effect on the transport properties can
be studied by coupling the electronic system to a bath of
phonons similar to the approaches in Refs. [41–46].
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APPENDIX A: KELDYSH GREEN’S FUNCTIONS

In this Appendix, we recall the definitions of the Green’s
function and summarize the main steps to calculate the re-
tarded, advanced, and lesser Green’s functions. We refer to
the books of Refs. [66,67] for a detailed introduction.

Using the contour-ordered Green’s function defined in
Eq. (15), we derive the Dyson equation by using the Heisen-
berg equation of motion. We then transform the contour-
ordered Green’s functions to the real time and define the
Green’s function in Keldysh space as

Gλ
kk (t, t ′) =

(
Gλ,11

kk (t, t ′) Gλ,12
kk (t, t ′)

Gλ,21
kk (t, t ′) Gλ,22

kk (t, t ′)

)
. (A1)

In the above expression, the upper indices 1 or 2 refer to
the position of the times t and t ′ on the Keldysh contour. In
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addition to the Green’s function in Eq. (19), we define the
retarded Green’s function Gλ,R

kk (t, t ′) and the advanced Green’s
function Gλ,A

kk (t, t ′).
These Green’s functions and the ones in Eq. (19) are

defined as

Gλ,11
kk′ (t, t ′) = −i

〈
T âλ

k (t )âλ†

k′ (t ′)
〉
, (A2)

Gλ,22
kk′ (t, t ′) = −i

〈
T̃ âλ

k (t )âλ†

k′ (t ′)
〉
, (A3)

Gλ,12
kk′ (t, t ′) = i

〈
âλ†

k′ (t ′)âλ
k (t )

〉
, (A4)

Gλ,21
kk′ (t, t ′) = −i

〈
âλ

k (t )âλ†

k′ (t ′)
〉
, (A5)

Gλ,R
kk′ (t, t ′) = −iθ (t − t ′)

〈{
âλ

k (t ), âλ†

k′ (t ′)
}〉

, (A6)

Gλ,A
kk′ (t, t ′) = iθ (t ′ − t )

〈{
âλ

k (t ), âλ†

k′ (t ′)
}〉

. (A7)

The real-time-ordering and anti-time-ordering operators are
denoted by T and T̃ , respectively. The anticommutator is
denoted by {. . . , . . .}.

The Green’s functions satisfy the following relations which
are useful to derive the retarded and advanced Green’s func-
tions. The Green’s functions are related by

Gλ,R
kk′ (t, t ′) − Gλ,A

kk′ (t, t ′) = Gλ,>

kk′ (t, t ′) − Gλ,<

kk′ (t, t ′), (A8)

Gλ,K
kk′ (t, t ′) = Gλ,11

kk′ (t, t ′) + Gλ,22
kk′ (t, t ′)

= Gλ,<

kk′ (t, t ′) + Gλ,>

kk′ (t, t ′), (A9)

Gλ,R
kk′ (t, t ′) = Gλ,11

kk′ (t, t ′) − Gλ,<

kk′ (t, t ′)

= Gλ,>

kk′ (t, t ′) − Gλ,22
kk′ (t, t ′), (A10)

Gλ,A
kk′ (t, t ′) = Gλ,<

kk′ (t, t ′) − Gλ,22
kk′ (t, t ′)

= Gλ,11
kk′ (t, t ′) − Gλ,>

kk′ (t, t ′), (A11)

Gλ,11
kk′ (t, t ′) = Gλ,R

kk′ (t, t ′) + Gλ,<

kk′ (t, t ′)

= Gλ,A
kk′ (t, t ′) + Gλ,>

kk′ (t, t ′), (A12)

Gλ,22
kk′ (t, t ′) = Gλ,<

kk′ (t, t ′) − Gλ,A
kk′ (t, t ′)

= Gλ,>

kk′ (t, t ′) − Gλ,R
kk′ (t, t ′), (A13)

and

Gλ,<

kk′ (t, t ′) = [
Gλ,K

kk′ (t, t ′) − Gλ,R
kk′ (t, t ′) + Gλ,A

kk′ (t, t ′)
]
/2,

(A14)

Gλ,>

kk′ (t, t ′) = [
Gλ,K

kk′ (t, t ′) + Gλ,R
kk′ (t, t ′) − Gλ,A

kk′ (t, t ′)
]
/2.

(A15)

Further, the Hermitian conjugate of the electron Green’s func-
tions satisfies the relations

Gλ,R
kk′ (t, t ′)

∗ = Gλ,A
k′k (t ′, t ), (A16)

Gλ,<

kk′ (t, t ′)
∗ = −Gλ,<

k′k (t ′, t ), (A17)

Gλ,>

kk′ (t, t ′)
∗ = −Gλ,>

k′k (t ′, t ), (A18)

Gλ,11
kk′ (t, t ′)

∗ = −Gλ,22
k′k (t ′, t ), (A19)

Gλ,22
kk′ (t, t ′)

∗ = −Gλ,11
k′k (t ′, t ). (A20)

APPENDIX B: RECURSIVE SOLUTION OF GREEN’S
FUNCTIONS

As discussed in Sec. III, the retarded, advanced, and lesser
Green’s functions are the basic building blocks to calculate
the dc current in Eq. (27). In this Appendix, we describe the
recursive method to compute the retarded Green’s functions
ĜR

k,nm(ε) in Eq. (23) following Refs. [74,75]. The advanced
Green’s function is related to the retarded Green’s function
by ĜA

k,nm(ε) = ĜR†

k,mn(ε) and the lesser Green’s function is
obtained from Eq. (25).

From the relation of the Green’s functions ĜR
k,nm(ε) =

ĜR,12
k,n−m[ε + (n + m)ω/2], one can show that ĜR

k,nm(ε) =
ĜR

k,n−m0(ε + mω). In the following, it is hence sufficient to
set m = 0 and define the transfer matrices ẑ±

n by (neglecting
the energy and momentum dependence)

ĜR
n0 = ẑ±

n ĜR
n∓10, (B1)

where ẑ+
n and ẑ−

n are defined for n > 1 and n < −1, respec-
tively. Using the recursive equation of the retarded Green’s
function [Eq. (23)]

ĜR
n0 = ĝR

nδn0 − ĝR
nM̂+ĜR

n+10 − ĝR
nM̂−ĜR

n−10, (B2)

it follows that the transfer matrices satisfy the relation

ẑ±
n = −(

ĝR−1

n + M±ẑ±
n+1

)−1
M∓. (B3)

The recursive method then works as follows. Starting
from large n, we set the elements ẑ±

n+1 and ẑ±
−n−1 to zero,

and calculate the remaining transfer matrices ẑ+
n , . . . , ẑ+

1 and
ẑ−
−n, . . . , ẑ−

−1 by Eq. (B3). Setting n = 0 in Eq. (B2) and using
Eq. (B1), the Green’s function ĜR

00 is given by

ĜR
00 = (

ĝR−1

0 + M+ẑ+
1 + M−ẑ−

−1

)−1
. (B4)

To obtain the Green’s functions for arbitrary n, we use the
solution of ĜR

00 and apply Eq. (B1).
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