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Abstract

In a series of previous publications, we suggested an alternative method to the pulse-counting
based multiplicity counting technique for the characterisation of special nuclear materials [1, 2, 3].
The new method uses the continuous signals of fission chambers, and the multiplicity rates, i.e.
the singles, doubles and triples rates are extracted from the auto- and cross-covariances of one
or more fission chambers.

Until recently only the theory of the method was elaborated. The purpose of the work
described in this report was to verify the method and investigate its performance and applicability
through detailed simulations as well as with a dedicated experiment. Numerical simulations of
the method were performed by a code specially developed for this study, and pilot measurements
were performed at the critical assembly KUCA of the Institute for Integrated Radiation and
Nuclear Science, Kyoto University (KURNS). This report gives an account of both the work
performed and the results of the study.
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Chapter 1

Introduction

The most common method for the passive assay of special nuclear materials is the so-called
multiplicity counting technique [4, 5]. It is based on the counting of neutron induced pulses in
single, double and triple coincidence in thermal neutron counters. The rate of detecting single
counts and double and triple coincidences, called the singles, doubles and triples rates, serves
three independently measured quantities, from which three paramaters on an unknown item can
be determined. The basis of the unfolding of the unknown parameters is that one can derive the-
oretical formulae for the multiplicity rates as functions of the unknown parameters of the sample
in closed analytical form. Since these formulae, based on expressions of the factorial moments of
the number of neutrons emitted from the item in one source event (spontaneous fission or (α, n)
reaction) which are converted to multiplicity rates, are in analytical form, they can be inverted
to determine the unknown parameters, primarily the fission rate of the spontaneously fissioning
material (and hence its mass).

Pulse counting techniques are a well-established and effective method, but they also have
some disadvantages. The dominating drawback is the existence of the dead time in the pulse
counting, which leads to the loss of counts. Although there exist methods to remedy this problem
both in the detection chain, as well as methods for correcting in the theory for the effects of the
dead time, even these improvement and correction methods have their limitation, hence the
problem still does exist. For instance dead time corrections become inapplicable for very high
count rates, where the majority of the counts are lost. Such is the case of measurements in a
spent fuel pool.

Another problem, although it is only technical and not methodological, is the recent shortage
of 3He. This in turn leads to a short supply of He-3 detectors, which are the prime instrument
of multiplicity counting with thermal neutrons.

The above circumstances led us a few years ago to seek for an alternative way of performing
multiplicity analysis, which offers a remedy for the above problems. We suggested to use the
continuous signals of ionisation chambers, notably fission chambers, to extract the same statistical
information about the item as the pulse counting method does. To this end it was necessary to
develop a stochastic theory of fission chamber signals for detecting neutrons generated with a
compound Poisson distribution, which is the case of the random number of neutrons emitted from
an item with the emission events following an exponential time distribution. For the starting
point we had already available a stochastic theory of fission chamber signals, due to detection
of neutrons, arising from a pure Poisson distribution [6], used originally for the development of
the theory of higher order Campbelling methods. This theory was first extended for detecting
neutrons simultaneously from a compound Poisson distribution [1], and then to the case when
account was taken to the fact the group of neutrons leaving the item simultaneously, will not be
detected simultaneously, rather each neutron will detected with an individual random time delay.
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In two steps, firs the consequences of this fact were explored [2], then a method was suggested to
unfold the multiplicity rates from the integral of the covariance and bi-covariance of the signals
of two and three detectors, respectively [3].

Although the validity of the formulae was verified by some simple Monte-Carlo simulations,
the performance of the method under real measurement conditions is not obvious, where the
effect of the finite measurement time, the presence of parasitic noise, and the difference in the
detector efficiencies might affect the performance of the method and even its applicability in
practical cases. Hence, and extensive numerical and experimental work was performed to clarigy
these questions. On the one hand, a system of Monte-Carlo codes were written to simulate
a realistic experimental scenario, to simulate time-resolved detector signals. These simulated
signals were then evaluated by the same tools as the measured signals. On the other hand, a
dedicated experiment was designed and performed a the Institute for Integrated Radiation and
Nuclear Science (KURNS), Kyoto University, by using a spontaneously fissioning neutron source
(252Cf) and four fission chambers. Measurements were made with and without surrounding the
source with fissile material. The experiments were performed at a low count rate, such that
the measurements would be evaluated by pulse counting (with software methods) and by the
new method of analysing the continuous detector signals. This way the equivalence of the pulse
counting and the new method could be verified.

Because of some limitations in the experiment, i.e. low detector efficiency, only the singles and
the doubles rates could be determined. These verified the equivalence and hence the feasibility
of the new method to determine the singles and doubles rates. Due to the (intentionally chosen)
low count rate, the advantage of the new method what regards its insensitivity to the dead
time effect, could not be demonstrated experimentally. This was demonstrated by the numerical
simulations. The simulation software, on its turn, was validated by the good agreement it showed
with the measurements at low count rates.

The structure of the rest of the report is as follows. Chapter 2 summarises the principles of
multiplicity counting both with the traditional pulse counting and with the analysis of continuous
signals. Chapter 3 describes the simulations software and its functions. Chapter 4 presents the
numerical analysis performed and discusses the results. Chapter 5 describes the experimental
setup, the measurements made, and a discussion of the results. The report is closed with a
summary and conclusions.
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Chapter 2

Theory of multiplicity counting

The objective of neutron multiplicity counting is the determination of the fissile mass of sponta-
neously fissioning materials, mostly plutonium. Figure 2.1 shows the conceptual scheme of the
measurement. The measured sample is located inside a cavity which is open to air at atmospheric
pressure. The cavity is surrounded by a large number (usually several dozens) of neutron detec-
tors, most often 3He-filled proportional counters, which measure neutrons emitted spontaneously
from the sample. The space between the detectors is filled with polyethylene to thermalize the
fast fission neutrons.
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Figure 2.1: A conceptual view of the experimental setup of a multiplicity counting measurement,
in which a heavy-nuclide sample (S), emitting neutrons spontaneously, is surrounded by a large
number of neutron detectors (D).

The procedure of estimating the sample mass requires the mathematical formulation of the
detector response. Both in the case of the traditional pulse counting as well as in the case of
analysing continuous detector signals, this is based on Böhnel’s concept of superfission [7], a
stochastic model of the neutron emission process in the sample. In the following, the superfission
concept is summarized first briefly using the notations of [8]. Then, the procedure of extracting
the sample mass is described in the pulse counting approach as well as with continuous signal
analysis.

2.1 The emission of neutrons – the superfission concept

Neutrons within the sample are initially generated in two processes spontaneously. The primary
source of neutrons is spontaneous fission. The total intensity of spontaneous fission in the sample
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is Qf ≡ F and the probability mass function of the number of emitted neutrons is psf(n) whose
kth order factorial moments are denoted by νsf,k. In addition, single neutrons are produced
in (α, n) reactions induced by alpha-particles originating from the alpha-decay of plutonium
isotopes with an intensity Qα. In order to quantify the number of these reactions in the sample,
it is customary to introduce the alpha-ratio defined as

α =
Qα

Qf νsf,1
, (2.1)

which is the ratio of the average number of neutrons produced in (α, n) reactions and spontaneous
fission per unit time (unknown in a measurement). From a mathematical point of view, it is
beneficial to combine spontaneous fission and (α, n) reaction into a single source event, which
occurs at a rate

Qs = Qf +Qα = Qf (1 + ανsf,1) (2.2)

and at which neutrons are emitted according to the probability mass function

ps(n) =
Qα
Qs

δ1,n +
Qf

Qs
psf(n). (2.3)

Each neutron emitted in a source event then either causes an induced fission with probability
p, releasing neutrons with a probability mass function pi(n) whose factorial moments of order k
are denoted as νi,k, or they escape the sample with a probability 1− p (neutron capture is neg-
ligible). The same is valid for every neutron born in induced fission as well. This multiplication
effect of the sample is quantified by the net leakage multiplication factor defined as

M =
1− p

1− p νi,1
, (2.4)

which gives the expected number of neutrons that leave the sample as a result of a single emitted
source neutron.

The term “superfission” refers to the fact that the internal multiplication in the item, between
the source emission and the emission of the neutrons from the sample, is assumed to be instan-
taneous. The internal multiplication means that the number distribution P (n) of the neutrons
leaking out from the item will be shifted to higher neutron numbers, as compared to that of
the original source event, hence the neutrons leaving the sample promptly in the time instant
of the source emission can be interpreted as the result of a “superfission” event. Due to the in-
stantaneous development of the fission chains in the item, the superfission events have the same
intensity as the original source emission events Qs (given in Equation (2.2)). The distribution
P (n) can be calculated from simple master equations [7, 5]. For the purposes of multiplicity
counting, one usually uses the first three factorial moments ν1, ν2 and ν3 (often referred to as
the Böhnel moments) of this latter distribution [4]. In order to simplify the upcoming formulas,
let us introduce the following modified form of these moments [8]:

ν̃k = νk(1 + ανsf,1). (2.5)

The first three of the modified Böhnel moments can be written as [8]

ν̃1 = M νsf,1 (1 + α), (2.6a)

ν̃2 = M2

[
νsf,2 +

(
M − 1

νi,1 − 1

)
νsf,1 (1 + α) νi,2

]
, (2.6b)

ν̃3 = M3

[
νsf,3 +

(
M − 1

νi,1 − 1

)
[3 νsf,2 νi,2 + νsf,1 (1 + α) νi,3]

+3

(
M − 1

νi,1 − 1

)2

νsf,1 (1 + α) ν2i,2

]
.

(2.6c)
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2.2 Traditional multiplicity counting

In the traditional form of a multiplicity counting measurement the information on the sample
is extracted from the counting statistics of the neutron detectors (most frequently 3He-gas-filled
detectors) which are operated in the pulse counting mode. Specifically, the detection rates of
the first three k-tuplets (k detected neutrons originating from the same sample emission) are
determined [8]; these are called the singles, doubles and triples rates.

Let us assume that the measurement is performed using N detectors. Let εi denote the
detection efficiency of the ith detector, i.e., the probability, that an emitted neutron is detected
by the ith detector. Then

ε =

N∑
i=1

εi (2.7)

is the efficiency of the entire detection system, i.e., the probability, that an emitted neutron is
detected by one of all the detectors. The singles, doubles and triples rates can then be written
as [8]:

S = F ν̃1 ε (2.8a)

D = F
ν̃2 ε

2

2
fd (2.8b)

T = F
ν̃3 ε

3

6
ft, (2.8c)

Here F is the spontaneous fission intensity defined in Section 2.1, ν̃i are the modified Böhnel
moments defined by (2.6). The quantities fd and ft are called the doubles and triples “gate
factors” and were introduced empirically to the formulae. They account for the loss of counts
caused by the combination of the finite counting window as well as the random migration time
of neutrons in the moderator which makes neutrons from the same sample emission arrive non-
simultaneously to the detectors.

By inserting expressions (2.6) of the Böhnel moments into expressions (2.8) of the detection
rates, a system of non-linear algebraic equations is obtained which can be solved analytically for
the three sample parameters, F , α and M in terms of S, D and T [8]. The sample mass can
then be deduced from the obtained value of F [4].

2.3 Multiplicity counting from continuous signals

In the new form of multiplicity counting, the fluctuating voltage signals of neutron detectors
(primarily fission chambers) are analysed directly in order to obtain information on the sample.
In particular, certain well-chosen moments up to the order of three (or integrals of these moments)
are determined from which the same information on the sample can be obtained as from the
singles, doubles and triples rates.

The derivation of the expressions of the moments is based on a stochastic model of the
continuous signals of neutron detectors introduced in Reference [6]. The model assumes that
every detected neutron generates a voltage pulse with a deterministic (constant) shape f(t)
and with a random amplitude a characterized by a probability density function w(a). The
migration time of the neutrons in the moderator is represented by a random time delay τ ,
having a probability density function u(τ), between their emission and subsequent detection.

Using this model, several moments of the signals have been calculated. In References [1] and [2],
expressionc were derived for the one-point (in time) moments including the mean, variance and
covariance of the signals. It was shown that when the average value of the time delay τ is much
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larger than the typical width of the pulse (which is always the case in thermal detection systems)
every moment, with one exception, vanishes due to the temporal separation of detections induced
by neutrons from the same sample emission. The only non-vanishing moment is the mean value
of the signal, which is invariant to the delay and, considering the signal of the ith detector, takes
the form:

κi = F ν̃1 εi 〈a〉i Ii. (2.9)

Here F and ν̃1 are the same as before; 〈a〉i =
∫∞
0 aw(a) da is the mean pulse amplitude in

detector i, whereas

Ii =

∫ ∞
0
f(t) dt (2.10)

is the integral of the shape of the pulses in detector i. As a consequence of the above, in thermal
systems only the first Böhnel moment ν̃1 (related to the singles rate in traditional multiplicity
counting) can be recovered from the signals using the mean value.

In order to remedy this shortcoming, in Reference [3] the set of calculated moments was
extended to the two- and three-point moments (in time), including the covariance function and
bicovariance function of the signals. It was found that the integrals of these moments do not
vanish even for large values of the random delay time τ of the detection. Two of them, namely
the integrals of the covariance function of two signals as well as the bicovariance function of three
signals, are especially favourable as they are completely independent of the delay. Considering
three distinct detectors i, j and k, they take the form

Covi,j = F
ν̃2
2
εi εj 〈a〉i 〈a〉j Ii Ij (2.11)

and
Covi,j,k = F

ν̃3
6
εi εj εk 〈a〉i 〈a〉j 〈a〉k Ii Ij Ik, (2.12)

respectively. Using these two quantities, the second and third Böhnel moments ν̃2 and ν̃3 can be
recovered from the signals in thermal detection systems as well.

By inserting the Böhnel moments (2.6) into expressions (2.9)–(2.12), it would be possible to
derive an analytical solution for the sample parameters F , α and M in terms of the quantities
κi, Covi,j and Covi,j,k. However, in order to make the two versions of multiplicity counting
readily comparable, it is more appropriate to express the traditional S, D and T rates with the
quantities derived from the moments of the signals. In particular, by first inserting (2.7) into
(2.8) then utilizing (2.9)–(2.12), one can show that the following expressions hold:

S =

N∑
i=1

κi
〈a〉i Ii

, (2.13)

D =
N∑
i=1

κi
〈a〉2i I2i

 1

N − 1

N∑
j=1

j 6=i

Covi,j
κj

.

+ 2
N∑
i=1

N∑
j=i+1

Covi,j
〈a〉i 〈a〉j Ii Ij (2.14)
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and

T =
N∑
i=1

κ2i
〈a〉3i I3i

 1

(N − 1) (N − 2)

N∑
j=1

N∑
k=1

j 6=k 6=i

Covi,j,k
κjκk



+ 3

N∑
i=1

N∑
j=1, j 6=i

κi
〈a〉2i I2i 〈a〉j Ij

 1

N − 2

N∑
k=1
k 6=i 6=j

Covi,j,k
κk


+ 6

N∑
i=1

N∑
j=i+1

N∑
k=j+1

Covi,j,k
〈a〉i 〈a〉j 〈a〉k Ii Ij Ik

.

(2.15)
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Chapter 3

Computational tools for simulating and
analysing continuous signals

An application named multiplicity counting measurement simulator (in the continuation
referred to as MCM simulator) was created that can produce continuous detector signals similar
to those obtained in a real multiplicity counting measurement. To ensure a good performance,
the program has been implemented in the C++ language. This program, described in detail in
Section 3.2, is used for the numerical study presented in Section 4. Another C++ application called
continuous signal analyzer (in the following: CS analyzer was also created for the (off-line)
analysis of the continuous detector signals generated by the MCM simulator. The purpose of the
program is to provide estimates for the mean value as well as for the integrals of the covariance
and bicovariance functions of sampled continuous signals. A description of the algorithms behind
this program is given in Section 3.3. Signals submitted to CS analyzer for analysis are expected
to be in a well defined file format, which is described in Section 3.1. Since both the simulation
tool MCM simulator as well as the A/D converter used in the experiments (see Section 5.3) was
programmed to produce signals in this format, the program CS analyzer was used to analyse
both simulated measurements in Section 4 as well as real ones in Section 5.

3.1 The digital representation of signals

In order to make the voltage signal produced by a neutron detector suitable for digital analysis,
it must be sampled with some time resolution ∆t. From a data representation point of view,
this results in a data sequence y1, y2, . . . , where yi represents the observed voltage at time i ·∆t.
Stored on a computer, such a sequence might take up a large amount of space. For example,
when the amplitude values are represented as 32 bit numbers, then a 60 s long signal sampled
at 10 ns time resolution makes up 22.4 Gb of data. In order to minimize the required storage
capacity, a special recording technique and an associated data format has been designed and will
be described in the following.

The process of recording a signal is illustrated in Figure 3.1. When the observed count rate
is high and consecutive pulses overlap, every recorded sample must be stored individually. On
the other hand, when the count rate is low, pulses might be far from each other, separated by
fluctuating background noise. Since the fluctuating background is well represented by a single
average value (characteristic to the entire signal), these sections can be stored in a compressed
format by recording only their sizes. A simple algorithm has been created to select between
uncompressed and compressed recording modes. The algorithm has four parameters: a threshold
voltage Vthreshold, the head size Nhead, the tail size Ntail and the idle size Nidle. Whenever the
signal goes above Vthreshold and remains there for at least Nidle samples, individual values are
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getting stored starting from Nhead samples before the crossing point. Compression begins after
Ntail consecutive samples were below Vthreshold. The optimal value for Vthreshold is to be slightly
above the background noise; the values of Nhead and Ntail must be chosen based on the shape of
the pulses; for Nidle a value between 1 and 3 is sufficient.
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Nhead Ntail
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observed recorded compressed threshold

Figure 3.1: Illustration of the digitization process of continuous detector signals.

This same algorithm has been implemented by the application, presented in Section 4, that
produces simulated signals as well as by the data acquisition device, described in Section 5.3,
that records measured signals. Both tools store signals in files with the time resolved signal
format. The structure of this file format is shown in Figure 3.2. It begins with a header block
that contains four items: resolution contains the time resolution used to sample the signal; size
contains the number of samples recorded (including samples in compressed sections); baseline
contains an average background value observed between detections; compression token contains
a value which is outside the range of the possible amplitude values and which indicates the
beginning of a compression block. The header block is then followed by an arbitrary number
of blocks, each of which is either a data block or a compression block. The data block
represents an uncompressed signal section and might contain an arbitrary number of signal
amplitude items, each holding a sampled amplitude value. The compression block represents
a compressed signal section and has two items: compression token indicates the start of the
block and section size holds the size of the compressed section. Upon analysis, the amplitude
of the compressed sections is assumed to have the value of baseline.

3.2 The simulation of signals

The simulation of the output of a multiplicity counting measurement is a two step process per-
formed by a pair of programs that together form the tool MCM simulator introduced earlier.
Because the simulation involves large amounts of I/O operations, both programs were imple-
mented in the C++ language to ensure good performance. The complete simulation process is
illustrated in Figure 3.3 and is described in the following.

In the first step, the times of detections are determined by the program detection time
simulator. The user can define a neutron emitting sample and a detector array containing an
arbitrary number of detectors. The emission intensity and the multiplicity distribution of the
sample can be specified. Each detector is associated with its own detection efficiency and time
delay distribution. The distribution of the time delay can either be selected from a predefined set
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signal amplitude

· · ·
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Figure 3.2: The structure of a file with the time resolved signal format.
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Figure 3.3: The two step process of simulating continuous signals.
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(including the gamma, exponential, uniform or constant distributions), or its probability density
function can be provided in a tabulated form. Using these parameters, the program calculates a
sequence of detection times and writes them into a separate file for each detector.

In the second step, the continuous detector signals, sampled with some time resolution,
are determined from the times of detections by the program continuous signal simulator.
Since the program is only able to create one signal at a time, it must be run for each detector
separately in order to produce the complete output of the simulated measurement. Input to
the program is a file, obtained in the first step, containing the sequence of detections in the
particular detector. The user can then specify the time resolution of the output signal, as well
as the shape and amplitude distribution of the pulses generated by the individual detections.
The shape of the pulses can either be selected from a predefined set (including the rectangular,
exponential or double exponential shapes) or can be provided in a tabulated form. In a similar
way, the amplitude distribution can also be selected from a predefined set (exponential, gamma,
log-normal or constant distribution) or it can be given in a tabulated form. At each detection, a
pulse is generated and the cumulative value of all the pulses is calculated for each discrete time
instant. The signal values are then written into a file in the time resolved signal format,
described in Section 3.1.

3.3 The analysis of signals

Consider a set of signals, obtained either from simulation or from a measurement, being avail-
able in the time resolved signal format. The purpose of the application CS analyzer is to
estimate the value and variance of a target quantity q, which can either be the mean value of
one signal or the integrals of the covariance or the bicovariance functions of two or three signals,
depending on the choice made by the user.

The general algorithm of providing an estimate for the value and variance of q is illustrated
in Figure 3.4 and is explained in the following. The signals are divided into segments of equal
size N ; given a time resolution ∆t, the length of these segments in time is T = N · ∆t. For
each segment, a value of the target quantity is calculated independently; let qi denote the value
obtained from segment i. The exact algorithm to calculate qi in the case of the three target
quantities will be specified below. Assuming that there are M segments in total, the unbiased
estimator of the value of the target quantity is the sample mean

µq =
1

M

M∑
i=1

qi. (3.1)

The standard deviation of this estimator is

σq =

√
s2q
M
, (3.2)

where s2q denotes the unbiased estimator of the sample variance, which is given by

s2q =
1

M − 1

M∑
i=1

(qi − µq)2 =
1

M (M − 1)

M M∑
i=1

q2i −
(

M∑
i=1

qi

)2
 . (3.3)

We shall now specify the mathematical form of qi in the case of the above mentioned three
analysis types. Within the ith segment, let yk,1, yk,2, . . . , yk,n denote the samples of the signal of

BME NTI, 10th October 2021 v. 1.0 12/40



Multiplicity Counting with Fission Chambers BME-NTI-972/2021 | CTH-NT-345

· · ·signal 1 y1,1 · · · y1,N · · ·

· · ·signal 2 y2,1 · · · y2,N · · ·

· · ·signal 3 y3,1 · · · y3,N · · ·

segment i-1 segment i segment i+1

qi−1 qi qi+1

Figure 3.4: An illustration of how the signals are divided into segments during analysis.

detector k (k = 1, 2, 3). Let us further define the quantity

Ik(x) = ∆t

N∑
j=1

(yk,j − x), (3.4)

which is a numerical approximation of the integral of the selected segment of signal k after it
has been shifted by a constant value x. Then for the mean value of one signal (say that of 1) we
can write

qi =
I1(0)

T
=

1

N

N∑
j=1

y1,j . (3.5)

For the integral of the covariance function of two signals (say that of 1 and 2) we get:

qi =
I1(µκ,1) I2(µκ,2)

T
=

∆t

N

(
N∑
i=1

y1,i − µκ,1
) (

N∑
i=1

y2,i − µκ,2
)
, (3.6)

where µκ,1 and µκ,2 denote the estimate of the mean value of signals 1 and 2. Similarly, when
estimating the integral of the bicovariance functions of signals 1, 2 and 3, then qi takes the form:

qi =
I1(µκ,1) I2(µκ,2) I3(µκ,3)

T

=
∆t2

N

(
N∑
i=1

y1,i − µκ,1
) (

N∑
i=1

y2,i − µκ,2
)(

N∑
i=1

y3,i − µκ,3
)
.

(3.7)

Formula (3.5) follows directly from the definition of the mean value; formulas (3.6) and (3.7) can
be obtained using the Wiener–Khinchin theorem [9].

Finally, let us discuss how the value of the segment size N should be selected in the analysis.
In the case of estimating the integral of the covariance and bicovariance functions, the length of
the segments (in time) should be longer than the temporal correlations that are present in the
signals. This minimum length can be determined either directly by estimating the covariance
and bicovariance functions, or indirectly by gradually increasing N in the analysis until the
result does not change anymore. In the case of the mean value, although N does not affect the
estimated value, the same choice as in the other two cases should suffice.

3.4 Verification of the simulation tools

To verify the correct behaviour of the simulation and analysis programs described in Sec-
tions 3.2 and 3.3 a measurement with three detectors was simulated and analyzed. The values
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of the signal moments and the detection rates recovered from them were then compared with
the theoretical predictions. The simulation considered a hypothetical sample with an emission
intensity 10 000 s−1 and an emission multiplicity P (n) = 1/5 (for 0 ≤ n ≤ 4). The neutrons
were detected with an exponentially distributed time delay having a mean value of 50 µs. Each
detector had a 30 % detection efficiency and, upon detection, produced a pulse with unit ampli-
tude and an exponential shape f(t) = e−t/α, where α = 1 µs. A 100 000 s long measurement was
simulated and the signals were recorded with a time resolution of ∆t = 0.1 µs. During analysis,
the signals were divided into segments of T = 20 ms.

Table 3.1 lists the estimated moments of the signals along with the reference theoretical
values. One can see that there is an excellent agreement in the case of the mean value and
the integral of the covariance function. Although the deviation is larger in the case of the
integral of the bicovariance function, but the difference between the estimated and reference
values is still between 1σ. This result shows that the program CS analyzer is able to estimate
the correct moments of the signals. The detection rates recovered from the estimated moments
using formulas (2.13)–(2.15) and the reference theoretical values are shown in Table 3.2. The
corresponding values in each case agree within 1σ uncertainty, which proves the correctness of
the detection rate recovering formulas of Section 2.3.

Table 3.1: Estimated values of the mean, the integral of the covariance function and the integral
of the bicovariance function from test signals and their comparison with reference values.

quantity detector value

reference estimated

mean value (V)
A

5.9994 · 10−3
(5.9984± 0.0098) · 10−3

B (5.9993± 0.0098) · 10−3

C (5.9993± 0.0098) · 10−3

integral of the
covariance
function (V2s)

A–B
3.599 · 10−9

(3.582± 0.015) · 10−9

A–C (3.597± 0.015) · 10−9

B–C (3.608± 0.015) · 10−9

integral of the
bicovariance
function (V3s2)

A–B–C 1.62 · 10−15 (1.70± 0.28) · 10−15

Table 3.2: Estimated values of the singles, doubles and triples detection rates from test signals
and their comparison with reference values.

quantity value (s−1)

reference estimated

singles rate 18000 17998.5± 1.7
doubles rate 16200 16183.4± 19.9
triples rate 7290 7652.3± 455.5
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Chapter 4

Numerical Analysis

In References [1, 2, 3] some important characteristics of the newly proposed method of multi-
plicity counting have been revealed and discussed on a theoretical basis. There are, however, a
number of factors that, although have a strong effect on the practical performance of the method,
are difficult to investigate with an analytical approach. Among others, such factors might in-
clude: the duration of the measurement, the efficiency of neutron detection, the characteristics of
the electronic noise superimposed on the detector signals, the characteristics of parasitic signal
components (e.g. gamma pulses) or the characteristics of the neutron emitting sample.

The most efficient procedure to gain information on how these parameters affect the re-
covered values of the detection rates is by performing a computational study using simulated
measurements, since it allows us to change systems parameters in a controllable way. Such an
investigation involving the above mentioned five parameters is the topic of this section. The
detector signals were simulated using the MCM simulator tool described in Section 3.2 and their
moments were estimated with the CS analyzer program presented in Section 3.3. The singles,
doubles and triples detection rates were then calculated using Equations (2.13)–(2.15) and the
effect of the investigated parameters on their values are assessed.

4.1 Parameters of the simulated system

For the sake of simplicity, the neutron emission multiplicity of the simulated sample has been
chosen to be the same as the spontaneous fission multiplicity of the 240Pu. This multiplicity,
which is given in Table 4.1, was used for every simulated measurement. In Section 4.6, the
intensity of the emission events is varied in a wide range; in all other cases the value Q =
10 000 s−1 is used. One must note that the sample described here is only hypothetical, since
the multiplicity of a realistic sample would be a mix of the multiplicities of several even mass
numbered Pu isotopes. Moreover, unlike it is assumed in Section 4.6, it could be affected by
induced fission in the 240Pu and (α, n) reactions in the sample. Nevertheless, this simplification
does not affect the conclusions drawn from the results of the simulations.

Table 4.1: Multiplicity distribution of emitted neutrons (per emission event) of the simulated
sample. The values are taken from Reference [10].

n 0 1 2 3 4 5 6

P (n) 0.066 0.232 0.329 0.251 0.102 0.018 0.002

The parameters of the detection system were chosen to represent a typical thermal multiplicity
counter equipped with 3He gas filled detectors [4, 10]. Although such a counter normally contains
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dozens of neutron detectors, to simplify the simulation process, we have unified them into three
“large” detectors which have identical parameters. As in the verification step in Section 3.4, the
neutrons were assumed to arrive with an exponentially distributed time delay to the detectors.
The mean delay was θdelay = 50 µs, which is typical in thermal systems, and was not varied in
the simulations. The efficiency of the detectors was varied in Section 4.3; in every other case,
the cumulative efficiency of all three detectors was 50 % which gives an approximate efficiency
of ε = 16.66 % per detector.

Unlike in the verification, a realistic neutron induced pulse shape was considered here given
by the function

f(t) =
1

c

(
e−t/θpulse,1 − e−t/θpulse,2

)
for t ≥ 0, (4.1)

where the constant parameter c is chosen in a way that the amplitude of f(t) is unity:

c =

(
θpulse,2

θpulse,1

) θpulse,2

θpulse,1 − θpulse,2 −
(
θpulse,2

θpulse,1

) θpulse,1

θpulse,1 − θpulse,2 . (4.2)

The values chosen for the time constants are θpulse,1 = 1 µs and θpulse,2 = 0.9 µs; this gives a
characteristic pulse length of around 10 µs which is a typical value for thermal neutron detectors
[10] and is close to the length of the pulses recorded in the measurements discussed in Section 5. A
shape corresponding to these parameters is shown in Figure 4.1a and was used in each simulated
measurement.

To model the size variation of consecutive pulses, their amplitude was assumed to follow the
gamma distribution with probability density function

w(a) =
1

Γ(k) θkamplitude
ak−1 ea/θamplitude , (4.3)

where Γ denotes the gamma-function. The value k = 5 was selected for the shape parameter
of the distribution and θamplitude = 20 mV for the scale parameter; this gives a mean amplitude
〈a〉 = k θamplitude = 100 mV which is a realistic value for pre-amplified signals. The probability
density function of the pulse amplitudes is shown in Figure 4.1b and, just as in the case of the
shape, it was used without variation.
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(a) The time evolution of the pulse shape.
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(b) Probability density function of the pulse
amplitude.

Figure 4.1: The characteristics of simulated pulses.

The signals generated with the above parameter values were recorded with a time resolution
of ∆t = 0.05 µs, which was chosen to be large enough to properly resolve individual pulses. To
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assess its effect, an exceptionally long measurement was simulated in Section 4.2. In every other
case, the duration of the simulated measurements was 1000 s which is a typical value in the case
of multiplicity counting measurements [4]. During analysis, the signals were divided into 20 ms
long segments.

4.2 The impact of the measurement time

According to Equation (3.2), the error of the estimated values of the moments of the detector
signals is inversely proportional to the square root of the measurement time. To investigate how
the measurement time affects the precision of the detection rates, a long measurement lasting
30 000 s, which is equivalent to about 8.3 hours, was simulated and analyzed. Figure 4.2 shows
the change of the relative errors of the three detection rates with the measurement time.
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)

singles doubles triples

Figure 4.2: Relative errors of estimates of the singles, doubles and triples rates as a function of
the measurement time.

As one would expect, the singles rate estimation provides the lowest relative error, while the
triples rate estimation provides the largest. In the case of the singles rate, the relative uncertainty
does not go above 1 % even for short measurement times; it reaches 0.1 % in a couple of minutes
and 0.01 % in about 3 hours. The error of the doubles rate estimate reaches 1 % quickly and
approaches 0.1 % after more than 8 hours. Compared with the singles and doubles rates, the
estimate of the triples rate shows a much worse quality. On the time scale of minutes, relative
errors as large as 1000 % can be observed; after 1 hour, the uncertainty approaches 10 % and
does not decrease much by 8 hours. Moreover, unlike in the case of the other two detection
rates, the relative uncertainty of the triples rates does not always decrease monotonically with
the measurement time.

Because a large number of measurements had to be simulated in order to obtain the upcoming
results, the duration of the simulated measurements was chosen to be 1000 s which is equivalent
to around 16 minutes. Since the triples rates cannot reach convergence in such a short time (see
Figure 4.2), in the following results are shown and conclusions are drawn only for the singles and
doubles rates. The convergence issue of the triples rate will be dealt with in a future study.

4.3 The impact of the detection efficiency

Of all the parameters, the efficiency of neutron detection has most likely the largest influence on
the recovery of the detection rates. As seen from Equation (2.8), the singles rate depends linearly
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on the detection efficiency, while the doubles and triples rates are proportional to its second and
third powers. For this reason, one of the primary goals when designing a multiplicity counting
measurement is to achieve as high detection efficiency as possible. 3He gas-filled detectors, which
are used in the majority of cases in these types of measurements, can typically provide a 40 %–
60 % efficiency for thermal neutrons; with thermal fission chambers applied in certain cases, on
the other hand, the detection efficiency can be as low as 1 % [4].

To illustrate its effect, the detection efficiency of the simulated system was varied in the range
of 1 %–80 %. Figure 4.3 shows the values and the relative uncertainties of the estimated singles
and doubles rates as a function of the efficiency. One can see that the estimated values of the
detection rates show a good agreement with the theoretical expectations. The relative uncer-
tainties of both the singles and doubles estimates show a fast decrease as the efficiency increases,
although it is clearly faster for the doubles. These results confirm the preliminary suspicion that
the neutron detection efficiency has a strong effect on the accuracy of the measurement.
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Figure 4.3: The value and uncertainty of the estimated singles and doubles rates obtained from
simulated measurements as a function of the detection efficiency.

4.4 The impact of the electronic noise

The most significant sources of electronic noise in a radiation measurement are located at the
beginning of the detection chain: the detector itself, as well as the pre-amplifier and its input
stage. Since the noise generated in these elements undergoes the same amplification process as
the primary signal, it can seriously degrade the information carried by pulses induced by detected
particles. This is especially true for methods that rely on discrete pulse counting, since the noise
can easily produce false counts in an integral discriminator [11]. On the other hand, higher-order
Campbell techniques – which are also based on the central moments of continuous signals and
hence can be considered as a close relative of the method presented in this paper – are known
to be more resistant to the presence of noise [11].

To investigate whether the newly proposed method possesses such a resistance as well, elec-
tronic noise has been superimposed on the simulated neutron signals. Although it might not
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always be the case in practice 1, for simple analytical or numerical investigations it is often
assumed that electronic noise is white and Gaussian (i.e. its power spectral density is constant
in frequency whereas its amplitude distribution is normal with zero mean). For this reason,
the same assumption was held in the present computational study. While keeping its mean
value zero, the standard deviation of the noise varied in the range 0 mV–50 mV; the upper limit
corresponds to half of the mean amplitude of neutron pulses.

The results are summarized in Figure 4.4. The blue horizontal lines on the two left graphs
show the theoretically expected values of the singles and doubles rates in the case when there is
no noise present. One can see that the recovered detection rates follow these lines closely, and
the relative errors of the rates also seem to be independent of the noise amplitude. These results
suggest that the procedure is rather insensitive to the presence of noise – at least of the white
Gaussian type. In the case of the singles rate, this insensitivity comes from the fact that the
noise – having a zero mean – does not contribute to the mean value of the recorded signal. In
the case of the doubles rate, since the noise observed in two different signals is independent, their
contribution to the covariance function will be zero.
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Figure 4.4: The value and uncertainty of the singles and doubles detection rates obtained from
simulated measurements as a function of the standard deviation of the superimposed Gaussian
white noise.

4.5 The impact of parasitic pulses

Every neutron detector will also be sensitive, to some degree, to particles of other radiation
types as well. 3He-gas filled detectors, for example, are known to have a relatively high detection
efficiency for gamma particles [11, 10]. Although less sensitive to gamma radiation, the α-decay
of heavy isotopes in the fissile deposit of fission chambers might generate a considerable alpha

1A recent study investigating the measured continuous signals of thermal fission chambers showed that the
power spectral density of the noise is pink (inversely proportional to the frequency) and its amplitude distribution
is close to normal [12].
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background [11]. Most of the time, however, pulses induced by such parasitic detections have
much smaller amplitudes than neutron induced pulses; in the case of alpha-induced pulses in
fission chambers, the difference is typically a factor of 10 [11]. This fortunate property makes it
possible to filter out the parasitic component of the detector signals. In pulse counting mode,
small amplitude pulses can easily be differentiated against on an amplitude basis – at least at
low count rates. At the same time, according to the higher-order Campbell theorem, the nth
order central moment of the continuous signal is proportional to the integral of the nth power
of the pulse, which provides these methods with an inherent capability of suppressing minority
signal components [13].

To investigate how the presence of parasitic pulses affects the recovery of the singles and
doubles rates, a secondary particle source is assumed in the simulations besides the neutron
source. For the sake of simplicity, we shall assume that this secondary source is independent
from the primary neutron source and its particles arrive in a homogeneous Poisson process with
intensity Qparasitic. This simple model describes well the α-particle induced signal of a fission
chamber, or the gamma-signal produced by activation and/or fission products in the case of
a 3He detector. No attempt is made in the present study to simulate a correlated secondary
source, such as prompt fission gamma radiation in the fissile sample, as this question will be
addressed by future research activities. We shall further assume that parasitic pulses have the
same shape as neutron pulses and a similar amplitude distribution, but their mean amplitude
is smaller by a factor of 10. Because in practice the strength of the parasitic particle source
depends heavily on the measurement conditions, the corresponding detection rate varied in the
range Qparasitic=0 s−1–15 000 s−1 in the simulations; the upper boundary here is 1.5 times the
intensity of neutron emissions.

Figure 4.5 shows the results. The blue horizontal lines on the two left graphs correspond to
the true, theoretically calculated values of the singles and doubles rates. Two sets of simulated
values are given for the singles rate. The first set, shown in orange, was obtained by completely
disregarding the bias of the parasitic signal and applying Equation (2.13) directly to the mean
values estimated from recorded signal. As one would expect, the singles rate obtained with this
approach increases linearly with the parasitic detection rate and deviates from the true value.
The second set of values, shown in green, which agrees with the theoretical expectations, was
obtained by correcting for the bias of the parasitic pulses: the mean value of the parasitic signal
component was subtracted from the mean value of the combined parasitic–neutron signal before
using Equation (2.13) to obtain the singles rate. To apply this correction in practice, one could
perform a background measurement with no neutron source present and register only the parasitic
signal so that its mean value can be estimated. The doubles rate appears to be insensitive to
the presence of the parasitic background. This is expected in the case of a Poissonian source,
since its contribution to two different signals is statistically independent, hence their covariance
function will be zero. Finally, one might observe that the relative errors of the singles and doubles
estimates also have no dependence on the strength of the parasitic source.

4.6 The impact of the sample emission intensity

The primary factor that limits the applicability of traditional multiplicity counting is the dead
time arising in the integral discriminator due to the overlapping of pulses. Since dead time losses
can only be corrected for only to a certain extent, the method cannot be used to measure samples
with high emission intensities such as spent nuclear fuel. On the other hand in Papers [1, 2, 3] we
stated that one of the most appealing characteristic of the newly proposed version of multiplicity
counting is the lack of dead time caused by pulse overlapping.

In order to illustrate the effect of dead time on the recovered detection rates, the sample emis-
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Figure 4.5: The value and uncertainty of the singles and doubles detection rates obtained from
simulated measurements as a function of the parasitic particle detection intensity.

sion intensity was varied in the range of Qs=1000 s−1–100 000 s−1. To compare the performance
of the two versions of multiplicity counting, the singles and doubles rates have been determined
both from the moments of the continuous signals as well as by pulse counting using a simple
program that processes the recorded signals and counts pulses with a predefined threshold level.
The detection rates obtained with pulse counting include the correction with the gate factors
(see Equation (2.8)), but no dead time correction was applied.

The results are summarized in Figure 4.6. One can see that the singles and doubles rates
obtained from the moments of the continuous signals show an excellent agreement with the
theoretical expectations over the entire range of the emission intensity that was considered.
At low emission rates, when pulses rarely overlap, the agreement is also good with the values
obtained from pulse counting. However, as the emission rate increases, and the overlapping of
pulses becomes more frequent, the detection rates underestimate the true values.
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Figure 4.6: Singles and doubles detection rates obtained from simulated measurements as a
function of the sample emission intensity.

At last it should be emphasized that the above results are only an illustration of a crucial
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difference between the two versions of multiplicity counting and do not reflect their absolute
performances. Specifically, the traditional approach is much more resistant to dead time in real
applications for at least two reasons [4]. First, instead of 3, several dozens of neutron detectors
are used whose signals are processed by 10–60 independent signal processing chains thus greatly
reducing the frequency of pulse overlapping. Second, an integral discriminator responsible for
the selection of pulses is a much more sophisticated tool [11] than the simple computer algorithm
used in the simulations. Nevertheless, at large enough intensities the pulse counting approach
will inevitably produce false results.
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Chapter 5

Experimental demonstration

An experiment has been designed and performed in order to demonstrate the practical use of
the new method of multiplicity counting by measuring a 252Cf sample. The activity was carried
out in a collaboration between the Budapest University of Technology and Economics, Chalmers
University and the Kyoto University Institute for Integrated Radiation and Nuclear Science
(KURNS) and took place at the Kyoto University Critical Assembly (KUCA) facility in Osaka,
Japan. Our aim was to build a measurement set-up in which the detection rate is low enough
not to cause overlapping pulses very often. This allowed us to measure the detection rates not
only from the continuous signals, but – to serve as a reference – also with the pulse counting
procedure.

Although the general purpose of multiplicity counting is to determine the fissile mass of a
sample, no estimation of the mass was given in this measurement for two main reasons. First,
in order to recover the mass from the detection rates, one needs to know the values of a) certain
nuclear physical constants of the fissile isotopes, b) the detection efficiency and c) the gate
fraction factors (at least for detection rates obtained with pulse counting) [4]. While the physical
constants are generally known, the other two parameters are usually determined with a careful
calibration of the multiplicity counter device [4]. In our measurement, we had no option to
perform such a calibration. The second and more important reason is that the mass recovering
procedure requires the knowledge of all three detection rates. However, as we shall see later,
it was not possible to estimate the triples detection rate in our measurement set-up. For this
reason, the primary goal of the measurement was to show that the newly proposed method is
able to provide the same detection rates as traditional multiplicity counting.

5.1 The measurement set-up

KUCA is a multi-core facility consisting of two solid-moderated cores (A and B core) and a light-
water moderated core (C core) [14]. The basis of the A core is a rectangular aluminum grid into
which assemblies can be loaded. Each assembly consists of a rectangular aluminum frame into
which plates of different materials (uranium, polyethylene, graphite, etc.) and thicknesses can
be loaded horizontally (see Figure 5.4) similarly to how pellets are loaded into a fuel rod. This
modular nature of the assemblies makes it possible to construct a large variety of measurement
arrangements. The experimental set-up was assembled on the same grid that hosts core A,
however, it was located outside the graphite reflector surrounding the core. The position of the
set-up next to the core is shown in Figure 5.1.

In the following, the measurement set-up is described in detail. The description is best
supported by images from the MCNP [15] model of the set-up shown in Figure 5.3, but actual
photos of certain elements of the arrangement can also be seen in Figures 5.2 and 5.4. Since
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Figure 5.1: Photo showing the multiplicity counting measurement set-up next to the reactor
core.

the facility was designed by the United States government, the sizes (and most other technical
data) of its components are documented in imperial units [14]. Therefore, in the description that
follows, the original documented values will be presented but approximate values in metric units
will be presented as well.

As seen in Figure 5.3, the set-up consists of a 5 × 5 lattice of assemblies. Each assembly is
loaded with rectangular cuboid plates with a 2 in× 2 in (50.8 mm× 50.8 mm) cross section and
different thicknesses. Three different types of assemblies were built. We shall refer to these as
source assembly, detector assembly and moderator assembly. Figure 5.4 shows actual pictures of
these assemblies while being put together on site. In the following, the vertical structure of the
assemblies and their positioning in the arrangement is described.

The central grid element in the arrangement is the source assembly which hosted three 252Cf
samples. Each sample was enclosed in a cylindrical aluminium casing with an approximate
diameter of 2 mm and an approximate height of 10 mm. The registered activities (including α-
decay and spontaneous fission) of the three samples on September 6, 2019 were 48.9 kBq, 48.9 kBq
and 14.7 kBq, respectively. This gives a total activity of 112.5 kBq and a total neutron emission
rate of 12 930 s−1. The samples were placed inside a 1/8 in (≈3.18 mm) thick polyethylene plate
as shown in Figure 5.2. This plate was then placed in the middle horizontal plane of the source
assembly (which was also the middle plane of the entire set-up).

Two versions of the source assembly were built in order to create two measurement config-
urations. In both versions, the central polyethylene plate (enclosing the californium samples)
was surrounded by additional 1/8 in (≈1.18 mm) thick polyethylene plates from the top and the
bottom. In one of the two versions, however, some of these polyethylene plates were replaced
by 93.2 % enriched uranium-aluminum alloy plates of equivalent thickness. Figures 5.3 and 5.4
show only this second version. A more detailed description of the two configurations and the
motivation behind creating them will be given in Section 5.2.

The central source assembly was surrounded symmetrically by four detectors, each taking the
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Figure 5.2: Three 252Cf sources embedded into a polyethylene plate.

position of a fuel assembly. They are labeled with A–D on Figures 5.3 and 5.4 (and these same
labels will be used to refer to the signals of the corresponding detectors as well). Each assembly
was hosting one thermal fission chamber of the same type. A detailed technical description of
the detectors (along with the entire data acquisition chain) will be given in Section 5.3. The
detectors were positioned vertically in a way that their sensitive region lies symmetrically around
the plane of the californium sources. From the top and the bottom, they were surrounded with
polyethylene blocks of appropriate thicknesses.

All the remaining positions in the grid were occupied by moderator assemblies. The modera-
tor assemblies were entirely filled with 1/8 in (≈3.18 mm) thick polyethylene plates. Two different
densities of polyethylene were used, inicated by green (lower density) and yellow (higher density).
The primary purpose of the polyethylene in the moderator assemblies as well as in the other two
types of assemblies was to thermalize fast fission neutrons, thus increasing the probability of
detection in the fission chambers and the induced fission in the uranium-aluminum plates (when
present).

5.2 Configurations of the set-up

Since multiplication of the source neutrons in the fissile material of the item increases the leakage
multiplications and hence the detection rate, two measurement configurations containing different
amounts of fissile material were created in the hope that a significant difference between the
detection rates obtained in them will be observed. The first configuration contained only the
three samples of 252Cf, located in the source assembly, and no surrunding fissile material; this
configuration will be labeled as Cf in the subsequent sections. In the second configuration 90 %
enriched 235U plates were placed inside the source assembly symmetrically above and below the
californium to simulate a fissile item through the induced fission caused by the primary neutrons
from the californium; it will be labeled as Cf+U.

The number of neutrons produced additionally in induced fission is sensitive to the amount
and location of the uranium in the system: the uranium must be far enough from the californium
so that neutrons thermalize by the time they reach it; on the other hand, if too much polyethylene
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Figure 5.3: The MCNP model of the measurement set-up. The labels have the following meaning:
Cf: 252Cf source, U: U plate, PE: polyethylene (different colours correspond to different densities),
A–D: detectors, white areas: air.
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(a) Source assembly. (b) Detector assembly. (c) Moderator assembly.

Figure 5.4: The three assemblies used in the measurement arrangement while being assembled.
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is replaced by uranium, the neutrons do not get moderated. The final positioning of the uranium-
aluminum plates in configuration Cf+U was determined by a simple numerical optimization using
the MCNP model of the set-up. Models for seven variants of the central assembly were created
that contained different amounts of uranium at different distances from the californium; these
are labeled with B–H in Figure 5.5 (label A shows the variant with no uranium at all, used
in configuration Cf). Simulations were performed to estimate the singles, doubles and triples
detection rates by using each variant of the source assembly. The triples to singles ratio has
been chosen as a measure of the effect of the uranium. Therefore the goal was to identify the
configuration which produces the highest value for this ratio.

A B C D E F G H

Figure 5.5: Variants of the central source assembly used for the optimization of the measurement
arrangement. For the notations, see Fig. 5.3.

The results are listed in Table 5.1, where the labels of the variants that were built in the end
are marked with bold. One can immediately see that there is no significant difference between
the detection rates in configuration Cf (with variant A) and Cf+U (variants B–H). This suggests
that the measurements will not be able to show any difference either. In any case, for realizing
configuration Cf+U, variant G has been selected because it yields the highest triples to singles
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ratio.
Another important thing to notice in Table 5.1 is the rather low value of the triples rates in

both configurations. This is a consequence of the low detection efficiency of the system, which
originates partly from the generally low internal efficiency of fission chambers (compared to other
neutron detectors [11]) and partly from the low geometric efficiency due to the arrangement of
the sample and the detectors. As a result, the triples rates are not expected to be measured with
any good accuracy.

Table 5.1: Simulated values of the detection rates in the configuration shown in Figure 5.4.

configuration detection rate (s−1) triples to singles
ratio (10−3)singles doubles triples

A (Cf) 80.697±0.283 3.984±0.063 0.208±0.014 2.58
B 79.773± 0.281 3.922± 0.062 0.202± 0.014 2.54
C 80.885± 0.283 4.029± 0.063 0.206± 0.014 2.55
D 79.092± 0.280 3.919± 0.062 0.203± 0.014 2.57
E 81.676± 0.284 4.130± 0.064 0.219± 0.015 2.68
F 81.513± 0.284 4.125± 0.064 0.215± 0.015 2.64
G (Cf+U) 81.585±0.284 4.137±0.064 0.220±0.015 2.70
H 81.572± 0.284 4.147± 0.064 0.216± 0.015 2.65

Finally, while the values presented in Table 5.1 refer to the detection rates observed in all four
detectors cumulatively, Table 5.2 shows the singles rates from one detector, the doubles rates
from a pair of detectors as well as the triples rates from three detectors, in the two configurations
Cf and Cf+U. These will be compared with the measured values in Section 5.6.

Table 5.2: Simulated values of the detection rates in configurations Cf and Cf+U.

quantity value (s−1)

Cf Cf+U

singles (per 1 detector) 20.174± 0.141 20.396± 0.142
doubles (per 2 detectors) 0.996± 0.031 1.034± 0.032
triples (per 3 detectors) 0.088± 0.009 0.093± 0.010

5.3 The data acquisition system

Figure 5.6 shows the layout of the detection, signal processing and data acquisition system used
in the measurement. The output signal of every neutron detector is passed through a high-
frequency pre-amplifier. The amplified voltage signal then continued on two paths. On the one
hand, it was sent to a high-resolution A/D converter to produce a sampled (digitized) continuous
signal. On the other hand, it was submitted to a chain containing an amplifier, a discriminator
and a counter in order to create a stream of detection times. Both data sets were recorded into
binary files on the computer and were analyzed later to provide estimates of the detection rates.
In the following each element of the chain is described in more detail.

For the detection of neutrons Westinghouse WL-8073 type dual range fission chambers were
used [16]. The outer casing of the detector is a cylindrical aluminum tube of height 9.75 in
(≈ 248 mm) and diameter 2 in (≈ 51 mm). The filling gas is Argon-Nitrogen mixture at 760 mmHg

BME NTI, 10th October 2021 v. 1.0 28/40



Multiplicity Counting with Fission Chambers BME-NTI-972/2021 | CTH-NT-345

detector preamplifier

amplifier + discrim-
inator + counter

A/D converter

computer

voltage
signal detection time

series

sampled continu-
ous signal

program

Figure 5.6: The layout of the detection and data acquisition chain.

(≈ 101.3 kPa) pressure. The neutron sensitive fissile deposit consists of U3O8 compound enriched
to more than 90 % in 235U. The surface density of the deposit is 2 mg/cm2 whereas its total mass
is 1.68 g. No information is available on the structure (number, shape and size) of the electrodes
and fissile coatings. This type of detector can be operated both as a counter (for low flux levels)
or as an ionization chamber (for high flux levels). The nominal operating voltage is 300 V as a
counter and 300 V–1000 V as an ionization chamber. During the measurements the detectors were
operated at 300 V. At this value the total thermal neutron sensitivity is 0.7 counts/neutron/cm2,
whereas pulses have an average amplitude of 0.2 mV as well as an average rise time of 0.2 µs.

The pre-amplifiers were designed and built at the BME Institute of Nuclear Techniques
specifically for this measurement [17]. They produce a voltage signal ranging between −1 and
1 V and have a small time constant (compared to the charge collection time of the detector),
hence the shapes of the amplified voltage pulses reflect the shapes of the current pulses in the
detector itself.

The pre-amplified signal of the detector was sampled, digitized and recorded by a Red Pitaya
STEMLab 125-14 multifunction instrument [18]. Each such device has two analogue input chan-
nels, hence two instruments were used in the measurements in order to process the signals of all
four detectors simultaneously. The device is equipped with a high-performance analog-to-digital
(A/D) converter, which provides a maximal sampling rate of 125 million samples per second
(corresponding to a 8 ns maximal time resolution) and a fix 14 bit digital resolution. Based on
the results of test measurements the time resolution has been set to 40 ns which resolves an
average 10 µs long pulse (see Figure 5.10) in 250 points. The instrument also comes with an
integrated field-programmable gate array (FPGA) unit which stores the digitized signal values
in the internal RAM.

A user-written FPGA code was was responsible for converting the sampled data into the time
resolved signal format with the compression algorithm described in Section 3.1, which was
then transferred by a C program from the memory of the FPGA to a 32 GB SanDisk Extreme
Pro micro SD card. The parameters of the compression algorithm were determined by observing
short sections of recorded test signals and took the following values (for their meaning, the reader
is referred to Section 3.1): Nidle = 3, Nhead = 40, Ntail = 250; the values of Nthreshold are given in
Table 5.3 for each detector and both measurement configurations. Recall furthermore that the
time resolved signal format maintains a parameter baseline which represents the average
value of the background. These have also been determined from the test measurements and are
listed in Table 5.4. Every voltage value presented hereafter will be given with respect to the
corresponding baseline.

The last item in the amplifier–discriminator–counter chain was a National Instruments myRIO
device which recorded the detection events in a time-stamped format. Although this electronic-
chain already produced appropriate data for analysis, a second set of detection times were also
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Table 5.3: Threshold values applied to discriminate the background fluctuation from the useful
parts of the signals.

detector threshold (mV)

Cf Cf+U

A 65.8 66.2
B 70.4 71.4
C 61.4 65.8
D 70.8 71.0

Table 5.4: Baselines of the detector signals in the two measurement configurations.

detector baseline (mV)

Cf Cf+U

A 36.7 37.0
B 7.4 7.5
C 30.1 30.0
D 10.5 10.5

created by post-processing the recorded continuous signals using a program. The program im-
plemented a simple integral discriminator logic: given a threshold value, it scans through the
continuous signals and determines the times of level crossings. To reduce the number of false
counts generated by the electronic noise, the recorded signals have been smoothed using a moving
average algorithm before submitting them to the program. The estimation of the detection rates
with the pulse counting approach has been performed using both sets of detection times. As we
shall see later, the detection rates obtained from this second set show a better agreement with
values obtained from the analysis of continuous signals.

The relatively low value of the detection rates predicted by the preliminary simulations (see
Table 5.2) suggests that a rather long measurement time (lasting several hours) is required to
achieve good statistics, especially in the case of the doubles rates. For this reason, a 14 hour-long
measurement was performed in both configurations.

5.4 The characteristics of the recorded continuous signals

In order to gain additional information that might help interpret the measurement data, the
characteristics of the pre-amplified detector signals have been investigated. A quick inspection of
the signals revealed that it is mainly comprised of fluctuating background (stored in compressed
form), while the occasionally occurring uncompressed sections mostly contain a single pulse.
Some examples of the recorded pulses are shown in Figure 5.7. The two pulses in the first row
are likely been induced by neutrons, since their amplitudes are relatively large. On the other
hand, the pulses in the second row have smaller amplitudes and different shapes, hence they
might be induced by particles other than neutrons, most likely by α particles from the fissile
deposit.

A discrimination against these small amplitude parasitic pulses was clearly necessary when
the detection times were derived from the recorded continuous signals by the software. But it was
found that they also had to be disregarded to obtain a correct estimate for the average (neutron)
pulse in Section 5.5.2. In order to find an appropriate threshold level for the discrimination,
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Figure 5.7: Examples of recorded pulses. The orange lines represent the threshold values that
were used to discriminate against non-neutron pulses when calculating the average neutron in-
duced pulse.
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the pulse height distributions of the recorded signals was calculated. Figure 5.8 shows them in
the Cf configuration; they are very similar in the Cf+U configuration. One can see that the
majority of pulses have small amplitudes in the range of 70 mV–80 mV, while only few reach a
200 mV height. The smallest observable amplitude is determined by the other type of threshold
value used for recording the signal (see Table 5.3). The threshold values for discrimination were
chosen to fall into the inflection point of the distribution (except for detector D, where there was
none); they are marked by vertical dashed lines in Figure 5.8 and listed in Table 5.5 for all four
detectors in both configurations.

Finally, we note that the signal of detector D seemed to contain much more electronic noise
than the signals of other detectors. Despite the smoothing applied before determining the times
of level crossings, we shall see in Section 5.6 that this noise creates a noticeable amount of false
counts.
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Figure 5.8: The pulse height distribution observed in the signals of detectors A, B, C and D
in the Cf measurement configuration. The dashed lines represent the threshold values used to
discriminate against non-neutron pulses.

5.5 The estimation of calibration factors

In traditional multiplicity counting, the measured doubles and triples rates (see Equation (2.8))
include the doubles and triples gate fraction factors, fd and ft. In the new version of multiplicity
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Table 5.5: Threshold values used to discriminate against non-neutron pulses when calculating
the average neutron induced pulse.

detector threshold (mV)

Cf Cf+U

A 87.5 87.2
B 88.8 93.6
C 79.6 86.9
D 70.8 71.0

counting, the measured moments of the signals (see Equations (2.9)–(2.12)) are proportional to
different powers of 〈a〉 I, the area under a neutron impulse. Therefore, to be able to compare
the results obtained by the two approaches of multiplicity counting, these factors need to be
determined by calibration, then the measured quantities need to be converted to the true values
of the detection rates.

5.5.1 The gate factors

Instead of the known procedures [4], a semi-empirical approach was chosen to estimate the
doubles and triples gate factors. Assuming an exponentially distributed die-away time, they can
be written [4] as fd = f and ft = f2, where f is given by the expression

f = e−τpre/θ (1− e−τgate/θ). (5.1)

Here θ is the scale parameter of the exponential distribution, τgate is the width of the counting
gate, whereas τpre is the so-called predelay, the time between receiving a trigger count and opening
the gate [4]. These last two quantities are parameters of the multiplicity counter and are chosen
freely; we used the values given in Section 5.6. One the other hand, the scale parameter θ is
a property of the experimental set-up which is, however, a-priory unknown. Nevertheless, it is
well known that the die-away time scale parameter appears in the mathematical expression of
the Rossi-alpha distribution, which characterizes the covariance function of the detector counts
[4]. If we instead use its continuous equivalent, the covariance-function of the voltage signals,
and we assume a simple exponentially decaying pulse shape with time parameter θpulse, then,
based on the results presented in Reference [3]), one can show that the cross-covariance function
of two signals takes the form:

Cov(s) = c
(
θ e−|s|/θ − θpulse e−|s|/θpulse

)
, (5.2)

where c is some constant. By fitting a function of the form (5.2) to a measured cross covariance
function of two detector signals, θ can be determined and can be inserted into Equation (5.1) to
give an estimate for f which then can be used to calculate the doubles and triples gate factors
fd and ft. An example of such a fitted covariance function can be seen in Figure 5.9. The values
of θ and f obtained for the detector pairs A–B and C–D in both measurement configurations are
listed in Table 5.6.

5.5.2 The integral of a neutron induced pulse

The theoretical model, summarized in Section 2.3 assumes that every pulse induced by neutrons
has an identical shape (although their amplitudes vary). However, as the examples seen in
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Figure 5.9: Illustration of fitting a function of the form (5.2) to the measured cross covariance
function of two detector signals.

Table 5.6: The values of the die-away time parameter θ and the doubles gate fraction (fd = f)
obtained from the measured cross covariance functions of detector signals.

detector pair θ (µs) f (-)

Cf Cf+U Cf Cf+U

A–B 176.26 108.66 0.945 0.912
C–D 109.87 119.51 0.913 0.920

Figure 5.7 testify, the shape of each pulse is unique. For this reason, to provide an estimate of
the pulse integral 〈a〉 I, a simple procedure has been designed and implemented.

The procedure relies on the earlier observation, that pulses in the recorded signals are mostly
separated i.e. they do not overlap and consists of the following three steps. First, the signals
were smoothed using a simple moving average algorithm. Then a program scanned through each
signal and calculated the point-by-point average of recorded sections (which likely contain a single
pulse). It is crucial, however, that only neutron induced pulses get averaged and pulses induced
by other particles (mostly by α particles in our case) are omitted. To achieve this, a threshold
value has also been provided to the program as an input parameter and only sections in which the
signal reaches the threshold were selected for averaging. Figure 5.10 shows the average neutron
pulses determined for all four detectors in the Cf measurement configuration; the results are very
similar in the configuration Cf+U. As threshold, the values listed in Table 5.5 were used. Finally,
once the average neutron induced pulses have been determined, their integrals could easily be
calculated using a numerical scheme such as the trapezoid rule. The values obtained for each
detector in both measurement configurations are listed in Table 5.7.

5.6 Estimation of the detection rates

To provide estimates of the detection rates based on the traditional pulse counting approach, a
program implementing the logic of a multiplicity shift register (see Reference [4]) was written and
used to analyze the detection time series obtained both from the National Instrument myRIO
device as well as from the recorded signals using the software described earlier in Section 5.3.
The values of the gate width and the predelay parameters (used by the analysis algorithm) were
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Figure 5.10: Average neutron pulses estimated from the signals of detectors A–D in the Cf
measurement configuration.

Table 5.7: Integrals of the average neutron pulses in the two measurement configurations.

detector average pulse integral (mV s)

Cf Cf + U

A 4.47 · 10−3± 1.8 · 10−7 4.49 · 10−3± 1.8 · 10−7

B 4.60 · 10−3± 1.7 · 10−7 4.83 · 10−3± 1.9 · 10−7

C 3.90 · 10−3± 1.5 · 10−7 4.18 · 10−3± 1.7 · 10−7

D 4.12 · 10−3± 1.4 · 10−7 4.18 · 10−3± 1.4 · 10−7

θgate = 10 ms and θpre = 10 µs. The detection rates output by the analysis program were then
corrected with the gate factors (see Section 5.5.1) to be comparable with values obtained from
the continuous signals.

The moments of the continuous detector signals were estimated by the CS analyzer program
described in Section 3.3. During the analysis, the signals were divided into sections of size
N = 200000; with 48 ns time resolution, this corresponds to a length of T = 8 ms in time. From
the moments, the detection rates were calculated using the pulse integral values in Table 5.7
with the recovery formulas presented in Section 2.3.

Finally, we note that results will be presented only for the singles and doubles rates. The
triples rates could not be estimated for two reasons. First, as the preliminary simulations in
Section 5.2 predicted, the detection efficiency was too low to obtain values with acceptable
accuracy. The second reason is rooted in the limitations of the data acquisition hardware.
Concretely, to estimate the bicovariance function of three signals, they need to be synchronized
in time, meaning that corresponding samples were taken from each signal at the same time. This
is granted only when they are recorded by the same A/D converter. However, as mentioned in
Section 5.3, the Red Pitaya instrument has only two input channels, therefore only two pairs of
signals, A–B and C–D, were synchronized. As a consequence, the calculation of the bicovariance
function and the triples rate was not possible at all, but even the covariance function (hence the
doubles rate) could only be determined for the detector pairs A–B and C–D.

5.6.1 Singles rates

The singles detection rate was estimated for all four detectors separately. The results are sum-
marized in Table 5.8. The third and fourth columns contain the reference singles rates obtained
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with pulse counting from the dedicated counter (column NI myRIO) as well as from the recorded
signals using software (column program). In general, the values in these two columns are close
to each other. Significant differences can be observed in the case of detector D in both configu-
rations as well as in the case of detector C in the Cf configuration. The larger values observed in
the NI myRIO column are caused by the noisiness of the signal of detector D that produces false
counts (as noted earlier in Section 5.4). The noise is clearly reduced by smoothing the signals as
shown by the values presented in column program.

The fifth column of Table 5.8, labeled as original, contains the singles rates extracted from the
mean values of the signals. One can see that these are about 20–30% larger than the reference
values. The deviation is clearly a result of the small amplitude α pulses present in the signal
which contribute to the mean value, but which are automatically discriminated against during
pulse counting. The solution (measuring the α signal alone, then subtracting its mean value from
the mean value of the combined alpha–neutron signal) described in Section 4.5 and demonstrated
by simulations cannot be used in this case, since no background measurement is available to us.
An alternative approach is followed instead, which is based on the same idea that was used to
determine the integral of the neutron induced pulses in Section 5.5.2. Namely, a filtered version
of each detector signal is produced by scanning through it and removing sections that contain
small amplitude pulses which never cross a predefined threshold value.

The sixth column of Table 5.8, labeled as filtered, contains singles rates obtained from such
signals created with the threshold values in Table 5.5. Although they are much closer to the
reference values than the original set, they are still systematically higher by 1–10%, which
indicates that not all parasitic signal components were removed. It is nevertheless rational to
expect that when a background measurement is available, the correction can be performed more
successfully.

Finally, we note that there is no significant difference between the rates obtained in the two
configurations, as it was expected based on the simulation results presented in Section 5.2. We
also note that the measured singles rates are 5–15% smaller than the simulated ones.

Table 5.8: Estimated values of the singles rates obtained from pulse counting and from the mean
value of the detector signal.

configuration detector
singles rate (s−1)

discrete pulse counting continuous signal analysis

NI myRIO program original filtered

Cf

A 17.019± 0.018 17.071± 0.018 25.253± 0.704 18.282± 0.704
B 17.029± 0.018 17.837± 0.018 26.714± 0.837 19.720± 0.838
C 19.791± 0.019 19.759± 0.019 31.629± 0.920 21.316± 0.920
D 27.391± 0.022 21.584± 0.020 24.199± 0.777 24.198± 0.777

Cf+U

A 17.370± 0.018 17.475± 0.018 26.483± 0.806 18.753± 0.806
B 17.627± 0.018 16.211± 0.018 25.004± 0.775 18.047± 0.775
C 19.949± 0.019 16.823± 0.018 29.881± 0.964 18.837± 0.964
D 27.440± 0.023 21.793± 0.020 24.154± 0.800 24.152± 0.800

5.6.2 Doubles rates

The doubles detection rate was estimated for the two detector pairs A–B and C–D. The results
are shown in Table 5.9, where the columns have the same meaning as in the case of the singles
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rate. The doubles rates obtained with pulse counting from the NI myRIO device and from
the recorded signals using a program (columns three and four) show a good agreement in the
case of the pair A–B. For the pair C–D, however, the difference is significant and has the same
reason as before: the noise in the signal of detector D causes false counts in the NI myRIO
case, but is reduced by the smoothing in the program case. The doubles rates shown in column
five, which were recovered from the original detector signals, are systematically larger than the
reference values. However, when we again remove the small amplitude pulses from the signals, the
obtained detection rates become identical with the reference values within statistical uncertainty,
as it can be observed in the sixth column.

The explanation of this phenomenon is less obvious than in the case of the singles rate.
Recall that the simulation results of Section4.5 showed that the doubles estimate is insensitive
to the presence of parasitic signal components when they are detection in a Poisson process.
Although one would expect the α-background of the fission chamber to be Poissonian, the dif-
ference observed between the fifth and sixth columns of the Table observed effect of Table 5.9
might indicate that this is not the case or there are other parasitic components in the signal from
other sources as well. A more thorough investigation of this phenomenon will be the topic of a
future research activity.

Table 5.9: Estimated values of the doubles rates.

configuration detector
doubles rate (s−1)

discrete pulse counting continuous signal analysis

NI myRIO program original filtered

Cf A–B 0.319± 0.018 0.291± 0.019 0.432± 0.009 0.305± 0.006
C–D 0.540± 0.027 0.451± 0.023 0.428± 0.009 0.420± 0.008

Cf+U A–B 0.304± 0.020 0.309± 0.019 0.433± 0.009 0.304± 0.007
C–D 0.538± 0.028 0.383± 0.022 0.467± 0.011 0.376± 0.008
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Chapter 6

Conclusions

In Section 4 a computational study was performed in order to assess how different factors affect
the detection rates recovered from the continuous signals. Most statements concern only the
singles and doubles detection rates, since the triples rates could not be obtained with acceptable
accuracy.

From all the parameters that were taken into account, the detection efficiency appears to have
the most significant influence of the precision of the method: with increasing detection efficiency,
the relative error of the estimation decreases rapidly. This suggests that maximizing the detection
efficiency should be a priority in practical applications. The second most important parameter
has been the measurement time. Although the singles estimate reach a low uncertainty rapidly,
the convergence of the doubles rate seemed slow compared to the traditional method, and the
triples rate did not reach an acceptable level of uncertainty even at very long measurement times.
This topic will addressed in future research.

Other parameters investigated have either small or negligible influence on the recovered de-
tection rates. Among these, the only considerable bias is the one introduced by a parasitic signal
component to the singles rate estimate. Nevertheless, this effect can easily be corrected for by a
simple background measurement, as suggested in Section 4.5. No such compensation is required
for the doubles rates as it is not affected by the presence of parasitic pulses. Both the singles and
doubles rates appear to be insensitive to a Gaussian white noise present in the signal. Finally,
it was found that the newly proposed method of multiplicity counting is able to produce correct
values for the singles and doubles rates over a wide range of the sample emission intensity; in
contrast, the traditional pulse counting approach underestimates the true detection rates at large
intensities due to the overlapping of pulses.

Section 5 reported on experimental activities for demonstrating the practical use of the
method. A measurement set-up, containing four fission chambers, a 252Cf source and 235U
plates, has been designed and built at the KUCA facility of the Kyoto University Institute for
Integrated Radiation and Nuclear Science (KURNS). Monte Carlo simulations were performed
to optimize the arrangement of the elements of the set-up. An FPGA based fast data acquisition
system was assembled to record the voltage signals of the detectors with 8 ns time resolution.
The appropriate moments of the signals were estimated and the singles and doubles detection
rates were calculated . The triples rates could not be estimated due to the low detection efficiency
of the measurement set-up. To serve as a reference, the detection rates were estimated with a
traditional pulse counting approach as well. By comparing the results, it has been shown that
the new method is able to recover the singles and doubles rates from the signals.
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