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Abstract
In industry, short ramp-up times, product quality, product customization and high
production rates are among the main drivers of technological progress. This is
especially true for automotive manufacturers whose market is very competitive,
constantly pushing for new solutions. In this industry, many of the processes are
carried out by robots: for example, operations such as stud/spot welding, sealing,
painting and inspection. Besides higher production rates, the improvement of these
processes is important from a sustainability perspective, since an optimized equipment
utilization may be achieved, in terms of resources used, including such things as
robots, energy, and physical prototyping.

The achievements of such goals may, nowadays, be reached also thanks to virtual
methods, which make modeling, simulation and optimization of industrial processes
possible. The work in this thesis may be positioned in this area and focuses on
virtual product and production development for throughput improvement of robotics
processes in the automotive industry. Specifically, the thesis presents methods,
algorithms and tools to avoid collisions and minimize cycle time in multi-robot
stations. It starts with an overview of the problem, providing insights into the
relationship between the volumes shared by the robots’ workspaces and more abstract
modeling spaces. It then describes a computational method for minimizing cycle
time when robot paths are geometrically fixed and only velocity tuning is allowed to
avoid collisions.

Additional requirements are considered for running these solutions in industrial
setups, specifically the time delays introduced when stopping robots to exchange
information with a programmable logic controller (PLC). A post-processing step is
suggested, with algorithms taking into account these practical constraints. When no
communication at all with the PLC is highly desirable, a method of providing such
programs is described to give completely separated robot workspaces. Finally, when
this is not possible (in very cluttered environments and with densely distributed
tasks, for example), robot routes are modified by changing the order of operations to
avoid collisions between robots.

In summary, by requiring fewer iterations between different planning stages,
using automatic tools to optimize the process and by reducing physical prototyping,
the research presented in this thesis (and the corresponding implementation in
software platforms) will improve virtual product and production realization for
robotic applications.

Keywords: production planning, multi-robot routing and coordination, multi-
robot collision avoidance, cycle time optimization.
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Part I

Introductory chapters





Chapter 1

Introduction

1.1 Background and rationale
In the automotive industry, robots are used in a dense and cluttered environment to
conduct multiple operations on the Body-in-White (BiW), see (Segeborn, Segerdahl,
Carlson, et al. 2010) and (Hömberg et al. 2017). These operations (which we call
tasks when planning the process) may cover a variety of applications, ranging from
welding and sealing to painting and inspection; essentially, assembly and quality
assurance processes.

Operations are often defined based on product quality and functional requirements.
For example, the location of welding points must fulfill structural requirements,
whereas the features to be measured during quality control are chosen based on the
key product characteristics. Afterwards, the engineers responsible for the specific
process plan robot programs to accomplish all the tasks defined at the previous stage.
However, this phase requires a lot of time and high-level competence skills.

Indeed, a Body-in-White (BiW) consists of about 300 steel sheet metal parts and
the joining process some 4000 spot-welding points, see (Segeborn, Segerdahl, Carlson,
et al. 2010; Segeborn, Segerdahl, Ekstedt, et al. 2014). The workload is distributed
among several stations and assigned to hundreds of industrial robots, with robot
motions planned to avoid collisions and fulfill cycle time requirements. An example
of an assembly line is shown in Figure 1.1, from the Industrial Path Solutions (IPS)
simulation software.

These impressive figures justify the need for automatic tools that can be used
to support engineers in the various planning phases. Modeling, simulating and
optimizing the fundamental aspects of product and production development in
a virtual environment (such as a software platform) is one way to achieve that.
Moreover, these tools and activities enable a shorter time-to-market for new products
and cost savings through avoiding prototyping and testing. Also energy saving can
be addressed, see (Wigström et al. 2013).

Digital product realization, as referred to the Wingquist Laboratory, is believed
to be the key to efficient and sustainable product and production development, see
(Wingquist Laboratory 2017).

The main advantages are:

3



4 1.1. Background and rationale

Figure 1.1: Assembly line with three stations and ten robots, modeled in IPS.
Courtesy of Volvo Cars Corporation.

� increased product quality,

� decreased commissioning times in production planning,

� increased production rate,

� improved feasibility of the planned operations when first implemented.

Depending on which aspect of the product and production development the tools
focus on, they are usually categorized into e.g. CAD, CAT, CAM, PLM, and others.
Computer-aided design (CAD) software usually aids in the development of a product
design, which ranges from mechanical to electronic engineering. Computer-aided
tolerancing software (CAT) supports the engineers in analyzing and synthesizing
tolerancing issues in complex mechanical assemblies. Computer-aided manufacturing
(CAM) software assists the production engineer to control machine tools but is
sometimes referred also to more general manufacturing activities. On top of these
and other CAx tools, there are often Product life-cycle management (PLM) systems
managing the entire life-cycle of a product, integrating the process and business
levels.

The methods developed in this work are closely related to those which might be
used in some of these computer-aided activities. Indeed, most of the research has been
integrated (in the form of a demonstrator) with the IPS platform. This software suite
offers CAD functionalities in terms of cable design and digital manufacturing solutions
in the area of robotics, similar to computer-aided engineering (CAE) tools. The
specific subject of this thesis is to study and provide models, methods and algorithms
for conflict resolution and cycle time optimization in robotics assembly and inspection
applications, both considered as parts of the production and engineering process.
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The challenges and needs arising in this area were mainly dictated by the organi-
zations supporting this research: namely the Fraunhofer-Chalmers Centre, Chalmers
University of Technology and the Wingquist Laboratory. Since many stakeholders
have been involved, the next section will provide a brief description of how the
research process itself was carried out.

1.2 Research approach
As a research student working in industry, it is important to fulfill the stakeholders’
various expectations and goals. The scientific community and universities are
interested in high-quality research, focusing on such things as scientific contributions
in the form of published articles. On the other hand, there might also be applied
research institutes who are interested in the applications of such contributions.
Moreover, industries may wish to address the optimization of their production
processes and go beyond just improving the functions and overall quality of the
products/services they sell.

To try and achieve that, the author has striven to adopt a research approach
which follows a well-established research methodology, namely the design research
methodology (DRM), combined with the strategy of the center where most of the
activities were carried out, the Wingquist Laboratory.

1.2.1 Design research methodology
According to (Blessing et al. 2009), design research methodology is a systematic
approach consisting of methods and guidelines to support design research. Design
research is the development of understanding and support to make design more
effective and efficient and thus develop more successful products. It should be noted
that this methodology is quite general and dedicated to product design. However, in
this thesis it has been adopted as a sound guideline for conducting research about
methods and algorithms at high and low levels of detail as needed.

According to DRM, research activities and methods should be divided into four
stages, consisting of a criteria formulation and three studies. These stages may be
done sequentially or iteratively for successful results and are described below.

Research clarification: the existing situation is stated by searching the litera-
ture with the desired situation described in the findings/indications supporting
the main assumption/idea. An overall research plan is also described. Researchers
formulate initial criteria that the research is expected to fulfill or as evaluation
measures.

Descriptive study I: identify the factors that make the description in the
previous stage more detailed and that influence the above criteria. Researchers
analyze empirical data and evaluate their understanding of the current situation.

Prescriptive study: develop an impact theory or model as basis for systematic
development of methods, usually aiming for a proof-of-concept.
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Research clarification

Descriptive study I

Prescriptive study

Descriptive study II

Literature
Analysis

Empirical data
Analysis

Assumption
Experience
Synthesis

Empirical data
Analysis

Goals:
� initial reference model

� initial impact model

� preliminary criteria

� overall research plan

Understanding:
� reference model

� success criteria

Support:
� impact model

� support

� support evaluation

� initial evaluation plan

Evaluation:
� evaluation plan

� application evaluation

� success evaluation

� implications

Descriptive study II: identify whether the methods and tools may be used in
the intended situations (application evaluation) and whether/how they fulfill the
success criteria (success evaluation).

Validation and verification

An important aspect within DRM is the evaluation phase. This appears at each
stage, being applied to the support and the application, and consists in determining
whether the success criteria have been fulfilled. The evaluation may consist of
several activities and, among them, particular care is reserved to validation and
verification. Note that these two terms are often used interchangeably so at this point
a clarification is made. Since this work may be classed as method and algorithm
development, the definitions of validation and verification processes are very close to
those used in the field of computer science. According to (Boehm 1979) and as also
stated in (Blessing et al. 2009, Chapter 4):

� validation is ensuring that one has built the correct things and answered the
question, “was the right system built?”;
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� verification is ensuring that one has built the thing correctly, answering the
question, “was the system built right?”.

Validation involves checking that the methods and implemented algorithms meet
the “customer/stakeholder” requirements. For example, the Institute of Electrical
and Electronics Engineers (IEEE) defines validation as the “process of providing
supporting evidence that the software satisfies system requirements allocated to
software and solves the right problem”, see (“IEEE Standard for Software Verification
and Validation” 1998).

Verification, on the other hand, involves checking that the methods and the
algorithms implemented conform to the initial specifications. For example, the same
IEEE defines as the “process providing supporting evidence that the software and its
associated products comply with requirements {. . . }, satisfy standards {. . . }, and
establish a basis for assessing the completion of each life cycle activity”, see (“IEEE
Standard for Software Verification and Validation” 1998).

Methods may also be verified “by acceptance”, for example by being described in
articles accepted in peer-reviewed conferences or journals.

1.2.2 Wingquist Laboratory research strategy
The work for this thesis was conducted at the Wingquist Laboratory (WQL), see
(Wingquist Laboratory 2017), and its VINNOVA excellence center: Wingquist
Laboratory VINN Excellence Centre, see (Wingquist Laboratory VINN Excellence
Centre 2017). The Centre focuses on virtual product realization, with research topics
formulated based on a scientific challenge and an identified industrial need. This
involves synthesizing the intended research focus and normally involves formulation
of research questions, see Section 1.3.1.

In addition to traditional scientific results like academic publications, the research
projects also result in a demonstrator (a suggested functionality or working procedure)
developed by the research team. Figure 1.2 illustrates the different components of a
successful project within the Wingquist Laboratory.

Given these background premises, this author will now narrow the scope of the
research and present this thesis’ detailed areas of investigation and contribution,
from both the scientific and industrial points of view.

1.3 Research scope
One of the main challenges in production planning is satisfying a given production
rate to ensure that business goals are achieved. A key aspect is guaranteeing that a
given cycle time is achieved in the assembly process. As initially stated in Section 1.1,
assigning the tasks to the right robots, sequencing them avoiding collisions, all whilst
minimizing cycle time is quite a challenge when done manually. Thus, automatic or
semi-automatic tools are highly relevant.

This general problem has become very attractive among researchers, due to its
enormous impact on production rates. Nowadays, it is seeing a phase in which a lot
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Figure 1.2: Wingquist Laboratory research strategy.

of progress is being made, see (Pellegrinelli et al. 2017; Cantos Lopes et al. 2017;
Skutella et al. 2011; Rambau et al. 2014; Landry et al. 2013; Xin et al. 2020). One of
the most difficult features to deal with is the interconnection between geometric and
time aspects, which makes the problem hard to solve. Thus, the entire problem is
often decoupled into smaller ones, by trading completeness with speed. This means
that high-quality solutions to major problems to large instances may be obtained
within reasonable time. A typical decoupling strategy, see (Segeborn, Segerdahl,
Carlson, et al. 2010), consists of the following main steps.

Task planning: finding multiple robot configurations able to perform each
individual task of the process.

Load balancing: distributing tasks among the robots in a balanced way to
minimize cycle time.

Tasks sequencing: finding task sequences for each robot, to minimize cycle
time.

Path planning: creating robot motions between pairs of configurations so that
they do not collide with the static environment.

Path coordination: creating robot coordination schemes which prevent moving
robots from colliding with each other and which minimize cycle time.

Program generation: creating robot programs to be executed by robot con-
trollers and interacting with a PLC, to minimize the number of communication
delays.
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Each step has its own challenges, for which reason it has been difficult, during
the years of these doctoral studies, to balance in-depth investigation of specific
aspects with overall approaches, still tackling all the steps at a certain level of detail.
From a scientific point of view, the challenges center on integrating and balancing
combinatorial optimization, computational geometry, robotics and graph-searching
with modeling that considers industrial requirements and expectations. In the spirit
of the Wingquist Laboratory, three main research questions were considered, to find a
good compromise between all the research directions which might have been followed.
These questions are formulated and described in next section.

1.3.1 Research questions

How might the equipment utilization of multi-robot stations be improved?

Research question 1

This question is quite general and there are several ways to approach it. For example,
one might investigate whether it is possible to complete the process by eliminating one
robot, or by avoiding the PLC. Other ways to tackle the problem include minimizing
energy or cycle time and using the relevant equipment to maximize throughput. This
research topic is investigated in all appended papers but especially in Paper B, where
it is tackled directly and in Papers D and E, where planning follows a more general
framework.

However, in many industrial applications, robots are constrained to move along
fixed geometric paths. This is due to restrictions in the processes they carry out,
such as sealing or painting applications. Sometimes, even point-to-point motions
might be very restricted, due to low clearance with the surroundings, thus limiting
the freedom of motion. These observations give rise to the second research question.

How might robots avoid mutual collisions when executing geometrically
predefined robot programs, so as to minimize cycle time?

Research question 2

This problem is limited to robot paths fixed within the configuration space,
the trajectories of which (their paths in time) are not yet defined. The goal is to
introduce waiting times or slow down robot motions (velocity tuning) avoiding mutual
collisions and optimize cycle time. In addition to the above factors, many other
applications encounter similar problems, such automated guided vehicles (AGVs)
on fixed tracks (Olmi, Secchi, and Fantuzzi 2008; Olmi and Secchi 2011) or air
traffic management (ATM), see (Pallottino et al. 2002). Moreover, the assumption
of fixed paths is often used in solving more complex problems that are prohibitive
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from a computational point of view. In these approaches, the problem is decoupled
into simpler sub-problems, which are then solved separately and coupled together
according to a given strategy. Due to its potential impact on the scientific community
and relevance to industrial robot cells, this is the main research question of this
thesis. It is mainly investigated in Paper B, with a complete algorithm and partially
in Papers A and C. In Figure 1.3 a typical stud welding multi-robot station in the
automotive industry, with two robots colliding along their paths.

At any rate, more practical aspects must be considered when implementing
solutions to this problem. One of the most relevant is the time delay introduced
when stopping a robot’s motion to ask a PLC for permission to continue executing
its program. This aspect is considered in the next research question.

Figure 1.3: Collision between two robots along their defined paths.

How might relevant industrial implementation requirements be modeled to
optimize cycle time?

Research question 3

The time delays introduced when implementing an optimal solution in industrial
scenarios are optimized in a post-processing step. This is an attempt to minimize
the number of points along a robot path at which synchronization with other robots
is needed. This aspect is mainly investigated in Papers A and C. A more drastic
approach is to completely eliminate the need for robot synchronization by planning
robot motions that never intersect with each other and independently of their velocity.
This implies that the robots’ swept volumes during their program execution are
disjointed. A solution to such a problem is proposed in Paper D.
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1.3.2 Success criteria
From industrial users perspective, expectations are mainly ones of decreasing com-
missioning time and obtaining high-quality solutions to their problems. This last
aspect is highly relevant from a scientific point of view. Indeed, one might argue
that fast algorithms which solve a given problem also aid the first goal: faster robot
planning synthesis. Based on these observations, four main success criteria have been
formulated and are described below.

High-quality solutions: the methods developed should be able to compute
high-quality solutions for industrially relevant problems, bearing in mind the
complexity of the CAD models and processes involved (no. of tasks, no. of
robots, and so on). By “high-quality” it is meant optimal or close to it (when
this is known), or feasible in case the problem is so complex that straightforward
comparisons are not easy to obtain.

Solving speed: the methods developed should provide solutions fast, for use
in iterative planning and management activities and in iterative algorithms
solving larger problems. By “fast” it is meant in order of minutes/hours for
complex methods involving industrial scenarios, and in order of seconds or within
computing times comparable to existing packages able to solve the same problem.

Decrease commissioning time: the methods developed should provide fast
solutions and should be available in software demonstrators (as proof of concept)
to be used, in a relatively easy way, by process engineers. They should be able
to address industrial scenarios and should not require advanced mathematical
knowledge.

Scientific contribution: the methods developed should be highly relevant sci-
entifically such that they may contribute to the research community and be
shared in international peer-reviewed publications.

1.4 Outline
This introduction, Chapter 1, demonstrated the rationale, background and scope
of the work. Chapter 2 briefly introduces the frame of reference for the thesis: it
gives a short description of the underlying problems and algorithms and identifies
the research/industrial gap leading to the main research questions. In Chapter
3 the contributions of this thesis are summarized: each appended article is briefly
described and put into the context of the general research problem. Chapter 4
highlights the main scientific and industrial results, discussing the connections with
the initial research questions. Chapter 5 concludes this thesis by recapping the
main findings in a general perspective and suggesting possible directions for future
work.





Chapter 2

Frame of reference

This chapter gives a brief overview of models and algorithms used throughout this
work. This serves as a frame of reference to position the thesis in a more general
research context.

2.1 Single agent sequencing
In robotic assembly cells, the order in which operations are carried out may influence
both product quality and production rate. Indeed, sheet metals spot welding
introduces geometric variation and different welding orders may produce different
results throughout the entire assembly (Carlson et al. 2014). Moreover, the total
cycle time is directly influenced by the motion time from one process location to
another and, consequently, by the order in which they are visited. This applies not
only to assembly tasks but also to painting, sealing and inspection processes.

In considering cycle time for a single robot, the problem may often be modeled
as a traveling salesman problem (TSP).

2.1.1 Traveling salesman problem
As is well known, this is one of the most intensively studied problems in combinatorics:
given a set of cities G = {1, 2, . . . , n} and distances cij between cities i and j, the
problem is to find the shortest tour for a salesperson, starting from city 1, visiting
each city in G1 = G \ {1} once and returning to the start city.

The decision version of this problem belongs in the class of NP-complete problems,
see (Garey et al. 1990). An easily implemented algorithm for small (up to about
20) instances is the dynamic programming approach by Held and Karp, (Held et al.
1961), where the equations used for the recursion are:

γ({j}, j) = c1j, (2.1a)
γ(S, j) = min

i∈Sj

{γ(Sj, i) + cij}. (2.1b)

Here, i, j ∈ G1, S ⊆ G1, Sj = S \ {j} and γ(S, j) denotes the accumulated distance,
starting at city 1, visiting all cities in Sj and ending at j ∈ S.

13



14 2.1. Single agent sequencing

(a) Original tour. (b) Tour after a 2-opt move.

Figure 2.1: 2-opt moves are used as local search in TSP solvers.

For larger instances, exact algorithms may be based on minimum spanning tree
(MST) relaxations combined with sub-gradient ascent methods and branch and
bound, see (Held et al. 1971). The most successful methods are based on integer
linear programming (ILP) formulations solved by tailored branch and cut algorithms,
see Concorde (Applegate et al. 2019).

However, one may obtain high-quality solutions for many huge instances, without
proof of optimality, by using heuristic algorithms based on local search acting on
graphs in which cities (or process locations for a robot) are represented by nodes
and edges between nodes represent paths between cities (or robot configurations),
weighted according to their distance (or robot motion times). The most successful
heuristics are based on k-opt moves in which an initial tour is successively modified
by replacing k edges, see (S. Lin et al. 1973; Helsgaun 2006). An example of 2-opt
move is illustrated in Figure 2.1. These solutions are also very useful as starting
tours in exact approaches, for speeding up computations.

There are several variants of the TSP (for an overview see the book (Gutin et al.
2002)), which add some constraints, slightly modifying the definition. For example,
precedence constraints between cities might be introduced, transforming the TSP
into the well known sequential ordering problem (SOP), see (Escudero 1988). This
variant may be used do model robot welding processes, in which some points must be
welded before others to guarantee a certain geometric quality in the final assembly.
These precedence constraints can also be used to model priorities on points in robotic
inspection applications. These points are allowed to be measured only after others
have been, to build a local reference systems on-the-fly, see coordinate measuring
machines (CMM) applications described in (Salman et al. 2016).

One TSP variation that often occurs is the generalized traveling salesman problem
(GTSP), in which cities are clustered into groups with the aim of finding the minimum
cost tour whilst visiting exactly one node from each group, see (Laporte et al. 1987).
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(a) Configuration one. (b) Configuration two. (c) Configuration three.

Figure 2.2: Three different configurations to perform a stud welding task by the
same robot.

2.1.2 Generalized TSP

It turns out that the GTSP model fits robot sequencing problems perfectly. Each task
can be carried out by one robot in many ways. Indeed, several robot configurations
may be found by using the redundancy of typical six degrees of freedom (dofs)
industrial manipulators and the dofs associated to the task to be processed. For
example, in many applications it is important that the robot tool center point (TCP)
matches the position part of a task (defined by a frame), whilst still able to rotate
around a frame’s axis. In Figure 2.2 three different robot configurations are shown,
used to perform one single stud welding task.

The optimal sequence of tasks and the optimal cycle time are given by solving
the corresponding GTSP. As for the original TSP, a dynamic programming approach
may also be adopted for this variant. Indeed, in order to consider several cities within
each group, equations (2.1) may be generalized (see (Carlson et al. 2014)). They are
modified such that G is now the set of groups and the computation of the minimum
is extended to consider each node in a group. The recursions are then computed by
repeating the procedure for each node in the start group.

However, due to memory requirements, only small instances may be solved (up
to about 20). For exact solutions to larger instances, a very powerful algorithm is
the one devised by (Fischetti et al. 1997), in which Lagrangian relaxation is used in
combination with effective cuts in an ILP formulation.

Regarding heuristic algorithms working directly on the GTSP formulation, the
ones that generalize the Lin-Kernighan local search are highly efficient, see (Kara-
petyan et al. 2011).

Moreover, there are a number of exact transformations of GTSP into asymmetric
TSP, see (Noon et al. 1993) for the most-used one. These transformations may be
used either to apply exact TSP algorithms to them, like the ones mentioned in the
previous Section 2.1.1, or to exploit slightly modified efficient TSP heuristics, see
(Helsgaun 2015).

In this thesis, GTSP algorithms are used to solve many sequencing problems, see
Papers D and E, to optimality or by exploiting efficient heuristics, see (Ekstedt et al.
2009), similar to (Karapetyan et al. 2011).

Nevertheless, occasionally there will be a robot that does not match cycle time
requirements. Or it may not be possible to place the robot so that all tasks within
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that robot’s workspace may be reached. These cases require multiple robots. Such
multi-robot stations can be optimized by using multiple TSP (MTSP) models.

2.2 Multiple agents sequencing

In an MTSP, each city should be visited once by one of the salespeople, see (Toth
et al. 2002). A more common name for this problem is vehicle routing problem
(VRP), see (Toth et al. 2002), in which the goal is to find an optimal set of routes for
a fleet of vehicles (robots, in our case) so that they may deliver to a set of customers
(tasks, in our case). Thus, if only one vehicle is present, the problem reduces to a
standard TSP.

Usually, the objective function that has to be minimized is the sum of all distances
traveled (robot motion times). However, to adapt it to our robotic assembly stations
and production rate requirements, the goal needs to be changed to minimizing
the maximum distance driven by each vehicle. Moreover, each robot has various
alternative ways of carrying out a task. This introduces another level of complexity,
giving rise to what is sometimes referred to as generalized VRP (GVRP), see (Ghiani
et al. 2000).

Another necessary generalization is that the distance between tasks actually
depends on which robot is assigned them. This leads to different distance matrices
for each robot. The resulting VRP problem is sometimes referred to as heterogeneous,
see (Baldacci et al. 2008; Riazi et al. 2013). To summarize, if there were to be a
concise way of referring to the entire problem, then the term min-max heterogeneous
GVRP might be used.1

The problem is computationally demanding and has been tackled in this thesis
by decomposing it into several sub-problems. One of the decisions to be made is
assigning a given task/operation to a specific robot. This assignment relies heavily
on the task feasibility of each robot and has major impact on the makespan. This is
because the time to perform a specific process within a given task is often greater
than the robot motion time spent from one task to another. This is another reason
why such a decomposition has been chosen. Indeed, the property may be exploited to
solve the overall problem. For example, this might be done by choosing a branch and
bound (B&B) method working on the assignment variables, or by iterating between
assigning tasks to robots and sequencing them.

Thus, one might formulate a relevant problem by neglecting the motion times
between tasks and considering only the task processing time. In this case, given a set
of NR robots R = {1, . . . , NR}, the goal is to minimize the total cycle time c, which
is the maximum of all robots’ total processing times cr, i.e. minimize maxr∈R{cr}.

We call this problem load balancing.

1Please note, this thesis does not deal with the direct solution to such problems in its complete
version. However, the problem is introduced to better understand the core rationale for the
algorithms proposed in the appended papers.
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2.2.1 Load balancing
Given a set of NT tasks T = {1, . . . , NT}, a mathematical formulation for this
problem may be created using a mixed integer linear programming (MILP) model as
follows:

minimize c (2.2a)
s.t.

∑
i∈T

cr
ix

r
i ≤ c, r ∈ R (2.2b)∑

r∈R
xr

i = 1, i ∈ T (2.2c)

xr
i ∈ {0, 1}, i ∈ T , r ∈ R. (2.2d)

Here, cr
i is the time it takes for robot r to perform task i, c is the total cycle time

(or makespan) and the decision variables xr
i take the value 1 if robot r performs task

i, 0 otherwise. It is a well known problem and appears with the name unrelated
parallel machine problem (UPMP) in the operations research literature and R||Cmax
in the scheduling community, see (Åblad, Strömberg, et al. 2021).

Problem (2.2) is particularly hard to solve due to the min-max objective function.
One way to understand the reasons behind it is to compare the Lagrangian relaxation
of constraints (2.2b) vs. the relaxation of constraints (2.2c). In the first case,
one obtains a directly solvable problem: for each task i ∈ T , let xr

i = 1, where
r ∈ arg minr∈R λ

rcr
i and λr is the multiplier relative to the makespan constraint

for robot r. In the second case (when keeping the makespan constraints (2.2b)), a
problem is obtained that, for a fixed value of c, may be decomposed into NR binary
knapsack problems. The binary knapsack problem is NP-hard, even if, in practice,
its solution may be efficiently obtained by dynamic programming or B&B algorithms.
For the exact solutions of this problem, see (Åblad, Strömberg, et al. 2021).

This problem is not the main focus of this thesis but plays an important role in
Papers D and E.

2.2.2 Conflicts between agents’ paths
These models do not capture the fact that there might be conflicts (usually geometric
collisions) between robots moving from one task to another. This additional property
needs to be modeled and drastically complicates the problem.

When there are collisions, the problem may be tackled from a completely different
perspective, regarding it as a multidimensional path-planning problem in which
the dofs for each robot are added together; see (Isto et al. 2006) for PRM in high-
dimensional spaces. However, in the applications studied in this thesis, robots often
have a low clearance to the environment and there is a high risk that current direct
algorithms are unable to find good enough solutions in a reasonable time, see (LaValle
2006, Ch. 7).

Therefore, decoupled approaches are often used. Three of the most suitable
methods for avoiding the robots being in the same area at the same time are:
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(a) Graph representation of an MGTSP. (b) Graph representation of an MGTSP with
some conflicting edges.

Figure 2.3: MGTSP without and with conflicts.

re-routing by re-ordering the tasks, while keeping the geometric path from task
i to task j unmodified;

path re-planning consists in changing the routes of the robots by modifying
the geometric path from task i to task j;

path coordination by introducing waiting times along the routes, to avoid that
the robots occupy the same space at the same time, while keeping the geometric
path from task i to task j unmodified.

When the first method is used and if extra simplifications are made, then the problem
may be approximated as a matter of single-agent sequencing. Indeed, in Paper E
the problem is transformed into an artificial GTSP, the solution to which provides a
sub-optimal cycle time for a collision-free multi-robot system.

The second method is subject to several variations, see (LaValle 2006, Ch. 7).
For example, a prioritized strategy may be used, where each robot is given a priority,
with lower priority robot paths planned which treat the previously planned paths
as obstacles. Another interesting method is that proposed in (Saha et al. 2006),
which combines the previous two methods. It plans in a combined space consisting
of the robot configuration space with an additional dof, tuning the velocity of the
previously planned paths.

The third approach is the major topic of this thesis and may be incorporated
in iterative algorithms. Essentially, it exploits the time aspect to make colliding
robot paths into collision-free ones, see also (LaValle 2006). In this context, the
problem of introducing waiting time into predefined paths (or tuning the velocity)
to avoid collisions will be referred to as path coordination problem (PCP). The
method adopted in this thesis is sometimes referred to as fixed-path coordination, to
distinguish it from more powerful methods (such as roadmap coordination, which
requires multiple paths to act upon).

2.3 Path coordination
In the PCP, the analysis is restricted solely to those dofs available to avoid collisions;
specifically, tuning the velocity of the paths. Each robot is constrained to follow a
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(a) Simple case for 2 AGVs.
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(b) Robot programs.
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(c) Coordination diagram.

Figure 2.4: Case with two robots and four overlapping square collision zones.

path, modeled by a continuous mapping τττ(s) : S → Cfree, where S = [0, T ] and T
corresponds to the path execution time (when the path is executed at its maximum
speed) and Cfree is robot’s configuration space being collision-free with the static
environment E, usually a six-dimensional space for typical industrial manipulators.
This means that A(τττ(s)) ∩ E = ∅,∀s ∈ S, where A defines the volume occupied by
the robot at configuration τττ(s).

The Path Coordination Space (PCS) for NR robots is defined as S = S1 ×
S2 × . . . × SNR (the superscript is relative to the robot index). In this space, the
collision-free region is defined as Sfree := {sss = (s1, s2, . . . , sNR) ∈ S | Ai(τττ i(si)) ∩
Aj(τττ j(sj)) = ∅,∀i 6= j} and the obstacle region Sobs := S \ Sfree. If a minimum
distance δ between robots is required, then Sfree(δ) := {sss = (s1, s2, . . . , sNR) ∈
S | dist(Ai(τττ i(si)), Aj(τττ j(sj))) ≥ δ,∀i 6= j}, where dist(Ai, Aj) is the Euclidean
distance between robots i and j. The PCP consists of finding a monotone continuous
path Φ(t) : [0, 1] → Sfree, from Φ(0) = (0, 0, . . . , 0) to Φ(1) = (T 1, T 2, . . . , TNR).
The monotonic property models the constraint that, during the robot programs,
instructions are not executed backwards.

The coordination diagram (CD), introduced in (O’Donnell et al. 1989), is used to
model the PCS when the problem involves only two robots. Each axis in the CD is
usually discretized, based on the possibility of a robot r stopping at those discrete
points V r = 1, . . . , N r along its path, usually named via-points. These model the
property that motion instructions cannot be interrupted whilst being executed. A
practical way to control the velocity and scheduling is to introduce synchronization
instructions before and/or after motion instructions.

A collision zone in a CD for robots i and j is defined as a rectangular area
z = (wi, ei) × (ej, wj) ⊂ Si × Sj within which a collision occurs, defined by the
“west/east” corners W (wi, wj) and E(ei, ej). An example appears in Figure 2.4,
with two circular shaped robots shown moving along their paths, from P0 to P9
respectively and from Q0 to Q9, according to their programs in Figure 2.4b. The
CD showing where collisions occur (red areas) appears in Figure 2.4c.

A CD in several dimensions is called Generalized Coordination Diagram (GCD).
The fact that only two robots are sufficient to define collisions gives a “cylindrical”
structure (parallelepipeds if the path are discretized) to the GCD, see (LaValle and
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(a) GCD visualization for three robot paths.
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(b) Collision zones in the pairwise CDs.

Figure 2.5: Rectangular parallelepiped showing the “cylindrical” structure of
collision area in the Generalized Coordination Diagram.

Hutchinson 1998) and (LaValle 2006, Ch. 7). This may be seen in Figure 2.5a,
where three paths for robots R = {1, 2, 3} collide in the collision zones shown in
Figure 2.5b.

2.3.1 Practical issues
In practice, optimal coordination is implemented by introducing safeguards in the
robot programs. Indeed, relying solely upon velocity tuning the paths does not
account for uncertainties in the timing of robot motions and may lead to collisions.
Essentially, these instructions allow one robot to wait until another has passed a
predefined location. In theory, this exchange of information might only take place
between robots. However, in industrial practice each robot asks a PLC for permission
to continue its program and, likewise, communicates to the PLC that it has reached
a certain location, or program instruction. Thus, time delays are introduced:

� delays due to the time needed for a robot to stop (and await a response from a
PLC);

� delays due to the communication time with the PLC.

This aspect introduces relevant cycle time increases and is considered in Papers A,
C and D.

The next chapter provides a brief introduction to path planning, focusing on
those uses which are related to this thesis.

2.4 Path planning and collision-free verification

2.4.1 Path planning
In its pure form, the path planning problem may be defined as finding a continuous
path for an agent (robot, rigid body and so on), from a starting configuration



Chapter 2. Frame of reference 21

(a) Smooth path from start to goal in configura-
tion space with obstacles.
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(b) Two dimensional visibility graph for path
coordination of two robots.

Figure 2.6: Collision-free path in configuration space and visibility graph for the
path coordination space.

to a target one, whilst avoiding collisions with the environment, see Figure 2.6a.
Although the agent workspace is the 3D world (usually called the task/operational
space to differentiate it clearly from the configuration space, see below), planning
of collision-free motions usually takes place in the configuration space, which may
be informally defined as the set of transformations that a robot with n dofs may
assume. For a typical industrial robot, consisting of a serial kinematic chain of six
revolute joints with a limited interval of motion, the configuration space C is the
product of all single-joint spaces and may be represented by C = R6.

Even for a polyhedral agent, the problem belongs to PSPACE, as shown by
(Canny 1988). Thus, in practice, approximations are used, with heuristic algorithms
trading off completeness for practical efficiency. One of the most-used and successful
techniques is based on sampling the configuration space and searching for a path that
connects the samples in a collision-free manner, see (LaValle 2006; Karaman et al.
2011) for an overview. The main algorithms adopted in this class are the probabilistic
roadmap method (PRM), see (Kavraki et al. 1996) and the rapidly-exploring random
trees (RRT), see (LaValle and Kuffner 2000). These two approaches differ in the way
sampling is done and how they construct a graph.

Once a graph is built, it becomes possible to search for optimal paths, according
to a given measure, by using classical search algorithms. The most influential one
in the field of motion planning is definitely the A*, see (Nilsson 1980). This is an
evolution of the Dijkstra algorithm, where an estimate of the goal configuration cost
is added to guide the search towards a promising area of the configuration space.
For example, in this thesis, A* is used to search the visibility graph that is built to
model the path coordination problem for two robots, as described in Paper B; see
Figure 2.6b.

In general, path planning is a component of most of the methods proposed in
this thesis, however it has not been a subject for scientific contributions. It is used
as a tool to find motions between process configurations in the presence of obstacles
and to estimate robot motion times.
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To plan collision-free motions, the environment needs to be mapped onto the
agent configuration space as forbidden areas. This mapping may be done by placing
the agent in several configurations and checking whether or not a collision occurs.
The problem of collision detection in 3D is a wide research area in computational
geometry, see (M. C. Lin et al. 1996). Thus, a brief overview is provided here,
focusing on aspects closer to the subject of the thesis.

2.4.2 Collision checking multi-robot paths
Objects in virtual environments are often represented by primitives like triangles,
polygons, NURBS and so on. Objects may contain millions of triangles, thus making
it impractical to check pairwise primitives for collisions. Moreover, besides collision
detection, it is very important to compute exact and approximate distances. A
powerful approach to these computations uses hierarchical bounding volumes (HBV)
to model objects, with various techniques having been devised to traverse these
hierarchies.

A bounding volume (BV) is used to contain sets of geometric primitives. A tree
of BVs is used to model to the desired level of accuracy. Children of a BV contain
partitions of the parent BV and the leaf nodes of the tree contain one primitive; a
triangle, for example.

The collision query starts by comparing the BV roots for each object. If these
overlap, then the query is applied recursively to their children. Otherwise, if no
overlap is present, then the algorithm returns stating that there is no collision. If
a leaf node is involved, then a collision test is conducted on it directly. Exact and
approximate distance computations proceed in similar fashion.

A special case of collision detection, peculiar to the subject of this thesis, is when
two moving agents are tested against each other on fixed geometric paths but with
uncertainty in their velocities or subject to unpredictable stops. This is typical for
the robot motions generated by a robot controller executing program instructions,
see (O’Donnell et al. 1989; Åblad, Spensieri, et al. 2021). Indeed, the geometric path
when executing a motion instruction may be considered fixed. However, the robot
might not have the nominal speed and, more importantly, is not controllable during
the command execution by a mechanism/device external to the robot controller
itself. Therefore, a more conservative approach must be considered to ensure that
the parallel execution of the motions is collision-free. All possible configurations that
two robots may assume between the start and end of a motion instruction must be
considered. This may be done in several ways and this thesis has adopted a class of
strategies to accomplish it, reliant on:

� distance computations between two robots at given configurations, plus

� sensitivity bounds on the distance they can move relative to the path parame-
terization, which might be deemed a velocity.

In Figure 2.7, it is possible to see the distance lower bound between two robots on
their predefined paths or, in other words, the distance that any point on a robot can
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Figure 2.7: Distance lower bound and collision-free area between two robots on
pre-defined paths.

move without colliding. This may be generated from a single distance computation
δ at given robot configurations corresponding to the path parameterization (s1

0, s
2
0)

and from the path sensitivity bounds σ1, σ2. The collision-free area in the CD is
then given by (s1, s2) satisfying σ1|s1 − s1

0|+ σ2|s2 − s2
0| < δ, see Figure 2.7b. For an

overview and efficient ways of doing this, see (Åblad, Spensieri, et al. 2021).
Although powerful techniques may decrease computing times, the most expensive

part is still collision testing. To cope with that, a very powerful practical approach is
to delay collision test until it is really needed, see (Bohlin and Kavraki 2000; Bohlin
2001).

2.5 Lazy approach
The lazy strategy is a way of finding optimal solutions within reasonable time in
those situations when, given all necessary information, checking whether a solution is
admissible in its domain is computationally more expensive than finding the solution
itself and sees the problem in an “optimistic” way.

The basic theory behind the lazy strategy lies in a general relaxation theorem.
Consider an optimization problem and its relaxation in the forms below:

minimize f(x)
s.t. x ∈ D,

(2.3)
minimize fR(x)
s.t. x ∈ DR,

(2.4)

where fR(x) ≤ f(x),∀x ∈ D and D ⊆ DR, the following two properties hold,
see (Patriksson et al. 2013):

1. if problem (2.4) is infeasible, then so is problem (2.3);

2. if (2.4) has an optimal solution x∗R such that x∗R ∈ D and fR(x∗R) = f(x∗R),
then x∗R is an optimal solution for (2.3).

The overall algorithm works iteratively. At each iteration, the relaxed optimization
problem is solved. If there is no solution, then the instance is labeled as unsolvable,
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otherwise distance queries are executed to validate that the obtained solution is
collision-free. If no collision is detected, the algorithm returns an optimal solution;
otherwise, the model is augmented with the newly detected collisions and a new
iteration is carried out. The flowchart for the lazy coordination is illustrated in
Figure 2.8. At each iteration, the problem may become more complex due to the
introduction of variables and constraints that model the additional collision zones
detected.

Initialize collision zones = ∅
Define initial fR and DR

Optimize cycle time
Find x∗

R

feasible?

Test solution for collisions
Check whether x∗

R ∈ D and fR(x∗
R) = f(x∗

R)

collision-free?

Update collision zones
Refine fR and DR

yes

yes
use property 2

no no
use property 1

Figure 2.8: Flowchart for lazy optimization of cycle time in the path coordination
problem.

The strategy used in the “Test solution for collisions” block is dependent on
the problem characteristics. To minimize computing time, it aims to find a good
trade-off between:

� being optimistic by searching small parts of the state space vs.

� gathering enough relevant information.

This approach appears in many of the algorithms included in this thesis. In one
case, for example, the optimization step is the cycle time minimization for robot
coordination. In another, it is the minimization of synchronization points. It is also
used to optimize the sequence of tasks for a single robot (see Section 2.1.2), with
unknown paths. The robot motion times are then relaxed based on their lower bound
(defining fR(x)) and with no collisions assumed (defining DR). Robot path planning
and distance queries are then carried out, refining fR and DR.



Chapter 3

Contributions

This chapter describes the methods and algorithms designed and developed during
the author’s research activities and are organized according to the published scientific
papers. However, these are not presented in chronological order. Rather they follow
a logical thread which may aid reading and understanding of the rationale behind
each method.
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3.1 Summary of Paper A
Collision-free coordination and visualization tools for robust cycle time
optimization

This article introduces the path coordination problem, highlighting current
practice in industry and mainly addressing Research questions 2 and 3. The focus is
not on completely new methods and algorithms but rather on presenting heuristics
and strategies to support engineers in generating safe robot programs. Moreover, it
compares two approaches to synthesize coordination schemas with respect to cycle
time robustness.

The primary motivation was to investigate and provide some insights into the
connection between intersection volumes in the 3D operational workspace (see
Figure 3.1) and intersection zones in the generalized coordination diagram.

3.1.1 Contributions
The main contributions of this paper are:

� a comparison of how non-nominal robot motion times influence cycle time,
in a permissive approach and in strict order of zones allocation;

� software tools to visualize intersection volumes and zones in the coordina-
tion diagrams;

� heuristics to minimize delays due to the implementation of synchronization
mechanisms;

� the use of robots’ sensitivity analysis to guarantee that two-robot motions
are collision-free.

(a) Volumes swept by four industrial robots as
they move.

(b) Multiple intersections for the swept volumes
on the left.

Figure 3.1: Intersection volumes in the 3D work/operational space1.

1from “An Iterative Approach for Collision Free Routing and Scheduling in Multirobot Stations”,
D. Spensieri, E. Åblad, J. Kressin, J. S. Carlson, A. Andersson, ASME Journal of Computing
Science in Engineering, Vol. 21, No. 4, August 2021.
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The paper describes a common way to produce interlocking policies in industry
to avoid collisions between robots. It shows how guards are introduced to avoid these
volumes and how deadlock can be detected. Moreover, it considers practical aspects
such as: 1) the delays introduced when implementing such interlocking policies and
2) maintenance issues.

The current strategy adopted in industry is a “permissive” first-in-first-out (FIFO).
Essentially, the idea is that a robot should not have to wait for another one if a
shared volume is “free”, thus allocating it. The rationale for this behavior is that
robots should not wait in case non-nominal robot motion times change the order that
they enter the shared zones. An advantage of this strategy is that it is somewhat
adaptive, relative to the non-nominal timing during the actual execution of the
programs. The drawback is that a FIFO strategy for allocating a shared volume may
lead to very high cycle times.

On the other hand, a “fixed” strategy (one that keeps the robot on the optimal
schedule found by considering nominal robot motion times) will always let the robot
allocate the shared zones in the same order. The drawback is that it is not reactive
to non-nominal timing during the actual execution of the programs.

Naturally, a better strategy would be to include adaptive logic in the PLC, so
that the best allocation order is implemented depending on the current state of
the entire station. However, this strategy might place large memory requirements
on the PLC and deadlock states must be identified. Furthermore, depending on
the implementation, it might be necessary to update the PLC code any time robot
programs are modified. This is not the case with the first two strategies (in which
PLC code remains unchanged and coordination schemas are integrated in the robot
programs) and therefore is not currently adopted in industry.

(a) Distribution of relative
robot positions (cyan) in the
FIFO approach.

(b) Distribution of relative
robot positions (green) in the
“fixed” approach.
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Figure 3.2: Distribution of relative robot positions and of cycle time in response
to motion time variation2.

2from “An Iterative Approach for Collision Free Routing and Scheduling in Multirobot Stations”,
D. Spensieri, E. Åblad, J. Kressin, J. S. Carlson, A. Andersson, ASME Journal of Computing
Science in Engineering, Vol. 21, No. 4, August 2021.
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3.1.2 Results and discussion
The algorithms were included in a demonstrator version of the IPS simulation
software. They were used to visualize the generalized coordination diagram and the
intersection volumes for inspecting multi-robot stations in the automotive industry.
The main idea was to support the engineers in achieving customized analysis and
generating robot programs.

The same inspection instances were also used to carry out a study comparing a
permissive FIFO approach to a “fixed” scheduling one. The experiments were run by
introducing variation in robot motion times and show that the permissive approach
might introduce a “combinatorial” effect, leading to very high cycle times. This
drawback is avoided by using a fixed scheduling strategy, where the input variation
shows a bounded effect on cycle time, equivalent to the single robot motion time
variation. In some cases, however, they might work equally well, as the case of
Figure 3.2.

But how can robot coordination, with its goal of optimizing cycle time, be done
efficiently from a computational point of view? This question prompted the research
work which led to the next article.
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3.2 Summary of Paper B
Coordination of robot paths for cycle time minimization

Optimizing cycle time in a multi-robot station is a difficult task, due to the many
variables and dofs involved. Some of the methods for finding feasible solutions rely
on iterative algorithms, in which a main step is fixing the robot paths and tuning
their velocities to avoid conflicts, i.e. the PCP, see Section 2.3. An efficient solver
addressing this problem is proposed in the paper, which mainly investigated Research
questions 1 and 2.

3.2.1 Contributions
The main contributions of this paper are:

� a model for the path coordination problem in a graph based way similar
to job shop scheduling problem;

� a branch and bound algorithm solving the path coordination problem,
exploiting the cylindrical structure of the problem.

A useful model used for job shop scheduling problem is the disjunctive graph, see
(Jain et al. 1999). Here, each node models an operation belonging to a job; a set
of conjunctive arcs, weighted with time, for example, connects consecutive adjacent
nodes; a set of disjunctive arcs models the fact that one operation (head of the arc)
may be done only after another one (tail of the arc). The minimum makespan can
be found by searching for the longest path in the graph.

In the PCP, each node is a via-point in a robot path and the arc weights are
motion times. A disjunctive arc is used to model the fact that a robot may enter a
shared area only after another one has left the same area.
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Figure 3.3: Different views of a two-robot coordination problem3.

3from “Coordination of robot paths for cycle time optimization”, D. Spensieri, R. Bohlin,
J. S. Carlson, IEEE International Conference on Automation Science and Engineering, Madison,
USA, 2013.
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In Figure 3.3 two different ways of modeling the problem are illustrated: Fig-
ure 3.3a shows a directed acyclic graph (DAG) view, whereas Figure 3.3b shows the
corresponding visibility graph in the coordination diagram.

The problem may also be modeled using a mixed integer linear programing
(MILP) formulation, see equations (3.1), with a boolean variable representing which
robot enters the intersection zone first. This way of modeling collisions in multi-agent
systems is mainly inspired by (Pallottino et al. 2002).

minimize c s.t.
c ≥ q1

2 + τ 1
3

c ≥ q2
2 + τ 2

3
h1 ≥ 0
p1

1 ≥ h1 + τ 1
1

q1
1 ≥ p1

1
p1

2 ≥ q1
1 + τ 1

2
q1

2 ≥ p1
2

h2 ≥ 0
p2

1 ≥ h2 + τ 2
1

q2
1 ≥ p2

1
p2

2 ≥ q2
1 + τ 2

2
q2

2 ≥ p2
2

q2
1 ≥ p1

2 −Mb1
q1

1 ≥ p2
2 −M(1− b1)

b1 ∈ {0, 1}

}
objective}
makespan constraints

priority constraints

mut.ex. constraints

(3.1)

In the suggested B&B algorithm, each node represents a sub-problem in which
some of the disjunctive edges (relative to intersection zones) are present and the
remainder are not.

Two child nodes are created by choosing an intersection zone and deciding that
robot 1 enters the zone before robot 2 in one node and viceversa in the other node.
Choosing a zone to branch on is done by estimating the one that mostly degrades
cycle time. The bounding function used is the longest path on the DAG with the
current arcs. This bound is very fast to compute and one may also exploit information
from parent nodes to conduct incremental computations, see (Katriel et al. 2005).
A second bound that is used is the cycle time for pairwise robots, computed in
polynomial time by the A*. Another artifact used to speed-up the algorithm is trying
to assign the remaining arcs at a certain node during the search, without increasing
the node’s lower bound. Thus, the entire branch may be pruned.

3.2.2 Results and discussion
The proposed B&B algorithm, with its different lower bounds, performs well compared
to a general MILP solver package. Random instances have been generated to assess
the correctness of the implementation and these show that computing times differ by
several orders of magnitude in favor of the proposed algorithm. This is not unusual
since this ad-hoc solver exploits the specific structure of the problem.
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The algorithm has been included in a demonstrator version of the IPS software
suite. Within this framework, an industrial test case from the automotive industry is
solved and robot programs fulfilling the optimal schedule are generated by introducing
synchronization signals. The efficiency of the solver and robustness of the generated
robot programs make the method very appealing in practice.

However, in reality, these signals may cause that a robot stops because it needs
to handshake with a PLC, thus introducing a delay not modeled during optimization.
This implementation issue is considered in next article, which suggests a post-
processing step to minimize the delays effect on cycle time.
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3.3 Summary of Paper C

Modeling and optimization of implementation aspects in industrial robot
coordination

This article considers the minimization of synchronization locations when robot
programs are executed. In fact, such synchronization instructions usually introduce
time delays, for two main reasons:

� robot stopping time at a location where synchronization is needed, due to
dynamic effects;

� communication time with the PLC. With modern hardware, this second effect
often has less influence than the first one.

In certain industrial setups, even the number of ports/sockets allocated for such
purposes in robot controllers might be limited. This provides another argument for
the importance of the minimizing the number of variables used to model shared
volumes. So, given the focus on practical issues, the paper mainly addresses Research
question 3.

3.3.1 Contributions

The main contributions of the method proposed in this article are:

� a model for the time delays due to the introduction of synchronization
instructions, with two different setups based on hardware implementation;

� a heuristic algorithm to minimize the number of synchronization locations
in robot programs;

� solution of a case study in automotive inspection with the aim to validate
and verify the proposed method.

Given a set of robots R and a set of via-points Vr for each robot r, a synchro-
nization signal may only be fired at one of these locations, as they correspond to
program instructions. Moreover, let Z be the set of intersection zones and the order
in which the robots enter each zone fixed, then a zone may then be identified by one
corner (ir, js) of the corresponding rectangle (northwest corner if the vertical robot
enters the zone first, southeast otherwise) in the CD, see Figure 3.4. For each zone,
the corner may be moved to many other locations, provided the optimal solution is
not changed. One sufficient way to verify that is to let the chosen via-points avoid
overlapping the cells occupied by the optimal solution. Now, let Iz identify the set
of possible locations for a zone z, then the optimization problem to be solved is:
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(a) Possible synchronization locations for two
intersection zones.
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(b) Three chosen synchronization locations:
P2, P5 for robot 1, Q3 for robot 2.

Figure 3.4: Coordination diagram with possible synchronization locations for two
intersection zones.

minimize
∑
r∈R

∑
i∈Vr

xr
i (3.2a)

s.t.
∑

(ir,js)∈Iz

xr
ix

s
j ≥ 1, z ∈ Z (3.2b)

xr
i ∈ {0, 1}, i ∈ Vr, r ∈ R (3.2c)

Here, each xr
i takes the value 1 if the via-point i for robot r is used, oth-

erwise 0. All intersection zones must be covered. This condition gives rise to
constraints (3.2b), which basically state that at least one corner out of all pos-
sible pairs of via-points must be chosen for a zone. In Figure 3.4, for example,
I1 = {(P2, Q3), (P2, Q4), (P2, Q5), (P3, Q4), (P3, Q5), (P4, Q5)}.

Note that this problem formulation is nonlinear due to the quadratic constraints
(3.2b). In this paper, besides reformulating it with an MILP model, an efficient
heuristic algorithm is proposed, acting directly on model (3.2). The algorithm works
by maintaining a matrix M which has rows representing the intersection zones
and columns representing all possible combinations of via-points, i.e. ⋃

z∈Z Iz. An
entry in M is 1 if the corresponding (ir, js) via-points combination covers the zone
corresponding to the row, otherwise 0. It starts with an iterative construction of
an initial set of via-points, covering all zones. During this phase, the matrix M is
updated by removing the chosen via-points and merging columns corrsponding to
identical via-points. An improvement phase is then run. This is done by removing
some of the chosen via-points and trying to replace them, the aim being to decrease
the objective function.
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3.3.2 Results and discussion
From a computational point of view, the proposed heuristic algorithm performs
very well in terms of quality of the solution obtained and computing time (when
compared to a general purpose MILP solver). The method has been integrated with
the IPS software suite and applying it to industrial test cases allows the reduction of
synchronization points, with consequent cycle time improvement.

The objective function used in this article is an attempt to decrease the time
delays introduced by synchronization instructions in robot programs, necessary to
avoid collisions. At any rate, minimizing the total number of locations in which
communications occur does not really guarantee that the best cycle time will be
achieved. Indeed, it would be more appropriate to have a min-max model and even
better modeling the delays in the original coordination problem and not just as a
post-processing step. However, despite being highly relevant improvements, these
have not yet been investigated (either in this paper or in this thesis) due to the
greater complexity of modeling and solving the resulting problems.

Furthermore, do we actually need synchronization signals in typical robot stations,
to satisfy the cycle time requirements imposed by the production/inspection process?
This question is answered in next article.
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3.4 Summary of Paper D

Intersection-free geometrical partitioning of multirobot stations for cy-
cle time optimization

This article presents a method aiming to generate robot paths, when possible,
completely disjoint from each other. From a practical point of view, this means that
the corresponding robot motions would never collide with each other, independently
of their timing, thus without needing synchronization instructions. Therefore, it
mainly addresses Research questions 1 and 3.

3.4.1 Contributions

The method tackles the overall problem by dividing it in several sub-problems that
are solved successively and iterated in a lazy fashion, once more information has
been gathered from simulations.

The cycle time minimization problem is approximated by a simplified model
neglecting motion times but only considering process times (such as welding or
inspection using a camera or laser sensor). This is more tractable from the computa-
tional point of view. The assumption is also motivated by the fact that, in many
applications, the total process time is comparable to or even dominates the motion
times between process locations.

The main contributions of the paper are:

� an iterative method to generate robot motions geometrically disjoint from
each other;

� a surrogate model for minimization of cycle time with conflicting robot
configurations;

� generation of triangulated surfaces to delimit the workspaces corresponding
to robot partitions, by approximating the Generalized Voronoi Diagram;

� solution of case studies in the automotive industry with the aim to validate
and verify the proposed method.

The method starts with a pre-processing step, not included in the loop, which
carries out task planning for each task i ∈ T , see Section 1.3: for each robot r ∈ R
and task i it computes a set F r(i) of configurations that match the task definition.
This step also generates a set D of pairs of robot configurations (i1j1r1, i2j2r2), i1 6=
i2, r1 6= r2 that do not satisfy mutual distance requirements.

The main step, partitioning the tasks, is to first design a mathematical model
that minimizes the makespan and accounts for the restrictions found:
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Task planning
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(a) Flowchart for the generation of intersection-
free robot motions .

(b) Robot configurations at assigned tasks with
surfaces separating their workspaces4.

Figure 3.5: Flowchart for the method devised in this paper and example illustrating
the main idea.

minimize c (3.3a)
s.t.

∑
i∈T

∑
j∈Fr(i)

cr
ijx

r
ij ≤ c, r ∈ R (3.3b)

∑
r∈R

∑
j∈Fr(i)

xr
ij = 1, i ∈ T (3.3c)

xr1
i1j1 + xr2

i2j2 ≤ 1, (i1j1r1, i2j2r2) ∈ D (3.3d)
xr

ij ∈ {0, 1}, j ∈ F r(i), i ∈ T , r ∈ R. (3.3e)

A solution to this model may be found by using MILP solver packages and
may be written in another form to obtain faster computations, as in the paper. It
essentially generates a set of configurations for each robot, covering all tasks, without
any pairwise collisions.

The geometric information about these robot configurations is then used to
generate surfaces identifying disjoint space volumes, possible if the model is feasible.
An example of robot configurations generating separating surfaces is shown in
Figure 3.5b.

The cycle time estimation is then refined by considering point-to-point motion
planning and sequencing of tasks (GTSP) for each robot, without the need to change
the load or check for collisions between robots. This step is done by using existing
built-in functionalities in the IPS software suite. If the solution found meets the stop
criteria, then the algorithm terminates. Otherwise, a new iteration is carried out,
by excluding similar solutions or by including information on problematic motions,
depending on whether cycle time requirements have not been met or collision-free
motions are difficult to obtain. The steps are illustrated in Figure 3.5a.

4from “Intersection-Free Geometrical Partitioning of Multirobot Stations for Cycle Time Opti-
mization”, E. Åblad, D. Spensieri, R. Bohlin, J. S. Carlson, IEEE Transactions on Automation
Science and Engineering, Vol. 15, No. 2, pp. 842-851, April 2018.
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Note that the algorithm may be even applied to robot lines, consisting of multi-
robot stations placed in a line and disjoint from each other, still sharing one set
of tasks to be distributed among all robots. In this case, one can refine cycle time
estimation by solving a min-max heterogeneous GVRP, without considering collisions
between robots.

3.4.2 Results and discussion
Thanks to the integration with the IPS software platform, the method has been
applied to several classes of multi-robot stations, specifically single and multi-station
(line) stud welding applications, and single station inspection processes. The size of
the instances varied from four to ten robots conducting a maximum of about 200
tasks. Well-balanced tasks partitions could be found in all of them, with cycle times
comparable to the solutions obtained by other optimization methods that allow time
synchronization among robots. Scenarios in which this approach is unsuitable have
also been identified.

Keeping the cycle time under a specific threshold for some typical stations is
doable, especially if there is a considerable freedom as to how tasks may be distributed
and provided the robots are quite well separated from each other (as is the case for
lines of serial stations).

Sometimes, not only is it impossible to satisfy the cycle time, there may not
be any solution that has completely disjointed robot paths. A natural question,
therefore, is whether parts of the paths may be allowed to overlap in space, while
altering the timing and order of tasks so as to avoid collisions. This approach is
investigated in the next article, which provides solutions to problems in which robots
have small clearance to the environment and between each other.
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3.5 Summary of Paper E

An iterative approach for collision free routing and scheduling in multi-
robot stations

This article mainly addresses Research question 1. It describes a method for
avoiding collisions between robots and minimizing cycle time for multi-robot stations,
by changing the way in which their operations/tasks are scheduled and by velocity-
tuning their motions.

An initial distribution of tasks between the robots must be provided: this
assignment might be set by the manufacturing engineer or may be the result of a
previous optimization step. In the article, this assignment is generated by a direct
B&B method and constitutes the starting point for running synchronous scheduling.

3.5.1 Contributions

The highlights of this paper are:

� a branch and bound algorithm for a min-max heterogeneous GVRP, without
conflicts;

� a model assuming synchronous robot motions to resolve collisions between
robots;

� a novel transformation of the proposed model into a generalized traveling
salesman problem.

The min-max heterogeneous GVRP is approached using a direct B&B technique.
The branching step consists of choosing a task and creating NR child nodes (with
NR being the number of robots), each assigning the task to a specific robot. Thus,
at each node of the tree, we have NR sets Gr (possibly empty) for each robot r, with
the respective tasks so far assigned. The bounding procedure consists of solving a
GTSP for each robot, defined by the set Gr. This bound may be tightened by using
the triangle inequality and exploiting the fact that the time to carry out a task is
usually of the same order of magnitude as the motion times between tasks.

Once the robot loads are fixed, a second algorithm is proposed to avoid collisions
between robots. Essentially, a synchronized state space, SG = G1 × . . . × GNR is
constructed to transform the timing aspect in a combinatorial fashion. Naturally, the
simplification made involves the movements between robot tasks being synchronous.
Moreover, to capture the fact that all tasks must be done at least once, the state
space is cloned for each robot and partitioned into groups, as per GTSP. Figure 3.6
shows the artificial GTSP created for two robots, assigned two and three tasks
respectively.
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(P1, Q1) (P2, Q1) (P3, Q1)

(P1, Q2) (P2, Q2) (P3, Q2)

(a) Synchronized state space with 3 and 2
locations for robots 1 and 2, respectively.

(P1, Q2)1 (P2, Q2)1 (P3, Q2)1

(P1, Q1)1 (P2, Q1)1 (P3, Q1)1

(P1, Q2)2 (P2, Q2)2 (P3, Q2)2

(P1, Q1)2 (P2, Q1)2 (P3, Q1)2

(b) State space enhanced with artificial cloned
states and GTSP groups (in red).

Figure 3.6: The synchronized state space with its clone and GTSP formulation
groups.

3.5.2 Results and discussion
The load distribution algorithm (i.e. without considering collisions between robots)
has been applied to geometric instances (from the TSPLIB) by introducing four
fictitious robots. Three different strategies have been tested and the computational
experiments show that it is possible to solve to optimality instances up to 40 tasks.
Anyway, more powerful methods are already available, thus the algorithm has been
provided because an initial assignment was needed and since it is easy to implement
and does not rely on linear programming solvers.

The main purpose of the previous step was to provide a good initial distribution.
The synchronous routing and scheduling algorithm, described in Section 3.5.1, was
then also applied to some of the previously mentioned instances. The overall iterative
method proposed was interfaced with the IPS software suite and applied to cases
from the automotive industry. In these cases it was possible to improve cycle time
by eliminating long wait times due to poor task sequencing choices. Therefore,
this strategy might be used to try and obtain different sequencing and scheduling
alternatives, especially for cases with small clearance, in which robot collisions require
very long wait times. In other cases, when robot paths do not have large overlapping
volumes, the initial solutions may already be of sufficient quality.
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3.6 Summary of other relevant publications
The following publications are not included as formal contributions in the thesis but
are relevant to mention. If one ordered all the thesis’ papers, based on increasing
level of generality, these additional papers would be positioned as first and last one:
the first, positioned at a detail level, about how to efficiently verify that two robots
satisfy distance requirements whilst moving along their assigned paths, whereas the
second being an attempt to solve the general min-max heterogenous GVRP with
conflicts.

Figure 3.7: Minimum distance be-
tween two robots moving along
their paths5.
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Figure 3.8: Chromosome encoding
with corresponding robot routes.

Continuous collision detection of pairs of robot motions under velocity
uncertainty.
This paper, (Åblad, Spensieri, et al. 2021), proposes an efficient algorithm to check
whether or not two robot paths always satisfy a minimum distance requirement,
independently of their velocity (see Figure 3.7). It minimizes a function of the lower
bound of two-robot distance, by assuming that a Lipschitz constant exists. At each
iteration, it computes the actual distance between the robot configurations that
minimize the lower bound, according to the current gathered information.

The algorithm proved highly efficient and suitable for use in solving path coordi-
nation problems and similar ones.

Throughput maximization by balancing, sequencing and coordinating
motions of operations in multi-robot stations.
This paper, (Spensieri et al. 2010), is an attempt to tackle the overall problem (see
Section 2.2.2) of cycle optimization for multi-robot stations by balancing the tasks,
sequencing them, and coordinating the robots’ motions. The problem is solved
through a genetic algorithm. A random-key encoding is used for a chromosome (see
Figure 3.8), essentially stating which robot and configuration is chosen to perform

5from (Åblad, Spensieri, et al. 2021).
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each task. The fitness evaluation is done by planning the motions between consecutive
configurations and coordinating them. In addition to basic crossover and mutation,
local optimization (based on GTSP algorithms) is carried out on each individual in
a generation, at a given frequency.

This method was capable of addressing industrial instances with up to four robots
and eighty tasks.
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Discussion of research approach

4.1 DRM evaluation

4.1.1 DRM steps
The building blocks of DRM were iterated during the research and it is sometimes
hard to draw sharp boundaries between them. They are briefly summarized below.

Research clarification: the relevant problems were identified and defined in
more detail. The success criteria were also initially defined as being able to
automatically obtain high-quality (for example, with respect to cycle time and
geometric robustness) solutions for industrial problems and decreasing commis-
sioning time for the engineers, see Section 1.2.1.

Descriptive study I: literature studies were carried out and research and in-
dustrial gaps identified.

Prescriptive study: existing theories were adopted and further developed, plus
new models have been devised for some of the problems encountered. Algorithms
were implemented both at a prototype and more release-ready level.

Descriptive study II: the implemented methods were evaluated against liter-
ature, industrial and randomly generated cases. For some of the algorithms a
comparison with existing software libraries (able to solve the same problems) was
also carried out.

4.1.2 Evaluation of success criteria
The following is a brief discussion of the success criteria identified and formulated in
Section 1.3.2.

High-quality solutions: the methods were integrated into demonstrator ver-
sions of the IPS software, to handle complex scenarios. The problem instances
investigated have been in the order of two to four robots and forty tasks, with
CAD models consisting also of millions of triangles. For many problems, solutions

43
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were not available previously, due to the novelty of the problem formulations.
Therefore, achieving a solution fulfilling the requirements was positively evalu-
ated. In those cases in which other solvers were available, the solutions were
compared. The results showed that exact solutions were achieved for small- to
medium-size problems. For larger problems, for which optima were not available,
the proposed heuristic methods provided solutions between the lower and upper
bounds computed by the same software packages.

Solving speed: in all appended papers, the proposed methods generally pro-
vide feasible solutions when integrated with the IPS software, in terms of min-
utes/hours. For many problems, solutions were not available previously, due to
the novelty of the problem formulations. Therefore, achieving a solution fulfilling
the requirements was positively evaluated. In those cases in which other solvers
were available, the solutions were compared, mostly to MILP package solvers (see
(Forrest et al. 2005)). The results showed that exact solutions were achieved in
equivalent or lower running times, whereas, for large instances, hardly solvable
exactly, heuristic approaches provided solutions in times comparable to the same
packages.

Decrease commissioning time: the methods were integrated into demonstra-
tor versions of the IPS software, with appropriate graphical user interface, to
facilitate the use by expert engineers in the field. Automatic robot program
generation and automatic coordination scheme export were also provided. This
was a contribution to prove how virtual product and production realization may
be achieved. Indeed, (IPS 2017) shows proven 75% faster commissioning.

Scientific contribution: all five appended papers contribute to answer the
three research questions formulated in Section 1.3.1. The articles were shared
with the scientific community, through publication in peer-reviewed international
journals and at a conference.

4.1.3 Validation and verification
To provide more evidence for the validation process, it has been advantageous in
this thesis to implement the algorithms and methods in high-level methods that are
closer to the end-user. Indeed, this made it easier to evaluate whether the method
was doing what it should. In cases when a previous functionality was upgraded by
a new algorithm, the newly developed method inherited the validated properties
of the previous one. If a new functionality was created, it was then included in
demonstrator versions and applied to industrial test cases.

The verification process (ensuring that the methods developed satisfied the
relevant requirements and specifications) was done by applying the methods to
various industrial and randomly generated instances and by checking that the
solutions obtained were feasible. Where possible, the results were compared with
other algorithms solving the same problem. This helped support the evidence that
“the system was built right”. A further point for verify the validity of the methods was
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acceptance of their description in international peer-reviewed journals and conferences.
This shows that experts in relevant fields deemed the results of this research to be a
contribution to the scientific community.

4.2 WQL research strategy evaluation

4.2.1 Answering research questions
The research questions, see Section 1.3.1, have been discussed throughout this work
by highlighting how each appended paper has contributed to answering them. The
papers’ contributions are shown below for each of the questions.

How might the equipment utilization of multi-robot stations be improved?

Research question 1

All the papers have contributed by optimizing specific aspects of the current
processes. Paper A provided heuristics for optimizing cycle time by introducing syn-
chronization signals, describing both an operational space intersection zone approach
and a coordination space intersection zone one. It also provided support, in the
form of software tools, to engineers during planning the manufacturing/inspection
processes. Paper B enabled cycle time minimization by providing a highly efficient
algorithm for use as a building block of methods solving more complex problems
such as that in Paper E. Indeed, this contribution provided methods for obtaining
low cycle times by optimizing the order of tasks and configurations chosen by each
robot, initially neglecting collisions. It then provided an algorithm to resolve colli-
sions between robots using a synchronous scheduling algorithm; something that was
particularly useful in very cluttered environments.

How might robots avoid mutual collisions when executing geometrically
predefined robot programs, so as to minimize cycle time?

Research question 2

Paper B provided a new algorithm for minimizing cycle time, based on branch
and bound on a MILP formulation and exploiting different views of the problem: the
disjunctive graph model and the geometric model for the two-robots case. Moreover,
it was included in a method for handling complex scenarios in which collision testing
constitutes a bottleneck. Paper A also dealt with this question and aimed to
coordinate robots when the scheduling was not fixed. The paper also highlighted
the differences from a fixed strategy. These methods are particularly useful when
robot motions are difficult to obtain, as in complex spot-welding applications, or
when there is a need to follow a pre-defined curve with a tool center point (TCP).
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Indeed, these restrictions offer fewer opportunities for using the robot’s dofs to avoid
collisions.

How might relevant industrial implementation requirements be modeled to
optimize cycle time?

Research question 3

The “more practical” aspects considered here were the robot program maintenance
issues and the time delays introduced by the current way of implementing robot
interlocking policies. Paper A has considered a way to work in practice where sub-
programs are glued together into a full one, limiting maintenance of such programs
by the engineers. In Paper D the need for synchronization was completely avoided
by using a method that generates robot motions which are entirely disjointed from
each other. Paper C modeled these delays explicitly and provided an algorithm for
their minimization as a post-processing step, once a global solution (neglecting the
delays) had been found. Paper A also contributed by suggesting heuristics to achieve
“larger” intersection zones, with the aim to synchronize robots in a small number of
locations.

4.2.2 Scientific and industrial contributions

Scientific contributions

The scientific contributions, highlighted throughout this thesis, are here briefly
summarized.

Itersection zones: insights about the relation between intersection zones in
the operational workspace and coordination space. An initial study has been
conducted about how non-nominal robot motion times influence cycle time,
depending on the adoption of a permissive FIFO zone allocation strategy vs. a
fixed-order one.

Path coordination: a novel and efficient algorithm to coordinate robot paths
by velocity tuning and by introducing synchronization instructions in practice.

Syncronization minimization: a novel method to minimize the contribution
of the synchronization instructions to cycle time.

Intersection-free: a novel method to cover pre-defined robot tasks in minimal
time, by generating robot motions, completely disjoint from each other.

Routing and scheduling: a novel method to synchronize robot motions by
changing task ordering and timing.
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Industrial contributions

The industrial contributions, highlighted throughout this thesis, are here briefly
summarized.

Current practice in industry has been taken considerably into account, by:

� modeling specific industrial aspects;
� proposing an incremental optimization of the currently adopted methods in

industry;
� comparing it to the newly proposed methods.

General methods have been proposed with the possibility of being applied to
a variety of processes such as welding, sealing, inspection and others.

Demonstrator versions of the software IPS have integrated the proposed meth-
ods and algorithms, thus allowing their application to real world scenarios. These
include multi-robot stations consisting of millions of triangles, with two to four
robots and up to forty tasks (more for some of the methods). By doing that:

� production engineers can benefit of an arsenal of methods that can be
used to address the challenges arising in several processes and different
station layouts. For example, it might be possible to generate more efficient
coordination schemas on already existing robot programs, or optimize cycle
time for multi-robot stations even by generating new robot motions. It
might even be possible to use the proposed methods at an early stage, when
designing the layout of new production cells.

� it might be possible to design robot motions that fulfill cycle time require-
ments, thus eliminating one robot, for example. Or there might be the
possibility to increase the throughput, while still keeping the same equip-
ment.

� they contributed, to an extent that unfortunately is difficult to quantify, to
achieve 75% faster commissioning, as stated in (IPS 2017).

Preliminary industrial study: currently used robot programs in inspection
applications have been simulated in IPS and cycle time reduced by 15%, after
re-ordering the tasks and introducing new coordination schemas. The actual time
estimation from the real station is currently under investigation.





Chapter 5

Conclusions and future work

5.1 Conclusions
This thesis resumes the work done of recent years on planning multi-robot stations in
industrial environments, focusing on robot coordination for collision avoidance and
cycle time optimization. The scope of this thesis was to provide algorithms, methods
and tools to support engineers in the process of virtual product and production
realization, as in the spirit of Wingquist Laboratory. Indeed, industrial needs and
research challenges were the main drivers for the work, with either the first or second
aspects sometimes taking the major role.

The thesis contributed to knowledge by answering three research questions,
regarding:

� improvement of equipment utilization in multi-robot stations;

� mutual collision avoidance and cycle time minimization for predefined robot
paths;

� formulating and integrating relevant industrial aspects into optimization models.

To accomplish that, five research papers were included, each focusing on a single
theme or on a combination of them.

The main research challenge was to produce an efficiently integrated model of
the combinatorial aspect of the problems alongside the geometrical and time aspects.
Moreover, attention was given to the industrial requirements, so as to capture these
aspects within a model suitable for optimization.

A main enabler for the research has been the existence of offline simulation
software, providing a platform with many of functionalities needed to investigate
complex scenarios, in particular robot applications in automotive, such as assembly,
sealing and inspection.

Based on that, implementing the contributions and results of this research into
software demonstrators is believed to shorten the time between planning in virtual
environments and implementation in reality. Nevertheless, such methods are believed
to serve as a powerful tool for evaluating different production designs and improving
existing solutions.
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Moreover, it is important to place many of the algorithms and methods in the
right time frame and to understand their motivations. Indeed, it has been challenging
to refer to similar works in the research literature, due to this interdisciplinary field
being quite an emerging area. This is especially true considering the complexity of
the target scenarios, in terms of CAD models size, number of robots and tasks, and
no less in view of the current industrial setup being able to consider new solutions,
outside specific standards.

A lot has happened during the last ten years, regarding computer hardware
development and availability of software libraries, for sure moving this research field
to a faster-growing phase.

5.2 Future work
The study of such an interdisciplinary problem offers many opportunities for im-
provement and raises questions for further investigation.

Improving sub-problems solution: in this perspective, it is worth studying
how to decompose the problem in different ways and get better insights into the
natural difficulties of each aspect of the overall problem. For example:

� coordinating robot motions by using roadmaps or more degrees of freedom;
� checking for fulfillment of several different clearance requirements;
� improving performance issues in combinatorial problems arising in the model

and enabling larger instances to be solved;
� introducing additional constraints in the sub-problems, such as priority

constraints, to capture further industrial processes.

Solving the overall problem: integrating all the sub-problems into a global
optimization method remains a challenge, especially when it concerns gaining
a better understanding of how to integrate time into geometric aspects. In this
regard, a further avenue of investigation might be to determine the models most
suitable for combining and then to identify the dofs with the greatest impact on
cycle time optimization. Moreover, with the development of computer hardware
and with the availability of software tools, path planning in high-dimensional
spaces might be approached in a more direct way.

Human-robot collaboration: on the other hand, in facing the new challenges
brought by the growth of collaborative robots applications, directions for further
research might be:

� balancing operations between humans and robots, based on ergonomics and
cycle time;

� coordinating robot motions operating in the same environment as humans.
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