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A B S T R A C T   

When faced with an imminent collision threat, human vehicle drivers respond with braking in a manner which is 
stereotypical, yet modulated in complex ways by many factors, including the specific traffic situation and past 
driver eye movements. A computational model capturing these phenomena would have high applied value, for 
example in virtual vehicle safety testing methods, but existing models are either simplistic or not sufficiently 
validated. This paper extends an existing quantitative driver model for initiation and modulation of pre-crash 
brake response, to handle off-road glance behavior. The resulting models are fitted to time-series data from 
real-world naturalistic rear-end crashes and near-crashes. A stringent parameterization and model selection 
procedure is presented, based on particle swarm optimization and maximum likelihood estimation. A major 
contribution of this paper is the resulting first-ever fit of a computational model of human braking to real near- 
crash and crash behavior data. The model selection results also permit novel conclusions regarding behavior and 
accident causation: Firstly, the results indicate that drivers have partial visual looming perception during off- 
road glances; that is, evidence for braking is collected, albeit at a slower pace, while the driver is looking 
away from the forward roadway. Secondly, the results suggest that an important causation factor in crashes 
without off-road glances may be a reduced responsiveness to visual looming, possibly associated with cognitive 
driver state (e.g., drowsiness or erroneous driver expectations). It is also demonstrated that a model parame-
terized on less-critical data, such as near-crashes, may also accurately reproduce driver behavior in highly critical 
situations, such as crashes.   

1. Introduction 

With an increasing range of advanced driver assistance systems 
(ADAS) becoming standard in new vehicles, there is a growing need of 
comprehensive assessment methods to evaluate the road safety of these 
systems. The use of virtual environments to evaluate driving safety is 
gaining popularity; consequently, validated, representative computa-
tional models of driver behavior in response to warnings and upcoming 
threats are becoming a necessity (see, for example, Bärgman, Boda, & 
Dozza, 2017; Page et al., 2015). During the past decades, numerous 
models describing the driver’s steering and/or braking control in 
various traffic situations have emerged (see reviews by Markkula, 
Benderius, Wolff, & Wahde, 2012; Plöchl & Edelmann, 2007). These 

models are useful for performing virtual simulations for road safety 
benefit analysis (Bärgman et al., 2017; Kusano and Gabler, 2012). 
However, most mathematical models of driver avoidance response are 
simplistic, based on a scenario-independent distribution of reaction 
times and predetermined intervention profiles, and typically assume 
that drivers will keep their eyes on the road (see, for example, the review 
of brake reaction times by Green, 2000). Since off-road glances are an 
inherent part of everyday driving, that assumption makes the models 
less realistic. Meanwhile, the National Highway Traffic Safety Admin-
istration (NHTSA) and other traffic authorities are imposing regulations 
restricting the placement of secondary tasks (Driver Focus-Telematics 
Working Group, 2006; Japan Automobile Manufacturers Association 
Inc., 2004; National Highway Traffic Safety Administration, 2016; The 
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Commision of European Communities, 2008), as there are strong con-
cerns that distractions from hand-held devices and in-vehicle displays 
will increase off-road glances and compromise safety. Furthermore, 
recent studies of naturalistic driving data from crashes and near-crashes 
suggest that the driver reaction is dependent on scenario kinematics 
(Markkula, 2014; Markkula et al., 2016), rather than being a fixed, 
scenario-independent, property of the driver (e.g., Kusano and Gabler, 
2012). 

To explain scenario-dependence, many authors have suggested that 
drivers decide on their avoidance actions based on perceptual cues such 
as visual looming, which is the optical size and expansion of a forward 
vehicle on the retina (Fajen, 2005; Flach et al., 2004; Lee, 1976; 
Markkula et al., 2016). Visual perception thresholds have also been used 
to determine detection of a forward threat in the modeling of driver 
control in near-crash situations (Kiefer et al., 2005). However, based on 
neuroscientific models of perceptual decision making and sensorimotor 
control, Markkula and colleagues (Markkula, 2014; Markkula et al., 
2016) proposed that a driver’s braking initiation is triggered, not 
exceeding a perceptual threshold, but rather by the accumulation of 
noisy perceptual evidence over time (best described by a non- 
deterministic model; Gold and Shadlen, 2007). Further, braking con-
trol also depends on the prediction of sensory consequences of primitive, 
open-loop, motor actions (Crapse and Sommer, 2008; Giszter, 2015; 
Markkula et al., 2018). 

Based on the computational framework by Markkula and colleagues 
(Markkula, 2014; Markkula et al., 2018), a kinematics-dependent model 
quantifying pre-crash brake initiation and control has been proposed 
and applied to critical lead vehicle scenarios (Svärd et al., 2017). The 
model uses the accumulation of looming prediction error as the basis for 
the driver’s braking response. Looming is quantified as in Eq. (1), 

τ− 1 =
θ̇
θ

(1)  

where θ is the optical size (width) of the lead vehicle on the driver’s 
retina. Although Svärd et al. (2017) demonstrate that the model’s brake 
initiation and ramp-up reproduce several qualitative trends observed in 
naturalistic crashes and near-crashes, the model has not yet been thor-
oughly parameterized and validated against such data. 

Similar to most other perception based driver models, the model 
described by Svärd et al. (2017) is limited by the assumption that all 
perceptual input is disregarded during off-road glances. Studies have 
shown, however, that peripheral vision plays an important role in 
driving (Lamble et al., 1999; Land and Horwood, 1995; Lappi et al., 
2017; Robertshaw and Wilkie, 2008; Summala et al., 1996; Wolfe et al., 
2017). In fact, drivers are able to brake in response to an approaching 
lead vehicle, even when their gaze is constantly directed towards a 
secondary task, as demonstrated in the forced peripheral vision driving 

paradigm experiments performed by Summala, Lamble, & Laakso 
(1998) and Lamble et al. (1999). However, since a relation between long 
duration off-road glances and increased crash risk has been demon-
strated (Horrey and Wickens, 2007; Klauer et al., 2014; Victor et al., 
2014), it would be beneficial to be able to model how, and to what 
extent, limited perceptual input influences driver brake response. 

In this paper, the brake response model from Svärd et al. (2017) is 
extended to handle some accumulation of perceptual input during off- 
road glances. This is systematically done in two studies. The first 
study presents and compares four high-complexity models and is fol-
lowed by a second study, reducing the complexity of the models pre-
sented in Study 1. A stringent parameterization of all model alternatives 
is accomplished using maximum likelihood estimation (MLE) on real- 
world naturalistic crashes and near-crashes, which are highly complex 
and more difficult to analyze than data collected in controlled studies 
(Carsten et al., 2013). Moreover, formal model selection is used to 
determine the benefit of the different mechanisms for handling driver 
off-road glances. All model alternatives are fitted to data from real-world 
crashes and near-crashes present in the second Strategic Highway 
Research Program Naturalistic Driving Study (SHRP2) (described in 
Victor et al., 2014). 

2. General method 

Svärd et al. (2017) describe a quantitative driver model for initiation 
and modulation of pre-crash brake response and apply it to critical lead 
vehicle scenarios. This paper describes the results from two consecutive 
studies, which extend that model by accounting for driver off-road 
glances and fitting the extended models to real-world naturalistic 
crashes and near-crashes. In Study 1, presented in Section 3, four high- 
complexity model variants (that is, models with a high number of free 
parameters) are defined (see Section 3.1) and fitted on a crash dataset 
(see Section 3.2). Study 2, presented in Section 4, uses the findings from 
Study 1 to reduce the complexity of the models by setting a subset of the 
parameters to constant values. Four reduced-complexity model variants 
are introduced (see Section 4.1) and fitted on four (partially) over-
lapping datasets consisting of both crashes and near-crashes (see Section 
4.2). Since the studies are closely coupled, the discussion of the results 
will not be individually presented, but is combined into a general dis-
cussion in Section 5. 

This section gives a brief summary of the 2017-model by Svärd et al. 
(see Section 2.1; see the original publication for details) and the general 
data handling (see Section 2.2) and parameter fitting methods (see 
Section 2.3) used in the two studies. 

Fig. 1. Schematic representation of the model described by Svärd et al. (2017), extended with a leakage factor in the accumulator.  
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2.1. Model description 

The model used in Svärd et al. (2017) is built on the computational 
framework developed by Markkula and colleagues (Markkula, 2014; 
Markkula et al., 2018). The model’s brake initiation and modulation are 
based on four main principles of the framework:  

- Braking is performed incrementally (i.e., in steps, in a series of 
“motor primitives”).  

- Brake initiation time is determined by the noisy accumulation of 
perceptual evidence for and against braking. The main evidence is 
the discrepancy between actual and predicted looming in terms 
ofτ− 1(t), the looming prediction error ε(t); see Eq. (1) for the definition 
of τ− 1(t).  

- The amplitude of the brake adjustments is proportional to the 
looming prediction error at the time of brake adjustment initiation.  

- After each incremental brake adjustment, the driver predicts how the 
looming will decrease as a result. 

Once the accumulated evidence reaches a specific threshold, the 
driver issues a brake adjustment aimed at resolving the situation at 
hand. At each adjustment, the looming prediction error that is fed back 
to the accumulator is updated. This continues until either the critical 
situation is resolved, the maximum braking capacity of the vehicle is 
reached or a collision occurs. Fig. 1 illustrates the principles of the 
model. 

As noted, in addition to the looming prediction error with a noise 
component, the accumulated evidence includes other factors that may 
influence the driver’s brake response. 

2.1.1. Brake initiation 
The total accumulated evidence for the need of braking is denoted A 

(t). When this quantity reaches a specific threshold (set to 1 in this 
paper), a brake adjustment is initiated and the accumulated evidence is 
reset to a value Ar. Mathematically, evidence accumulation can be 
defined as in Eq. (2), 

dA(t)
dt

= K∙ε(t) − M − C∙A(t)+ v(t) (2)  

where K, M, and C are the free parameters gain, gating and leakage, 
respectively. The function v(t) is the Gaussian zero-mean white noise at 
time t with a standard deviation σ

̅̅̅̅̅̅
Δt

√
for a model simulation time step 

of Δt. 
The gain K is a proportional constant determining the impact of the 

looming prediction error on the accumulated evidence (a higher K will 
lead to more rapid accumulation); the gating M effectively defines the 
minimum prediction error (or the minimum τ− 1(t), if the currently 
predicted looming is zero) required for evidence accumulation to 
commence. As described in (Markkula, 2014; Svärd et al., 2017), M may 
be thought of as the sum of all non-looming evidence for or against 
braking, which to some extent can be seen as a general expectancy of an 
upcoming need of braking. This is likely to include a wide range of 
situational factors, for example, general factors such as road type or 
traffic density, or discrete events: if the lead vehicle is far ahead and its 
brake lights activate, this might increase expectancy for braking, while if 
subsequently the lead vehicle turn indicators also activate (to signal that 
the lead vehicle will change lane), the expectancy might again decrease. 
Modelling these factors explicitly is beyond the scope of this paper, and 
M can thus be thought of as representing an average level of expectancy 
across the modelled events. 

In contrast with Svärd et al. (2017), we have also chosen to introduce 
a leakage term C corresponding to the decay in the accumulated evidence 
over time, permitting some of the evidence to “leak out”. This type of 
assumption is common in evidence accumulation models of decision 
making, and serves the purpose of truncating or “forgetting” outdated 

evidence (Usher & McClelland, 2001; Nunes & Gurney, 2016). Intui-
tively, if during car following τ− 1(t) briefly increases and then falls back 
to zero again, we wouldn’t expect this episode to still be reflected in the 
value of A(t) a minute or hour later. 

2.1.2. Brake modulation 
Each brake adjustment is determined by a piecewise linear function 

G(t), which is scaled by the looming prediction error ε(t) and a free brake 
gain parameter k. The total brake pedal signal C(t) is the sum of all prior 
brake adjustments. At each brake adjustment, the future looming input 
is predicted to take the shape of a piecewise linear function H(t), which 
is equal to one for a duration ΔTp0, and then linearly decays to zero for a 
duration ΔTp1. Both ΔTp0 andΔTp1 are free model parameters. Based on 
the looming prediction error and the sum of all prior predictions, a total 
looming prediction signal Pp1(t) is calculated and fed back to the 
accumulator. 

2.2. Data 

To ensure that the model reflects real-world driver behavior, it was 
parameterized based on naturalistic data from real-world crashes and 
near-crashes collected in the SHRP2 naturalistic driving study (Trans-
portation Research Board of the National Academy of Sciences, 2013). 
The dataset presented in Victor et al. (2014) was used (Transportation 
Research Board of the National Academy of Sciences, 2013), consisting 
of 46 crashes and 211 near-crashes categorized as rear-end (lead 
vehicle) situations (corresponding to scenarios 22–26 in the typology by 
Najm, Smith, & Yanagisawa, 2007). 

2.2.1. Target scenario and dataset selection 
Data from real-world naturalistic crashes and near-crashes are highly 

variable, even when comparing events annotated as the same kind of 
scenario (e.g., rear-end). Hence, not all 46 crashes and 211 near-crashes 
were suitable for analysis in this paper. To facilitate the data selection, a 
target scenario that the driver model should be tailored to, was defined. 
The target scenario consists of rear-end situations on public roads (i.e., 
not parking lots or similar), without extreme driver states or visibility 
conditions. Moreover, road infrastructure should not be an obvious 
cause of lead vehicle braking expectancy. The main evasive maneuver 
performed by the driver should be braking (i.e., not steering), and it 
should be clear whether the pre-crash deceleration was the result of a 
driver intervention or the collision. Finally, all relevant signals should be 
available and of good enough quality. See Appendix A for more details 
regarding data selection. 

The data selection process resulted in 13 crashes and 39 near-crashes 
(more near-crashes were available, but not necessary to create the final 
datasets). In the first study (the high-complexity models study), the 13 
crashes were used for parameter fitting, while the fitting in the second 
study (the reduced-complexity models study) was performed on datasets 
which included progressively more and more near-crashes, with a 
decreasing level of severity (increasing minimum time-to-collision, 
TTC). Starting out with the crash dataset from the first study, an addi-
tional 39 near-crashes were appended in three increments of 13 near- 
crashes each, resulting in the following four datasets used for param-
eter fitting in Study 2:  

1. Dataset 13c: 13 crashes. (13 critical events.)  
2. Dataset 13c + 13nc: 13 crashes and the 13 most severe near-crashes. 

(26 critical events.)  
3. Dataset 13c + 26nc: 13 crashes and the 26 most severe near-crashes. 

(39 critical events.)  
4. Dataset 13c + 39nc: 13 crashes and the 39 most severe near-crashes. 

(52 critical events.) 

The critical events composing the datasets had a total of 49 distinct 

M. Svärd et al.                                                                                                                                                                                                                                  



Accident Analysis and Prevention 163 (2021) 106433

4

drivers, with a relatively equal gender distribution (58 % male and 42 % 
female). The average driver age was approximately 30 years and the 
drivers had had their driving licenses for, on average, at least nine years. 
The driver demographics was relatively equal for all datasets, with the 
exception of dataset 13c (the crashes only dataset). Dataset 13c had a 
higher proportion of female drivers (62 %) and a lower average age 
(20–24 years), when compared to the full set of drivers. 

2.2.2. Data preparation 
The final selection of cases resulted in a total dataset of 52 rear-end 

events: 13 crashes and 39 near-crashes. All events were originally 20 s 
long, with the crash taking place at around 15 s. Since the aim was to 
capture the driver’s evasive braking behavior, not any potential speed 
reduction in advance of the actual critical event, only the last seconds 
before the crash/near-crash were of interest for the parameter fitting. 
The start of the event was defined to be the last moment in time before 
the point of collision (for crashes) or the minimum TTC (for near- 
crashes), when the looming reached a minimum threshold value at the 
limit of human detection. The chosen threshold was θ̇ = 0.0036 rad/s, 
suggested by Morando, Victor, & Dozza (2016) based on studies of visual 
perception thresholds by Summala, Lamble and Laakso (Lamble et al., 
1999; Summala et al., 1998). Setting the detection threshold at θ̇ rather 
than at τ− 1 lowers its sensitivity to environmental conditions (Morando 
et al., 2016), an advantage since our dataset consists of real-world 
naturalistic data. 

The driver’s evasive brake maneuver was removed from all cases, 
since it otherwise would have interfered with the situation’s kinematics 
and hence influenced the brake response of the model if the model 
braked later than the human driver. As a result, the kinematics following 

the human driver’s evasive braking was extrapolated from the previous 
kinematics in the event, assuming that the vehicle continued at a con-
stant speed. The evasive maneuver removal process is described by 
Bärgman et al. (2017). Bärgman et al. (2017) and Victor et al. (2014) 
also describe in detail the process used to extract looming and reliable 
speed information from the original data. The used manual looming 
annotation method has been validated by Bärgman et al. (2013). Since 
the looming was computed using the derivative of a manually measured 
signal, noise could be a problem in cases with a high relative speed and a 
large distance to the vehicle ahead. The looming signal of the cases 
studied in this publication were manually examined to reduce the risk of 
issues related to noise. 

One limitation of the available SHRP2 dataset is the lack of a brake 
pedal signal for most cases. Therefore, the brake initiation time and 
brake jerk were estimated by fitting the acceleration signal to a piece-
wise linear model, similar to what was done by Markkula et al. (2016). 
The model assumes a constant acceleration a0 from the event start until 
a point in time tB, which is defined as the brake initiation time. Starting 
at time tB, the model linearly decays with a jerk jB until a final level of 
minimum acceleration a1 is reached. To correctly estimate the brake jerk 
in the reference cases (original recorded data) and in the model re-
sponses (simulations), the endpoint for the piecewise linear model fit 
was restricted to a point in time after the acceleration reached its min-
imum, but before it started to increase again. In crashes, the acceleration 
has a natural endpoint at the time of collision or at the start of evasive 
steering after the braking. On the other hand, in near-crashes finding the 
appropriate endpoint is more complex. Markkula et al.’s 2016 analysis 
of near-crashes used the point of minimum TTC + 0.5 s as the endpoint 
for the linear fitting since drivers generally maintained the minimum 

Fig. 2. Examples of looming profiles (green line) and piecewise linear model fitting (black line) of the acceleration signal (dashed gray line) for different types of 
events: (a) Crash without off-road glances, (b) near-crash without off-road glances, (c) crash with an off-road glance and (d) near-crash with an off-road glance. The 
gray areas illustrate timing and duration of the driver’s glance off-road. (For interpretation of the references to color in this figure legend, the reader is referred to the 
web version of this article.) 
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acceleration for that long. This works well for the recorded data 
(reference events), but some model responses may not have reached 
their minimum acceleration by that point. Therefore, an additional 
condition was used: If a level of 95 % of the minimum acceleration was 
not reached at minimum TTC + 0.5 s, the endpoint would be set at the 
subsequent point in time when the acceleration reached 0.95 % of the 
minimum acceleration, for the first time. See Fig. 2 for examples of the 
piecewise linear model fit for a set of crashes and near-crashes. Note that 
since the jerk signal was not computed directly from the acceleration 
signal, but estimated using the piecewise linear model which was 
continuous over the relevant interval (the brake maneuver), signal noise 
was not an issue. 

2.3. Parameter fitting 

Finding suitable parameter values for non-differentiable driver 
models with many free parameters (such as, in particular, the high- 
complexity models in this paper) can be a complex task. Because of 
the high-dimensional search space, full grid-search, random search, and 
similar methods to find the optimal parameter values are inefficient and 
time-consuming. In addition, the optimization problem is required to be 
differentiable to use classic optimization procedures, such as gradient 
descent-based methods. Instead, a population based stochastic optimi-
zation method (PSO) was used to find a parameter set that maximizes 
the model fitness against the reference data. This metaheuristic method 
is suitable for searching very large solution spaces, though it cannot 
guarantee global optimality (Van Den Bergh and Engelbrecht, 2006; for 
details about PSO, see, e.g., Wahde, 2008, or Zhang et al., 2015). Here, 
brake model fitness is defined in a maximum likelihood sense—due to the 
stochastic nature of the model. The likelihood of a parameter set is 
estimated based on the results of Monte Carlo simulations. 

2.3.1. PSO implementation 
Initialization: The PSO was initialized with four particles per 

parameter (recommended population size for high PSO performance is 
usually 10–40 particles; Engelbrecht, 2007; Wahde, 2008), and each 
particle position was defined by randomly initialized parameter values 
(one value per parameter). See Table 1 for the initialization range for 
each parameter, which also define the feasible values for each param-
eter. Based on some initial tests, the ranges were selected to be narrow 
enough to minimize the parameter search space and keep the optimal 
values inside the feasible parameter ranges. The velocity of each particle 
was randomly initialized from a uniform distribution bounded on one 
side by the value of the particle position’s upper limit and on the other 
by the negated value of the upper boundary, which is a simplification of 
the initialization procedure described for the standard PSO algorithm by 
Zhang et al. (2015). 

Fitness calculation: In each iteration k of the PSO algorithm, each 
reference event i was simulated with 1000 Monte Carlo simulations for 
each potential parameter set Pj,k, where j is the particle number. Because 
of the noise term in the accumulator, each simulation resulted in a 
different model response. A piecewise linear function was fitted to the 
resulting acceleration profile from each simulation to determine the jerk 
level jB,i and brake initiation time tB,i for each event i (as described in 
Section 2.2.2). The resulting (tB,i, jB,i)-values were then used to generate 
a two-dimensional probability distribution using Gaussian Kernel Den-
sity Estimation (KDE), in order to estimate the likelihood of the refer-
ence values (tB,i, jB,i) of event i, given the current parameter set, denoted 

l

(
tB,i,ref , jB,i,ref |Pj,k

)
. In other words, the likelihood that the brake 

response from the actual event i was generated by the driver model with 
parameter set Pj,k was estimated. If a simulation returned a non- 
response from the model (i.e., it did not perform evasive braking), the 
contribution to the KDE was set to 0. Note that this means that the model 
was also fitted to the ratio of responses and non-responses in the dataset. 

The Gaussian kernels used to generate the KDE were chosen so that 
the ratio of their standard deviations was approximately twice that of 
the ratio of the spread between jB,ref and tB,ref , see Eq. (3). 

σjb

σtb
= 2⋅

max
i

jB,i,ref − min
i

jB,i,ref

max
i

tB,i,ref − min
i

tB,i,ref
, (3) 

This choice resulted in a kernel width of 3 in the jB dimension and 3/ 
128 in the tB dimension. This scaling was necessary, not only due to their 
different orders of magnitudes, but also to prioritize a good fit of the 
brake onset timing over that of the jerk level during the optimization 
process. The reason for the prioritization was that brake initiation may 
be less dependent than the brake jerk on the chosen vehicle dynamics in 
the simulation, and, therefore, less sensitive to modeling errors (in, for 
example, the brake system model). 

The total log-likelihood for the parameter set Pj,k was then calculated 
as the sum of the log-likelihoods for all N reference events, according to 
Eq. (4), 

logL
(
Pj,k

)
=

∑N

i=1
logl

(
tB,i,ref , jB,i,ref |Pj,k

)
(4) 

To compensate for potential outliers that may contribute to an un-
necessarily high value on the accumulator noise variance parameter σ2, 
an additional outlier compensation term pv and a corresponding 
weighting factor ρ were introduced. For each particle, the total log- 
likelihood was calculated according to Eq. (5): 

logL
(
Pj,k

)
=

∑N

i=1
log(ρ∙l

(
tB,i,ref , jB,i,ref |Pj,k

)
+ (1 − ρ)pv), (5)  

where pν = 1
tB,maxjB,max

. The latest possible brake initiation time and 
maximum brake jerk in the simulated model are denoted by and tB,max 

and jB,max, respectively. Thus, in practice, the model fitness is a mix of a 
KDE distribution and a uniform distribution. The value of the weighting 
factor ρ was chosen to minimize the variance σ2 of the accumulator noise 
without noticeably reducing the log-likelihood of the optimal parameter 
sets in preliminary tests with different ρ values (see Appendix B). 

Position and velocity update: The velocity and position of each 
parameter in each particle were updated in each time step according to 
the method described by Shi and Eberhart (1998) and Wahde (2008); 
the cognitive and social components were both set to two. A linearly 
decaying inertia weight was used to gradually change the particle 
behavior from exploratory in the beginning to exploitative towards the 
end (its value ranged from 1.4 in the first iteration to 0.4 in the last). In 
addition, the particle velocity was restricted to maintain coherence 
among the particles. 

3. Study 1: Fitting high-complexity models 

As with most other quantitative driver model concepts, the model in 
Svärd et al. (2017) assumes either that drivers keep their gaze on-road at 
all times or that there is no perceptual input influencing the driver 
behavior during off-road glances. There is, however, compelling evi-
dence suggesting that drivers do make use of peripheral vision in 
driving. The aim of this study is to extend Svärd et al.’s model to 
accommodate drivers’ glance behavior and parameterize it using com-
plex naturalistic real-world crash and near-crash data. This study is the 
first step in investigating the effect of new concepts on the off-road 
glance behavior model’s performance and parameter values. Clearly, 
introducing more free parameters to an already complex model will 

Table 1 
Initialization ranges and boundaries for the free model parameters.  

Parameter M σ2  Ar  k ΔTp0  ΔTp1  K C 

Initialization 
range 

[0 
8] 

[0 
1] 

[0 
1] 

[0 
10] 

[0 
3.5] 

[0.05 
4.5] 

[1 
40] 

[0 
1]  
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result in very high complexity, which may lead to poor model general-
ization. The results will be used in Study 2 (see Section 4), whose goal is 
reducing the model complexity without sacrificing performance. 

3.1. Model variants 

Experiments show that the driver’s brake reaction in lead vehicle 
situations is delayed when the driver is looking off-road during the 
critical event (Lamble et al., 1999; Summala et al., 1998). Therefore, it 
can by hypothesized that drivers’ behavior is less influenced by looming 
while they are looking away from the road (cf. Markkula, 2014), and 
introducing a scaling of the acquired evidence during off-road glances 
could lead to better model performance. This effect may be modelled in 
a parameter for partial looming perception during off-road glances (see 
below). Moreover, the mechanisms causing crashes when the drivers’ 
gaze is directed off-road in the pre-crash phase may be different from the 
mechanisms causing crashes when the driver gaze remains on-road 
throughout. In eyes-on-road situations, for example, the cognitive 
driver state (e.g. drowsiness; see Ratcliff and Van Dongen, 2011) may 
influence the effective responsiveness to looming (Markkula et al., 
2016). Cognitive driver state effects include effects due to (a) expecta-
tion inaccuracies, or (b) reduction in responsiveness due to sleep 
deprivation but exclude effects due to eye-closures or other loss of 
perceptual input. One way to capture these cognitive driver state dif-
ferences in a driver model would be to let the looming responsiveness 
depend on driver state, by using different values of the gain parameter 
for eyes-on-road and eyes-off-road events (see below). In this study, the 
model described in Svärd et al., (2017) is extended using the concepts 
above, and the hypothesis that some of the already-accumulated evi-
dence may decay over time. 

The model by Svärd et al., (2017), henceforth called the base model, 
consists of seven free parameters. Based on this model, four high- 
complexity (i.e., with a high number of free model parameters) model 
variants were defined by introducing different combinations of the 
following parameters:  

1. An off-road glance looming weight parameter w, accounting for 
partial looming perception during off-road glances (for the param-
eter fitting initialized in the range [0, 1]). This will permit brake 
responses to occur very quickly after an off-road glance, since the 
driver accumulates evidence also when directing their gaze off-road.  

2. Different looming prediction error gains, Kon and Koff , depending on 
whether the gaze was on- or off-road during the event (for the 
parameter fitting initialized in the range [1, 40]). This parameter 
aims to capture the differences in the underlying mechanisms for on- 
and off-road glances in critical situations, by assuming that the 
cognitive driver states may influence the driver responsiveness to 
looming in on-road critical situations (leading to a delayed braking 
response).  

3. Leakage C, as explained in Section 2.1 (for the parameter fitting 
initialized in the range [0, 1]), which will help the model to not be 
overly sensitive to previous looming variations. Practically it is a 
decrease of the looming over time. 

The following are descriptions of the created model variants: 

Model BW (Base model extended with looming Weight): The base model 
was extended only with a looming weight parameter that accounts 
for the partial looming perception during off-road glances. This 
model variant has eight free parameters. 
Model BWG (Base model extended with looming Weight and multiple 
Gains): Model BW was extended to include multiple looming pre-
diction error gains, depending on whether the driver performs any 
off-road glance during the critical event. This model variant has nine 
free parameters. 
Model BWL (Base model extended with looming Weight and Leakage): 
Model BW extended to include leakage. This model variant has nine 
free parameters. 
Model BWGL (Base model extended with looming Weight, multiple Gains 
and Leakage): Model BWG extended to include leakage. This model 
variant has ten free parameters. 

3.2. Results 

The base model and its high-complexity variants (BW, BWG, BWL 
and BWGL) were fitted on dataset 13c, containing only crashes. All five 
were run with 250 PSO iterations, 1000 Monte Carlo simulations, and a 
ρ value of 0.9 to compensate for outliers (see Appendix B for details 
about the ρ-value selection). The parameter fitting procedure was 
repeated once for each model to verify that the parameter values 
remained in the same range as in the first run. The performances of the 
model variants were compared using the Akaike Information Criterion 
with a correction for small sample sizes (AICc), which is a measure that 
balances goodness of fit and model complexity (Hurvich and Tsai, 1989; 
Sugiura, 1978). Within a set of candidate models, the preferred model is 
the one with the minimum AICc value. The Akaike Information Criterion 
(AIC) and Bayesian Information Criterion (BIC) were also calculated, 
and they essentially agreed with the AICc. (To reduce the complexity of 
this paper, the values of these criteria are not presented or further dis-
cussed.) The optimal parameter values and the corresponding AICc and 
log-likelihood values from both rounds of fitting are presented in 
Table 2. 

As can be observed in Table 2, most parameter values were relatively 
consistent for the different parameter fittings. The only model variant 
outperforming the base model in terms of AICc was BW, extending the 
base model with a weighting parameter w for partial looming perception 
during off-road glances. All model variants had a lower total log- 
likelihood value than the base model; due to their high complexity, 

Table 2 
Optimal parameter values and corresponding AICc values for the base model and its variants (model BW, BWG, BWL and BWGL). The models were fitted twice; the first 
results are in the upper row and the second results are in the lower row. Gray values were fixed during the parameter fitting (i.e., not optimized). The bold AICc values 
are the lowest in all compared models.  

Model PSO run AICc logL  M σ2  Ar  k ΔTp0  ΔTp1  K* Kon*  Koff *  w C 

Base 1st  153.69 − 58.64 5.77  0.96  0.96  1.34  1.12  3.23  32.88   0 0 
2nd  151.06 − 57.33 3.72  1.00  0.9  1.36  1.01  0.78  23.91   0 0 

BW 1st  142.19 − 45.10 0,12  0.12  0.98  1.55  3.33  2.485  2.72   0.70 0 
2nd  145.06 − 46.53 2.27  0.73  0.98  1.60  0.57  1.93  7.88   0.67 0 

BWG 1st  163.72 − 42.86 2.12  0.95  0.78  1.54  0.03  4.30   7.38 20.33 0.16 0 
2nd  165.31 − 43.66 2.37  0.97  0.95  1.37  3.40  2.60   7.29 20.14 0.19 0 

BWL 1st  170.79 − 46.40 3.15  0.93  0.91  1.47  3.42  2.75  16.69   0.32 0.42 
2nd  169.60 − 45.80 9.17  0.97  0.34  1.77  0.9  3.88  2.68   0.80 0.87 

BWGL 1st  225.76 − 47.88 6.86  0.63  0.07  2.35  1.25  4.05   39.13 26.84 0.61 0.23 
2nd  224.53 − 47.26 6.18  0.45  0.45  2.35  2.67  1.60   36.62 25.28 0.61 0.15 

*) The model variants have either one gain parameter K, or two separate gain parameters Kon and Koff . 
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models BWG, BWL, and BWGL were penalized in the AICc calculation to 
reduce the risk of poor model generalization. 

4. Study 2: Fitting reduced-complexity models 

A review of the model fitting results for the high-complexity models 
analyzed in Study 1 reveals that some of the parameters take on very 
similar values in most of the model variants. This consistency indicates 
that these parameters may not vary much between drivers and/or sit-
uations and could thus be set to constant values, improving generaliz-
ability without compromising model performance markedly. A further 
motivation for reducing model complexity this way is that, because of 
the high number of parameters, only one of the model variants in Study 
1 performed better than the base model (in terms of AICc). 

The aim of this study is to reduce the complexity of the models from 
Study 1 while keeping their ability to account for off-road glances and 
then to fit the reduced-complexity model variants to both crash and 
near-crash data (as described in Section 2.2.1). Further analyses were 
also carried out to study how the model’s parameter values vary be-
tween combinations of datasets and modeling alternatives, and to 
identify specific critical events where one or more models align poorly 
with the observed human behavior. 

4.1. Model variants 

Parameters from Study 1 whose values were relatively unchanged 
across model variants were set to constant values to reduce model 
complexity. As a first step, we decided to set the reset value Ar to 1 (the 
value found in several of the optimal parameter sets from Study 1; see 
Table 2), so that the accumulation of evidence was not reset at the time 
of brake intervention. To account for a realistic reduction in evidence 
accumulation over time, a leakage component was included in all model 
variants. The leakage parameter was fixed to 0.25 s, in line with typical 
information decay timescales observed in primate cortex (Murray et al., 
2014). Notably, this value is in the same range as the optimal values 
found when fitting models BWL and BWGL in Study 1 (ranging from 0.15 
to 0.87). Three additional parameters were set to fixed values, based on 
the optimal values from the high-complexity model fitting: k = 1.3,
ΔTp0 = 1.5 and ΔTp1 = 1.5. 

As a final step in the model complexity reduction, the off-road glance 
looming weight parameter was fixed at w = 0 for two of the model 
variants (BLrc and BGLrc, defined below). This step is equivalent to 
removing the effect of partial looming perception during off-road 
glances, treating it the same way as in the base model (i.e., assuming 

no looming is accumulated while looking away). 
To summarize, the parameter fixations resulted in the following four 

reduced-complexity model variants: 

Model BLrc (Base model extended with Leakage, reduced-complexity): 
The base model extended with a fixed leakage parameter, C = 0.25. 
This model variant has three free parameters. 
Model BGLrc (Base model extended with multiple Gains and Leakage, 
reduced-complexity): Model variant BLrc extended to include different 
looming prediction error gains depending on whether the driver 
performs any off-road glance during the critical event. This model 
variant has four free parameters. 
Model BWLrc (Base model extended with looming Weight and Leakage, 
reduced-complexity): Model variant BLrc extended with a looming 
weight parameter that accounts for partial looming perception dur-
ing off-road glances. This model variant has four free parameters. 
Model BWGLrc (Base model extended with looming Weight, multiple 
Gains and Leakage, reduced-complexity): Model variant BWLrc 
extended to include different looming prediction error gains 
depending on whether the driver performs any off-road glance dur-
ing the critical event. This model variant has five free parameters. 

4.2. Results 

The reduced-complexity model variants (BLrc, BGLrc, BWLrc and 
BWGLrc) were parameterized on the four datasets described in Section 
2.2.1. That is, each variant started out with the crash-only dataset and 
passed to datasets progressively including more near-crashes of lower 
criticality (longer minimum TTC). All PSO cycles were initially run with 
250 iterations, then rerun with 500 or 750 iterations (depending on 
model complexity and dataset size) if convergence was not established. 
Details about the convergence analysis are presented in Appendix C. The 
optimal parameter values, the corresponding total log-likelihood, and 
the AICc value for each reduced-complexity model variant are presented 
in Table 3. 

In Table 3, it can be observed that model BWLrc has the best per-
formance in terms of AICc across all datasets, except dataset 13c (crashes 
only), where model BWGLrc is preferred. Overall, model variants BWLrc 
and BWGLrc have similar performances and parameter values. Models 
BLrc and BGLrc are also similar to each other, although their perfor-
mances are somewhat poorer. Another important observation is that the 
gain parameters Kon and Koff take on values very close to each other for 
the most complex model variant with separate gains for eyes-on-road 
and eyes-off-road events (BWGLrc). The parameter similarity is more 

Table 3 
Optimal parameter values and corresponding AICc values for all reduced-complexity model variants (BLrc, BGLrc, BWLrc, and BWGLrc). Gray parameter values were 
fixed (i.e., not optimized). Minimum AICc and maximum log-likelihood values among the compared model variants are marked in bold.  

Dataset Model AICc logL  M σ2  K* Kon*  Koff *  w 

13c BLrc  123.80 − 57.57  2.28  0.99  14.43   0 
BGLrc  109.85 − 48.43  0.01  0.15   2.34 18.14 0 
BWLrc  109.11 − 48.05  3.17  0.86  15.37   0.33 
BWGLrc  104.82 ¡43.12  0.22  0.39   3.01 18.63 0.04 

13c þ 13nc BLrc  263.23 − 127.28  0.87  0.80  8.61   0 
BGLrc  259.61 − 123.30  0.09  0.48   3.38 6.24 0 
BWLrc  222.82 ¡104.91  0.45  0.13  6.09   0.36 
BWGLrc  228.78 − 105.10  0.27  0.12   6.79 6.52 0.31 

13c þ 26nc BLrc  390.40 − 190.87  0.01  0.54  4.64   0 
BGLrc  386.75 − 186.87  0.02  0.53   2.11 8.58 0 
BWLrc  347.39 ¡167.19  0.78  0.25  8.42   0.35 
BWGLrc  356.48 − 168.95  1.54  0.45   10.63 10.72 0.35 

13c þ 39nc BLrc  569.46 − 280.39  0.00  0.25  5.50   0 
BGLrc  568.03 − 277.51  0.17  0.53   3.45 8.42 0 
BWLrc  509.42 − 248.21  0.35  0.18  6.26   0.31 
BWGLrc  514.71 ¡248.07  0.32  0.13   5.97 5.5 0.38 

*) The model variants have either one gain parameter K, or two separate gain parameters Kon and Koff . 
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pronounced for the larger datasets. 
The gating parameter M converges to very small values on datasets 

13c + 26nc and 13c + 39nc, stopping at the boundary of the feasible set 
for model variants BLrc and BGLrc. This may indicate that the optimal 

value is below the previously defined lower limit. Re-fitting with a lower 
boundary value, however, showed that even if the gating value goes 
below zero, the total model log-likelihood (and thus the AICc) does not 
change markedly. 

Fig. 3. Examples of events with good model performance. In each panel, the original and piecewise linear fitted acceleration from the reference event and the 
piecewise linear fitted acceleration from the model responses are shown in the upper graph, together with the looming curve. The lower graph shows the distribution 
of of (tB, jB) values from all Monte Carlo simulations, as well as the (tB,ref , jB,ref ) value. Panels (a) & (b): Crashes without an off-road glance; Panel (c): Crash with an 
off-road glance; Panel (d): Near-crash without an off-road glance; Panels (e) & (f): Near-crashes with an off-road glance. 
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4.2.1. Events with good overall model fit 
59 % of all model responses had individual log-likelihoods greater 

than − 4.5, corresponding to reasonably good fits (most of the Monte 
Carlo simulations had a brake initiation time and brake jerk that were 
close to the observed values in the reference event—approximately 50 % 
of the simulations were within +/- 0.6 s for brake initiation time and +/- 
4.6 m/s3 for brake jerk). Fig. 3 shows the model response plots for some 
of these events, when applying BWLrc (the variant with the lowest AICc) 
on three crashes and three near-crashes. The figure shows events in 
which the drivers were glancing off-road as well as events in which the 
drivers had their gaze on-road the whole time. For these illustrated 
events, the individual log-likelihood levels range from − 3.6 to − 2.0 for 
the crashes and from − 3.3 to − 1.8 for the near-crashes. Each panel is 
divided into two plots: 

Upper plot: The uppermost plot shows the acceleration (dashed dark 
gray line) and looming (τ− 1; green line) of the reference event (for the 
looming signal, the evasive maneuver was first removed), as a function 
of time. The black solid line with circle-markers is the piecewise linear 

model fitted to the reference acceleration, which represents the accel-
eration behavior that the model is trying to reproduce. The blue lines 
with cross-markers depict the model responses from all Monte Carlo 
simulations, when the model (with optimal parameter settings) is 
applied to the reference event. Some plots also have a gray area behind 
the curves, illustrating that the driver is performing an off-road glance 
during that time interval. 

Lower plot: The lower plot is a density plot of the distribution of (tB, 
jB) values for all Monte Carlo simulations. The (tB, jB) space is divided 
into bins of equal size (0.2 s in the tB dimension and 3 m/s3 in the jB 
dimension). The number of Monte Carlo simulations in each bin is color- 
coded according to the color bar to the right of the density plot. The 
reference value, (tB,ref , jB,ref ), is marked with a green cross. 

4.2.2. Effects of the progressive inclusion of less critical events 
The influence of the dataset was further studied by, for all datasets, 

comparing the distributions of (tB, j,B) values relative to the (tB,ref , jB,ref ) 
values from the reference events—that is, the distributions of (tB − tB,ref ) 

Fig. 4. Cumulative distribution functions of relative (tB, j,B) values resulting from applying model BWLrc, using the parameterization on dataset 13c + 39c, on each of 
the datasets in the study (i.e., 13c, 13c + 13nc, 13c + 26nc and 13c + 39nc). The distributions are based on 1000 Monte Carlo simulations per event. The black 
dashed lines represent the reference value +/- 0.5 standard deviations. Panel (a): Distribution of (tB − tB,ref ) values; Panel (b): Distribution of (jB − jB,ref )-values. 

Fig. 5. Examples of two near-crash events with poor model performance in terms of log-likelihood. In each panel, the original and piecewise linear fitted acceleration 
from the reference event and the piecewise linear fitted acceleration from the model responses are shown in the upper graph, together with the looming curve. The 
lower graph shows the distribution of of (tB, jB) values from all Monte Carlo simulations, as well as the (tB,ref , jB,ref ) value. Panel (a): Model response to a near-crash 
event without off-road glances, using model BLrc; Panel (b): Model response to a near-crash event with an off-road glance, using model BWGLrc. 
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and (jB − jB,ref ). For this analysis, model BWLrc, the model with the lowest 
AICc, was applied to all datasets (i.e., 13c, 13c + 13nc, 13c + 26nc and 
13c + 39nc), with the optimal parameter setting from fitting to dataset 
13c + 39nc (i.e., the largest dataset). 

Including fewer severe near-crashes in consecutive datasets resulted 
in relatively minor changes in the optimal parameter values for each 
model variant, in particular for the larger datasets (see Table 3). Panel 
(a) in Fig. 4 shows the cumulative distribution function (CDF) of the 
relative tB values; Panel (b) shows the corresponding CDF for the relative 
jB values. It can be observed that the shape and position of CDFs are 
essentially constant across the datasets. 

The quality of the model predictions can also be quantified by 
studying Fig. 4. For brake initiation, 74 % of the simulated data from all 
reduced-complexity model variants falls within +/- 0.6 s of the reference 
driver brake initiation time. This value corresponds to +/- 0.5 standard 
deviations of the reference brake response times (tB,ref ). The brake jerk 
prediction is somewhat poorer, with 37 % falling within +/- 4.6 m/s3 of 
the reference—corresponding to +/- 0.5 standard deviations of the 
reference brake jerk (jB,ref ). A poorer estimate of brake jerk compared to 
brake initiation is to be expected, since a good tB fit was prioritized over 
the jB fit in the likelihood calculations: see Eq. (3). 

4.2.3. Model limitations for specific types of events 
The driver model variants are parameterized to perform well, in 

general, on a set of critical events with highly variable kinematics. 
Nonetheless, the variants might capture some driver behaviors better 
than others, because the model mechanics may be more suited for spe-
cific kinds of situations. To analyze how the individual critical events 
contributed to the model fit, the log-likelihood value for each event was 
studied for the complete set of parameter optimizations of reduced- 
complexity models (i.e., 16 optimizations: models BLrc, BGLrc, BWLrc 
and BWGLrc on each of the datasets 13c, 13c + 13nc, 13c + 26nc and 
13c + 39nc). For most critical events, the log-likelihood values were 
similar across all datasets, but it was possible to distinguish between two 
main types of low-likelihood groups: 

Events with low log-likelihood values (<-8.5) across all model variants: 
Seven of the near-crash events, but none of the crashes, had a low per-
formance for all model variants and datasets. In two of the events, the 
drivers had their gaze on-road, and in the five others the drivers had 
their gaze directed off-road at some point during the event. See Fig. 5 for 
two near-crash examples. 

Events with low log-likelihood values for model variants BLrc and BGLrc, 

but not for model variants BWLrc and BWGLrc: Four events had a low log- 
likelihood value for models BLrc and BGLrc, but not for models BWLrc and 
BWGLrc. The drivers were glancing off-road immediately prior to the 
critical situation, resulting in either a crash (two events) or a near-crash 
(two events). See Fig. 6 for a comparison of the distribution of tB and jB 
values for models BLrc and BWLrc on one of the crash events. 

5. General discussion 

The two studies in this paper extend the non-deterministic driver 
model for brake onset and control presented by Svärd et al. (2017) to 
account for off-road glance behavior. The model performances of four 
model alternatives of high complexity were analyzed in Study 1; Study 2 
reduced the model complexity and achieved models with good perfor-
mance, fully parameterized on real-world naturalistic crash and near- 
crash data, with fewer parameters than the original base model. 

5.1. Partial looming perception during off-road glances increases model 
performance 

The base model and the high-complexity model variants were 
parameterized only on the crash dataset (not the near-crash dataset), 
with the main aim of comparing the effects of including different aspects 
of the driver’s glance behavior in the model. Model performance ana-
lyses (in terms of AICc) indicated that including partial looming 
perception during off-road glances was beneficial. Thus, it seems 
reasonable to conclude that drivers do collect information during off- 
road glances, presumably using their peripheral vision—as suggested 
in several previous studies (e.g., Lamble et al., 1999; Lappi, Rinkkala, & 
Pekkanen, 2017; Heikki Summala, Nieminen, & Punto, 1996; Wolfe, 
Dobres, Rosenholtz, & Reimer, 2017; Wolfe, Sawyer, Kosovicheva, 
Reimer, & Rosenholtz, 2019). In fact, there is conflicting evidence 
whether the retinal periphery is less able to detect collisions or react to 
looming. Studies by Li & Laurent (2001) and Stoffregen & Riccio (1990) 
indicate that (radial) looming perception is independent of retinal ec-
centricity. Further, Kim (2013) concluded that the peripheral retinal 
areas are actually more efficient than the center of the retina at judging 
impending collisions and controlling braking. However, the few studies 
on peripheral collision detection that have been performed in a vehicle 
setting, when the driver is not looking forward towards the roadway, 
showed delayed brake initiation timing with increased eccentricity 
(Burns et al., 2000; Lamble et al., 1999; Summala et al., 1998; Svärd 

Fig. 6. Examples of a crash event with different model performances, in terms of log-likelihood, depending on the applied model variant. In each panel, the original 
and piecewise linear fitted acceleration from the reference event and the piecewise linear fitted acceleration from the model responses are shown in the upper graph, 
together with the looming curve. The lower graph shows the distribution of of (tB, jB) values from all Monte Carlo simulations, as well as the (tB,ref , jB,ref ) value. Panel 
(a): Model response using model BLrc, showing a poor model fit; Panel (b): Model response using model BWGLrc, illustrating a more accurate model fit. 
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et al., 2020). This finding indicates a sensitivity decrease for perceptual 
input processed by the peripheral vision system. This paper is further 
evidence of such sensitivity decrease. As far as we are aware, this paper 
is the first to demonstrate this phenomenon using real-world naturalistic 
crashes and near-crashes. 

The benefits of including a partial looming perception parameter in 
the driver model could also be observed in the analysis of individual 
critical events with low log-likelihood values. Some of these events had a 
much higher log-likelihood when model variants including this param-
eter (i.e., BWLrc and BWGLrc) were applied, compared to the model 
variants without it. The events were characterized by a late off-road 
glance, with the evasive braking maneuver occurring soon after the 
redirection of gaze. A high off-road gain Koff (or K, if the variant had only 
one gain) could possibly compensate for a missing partial looming 
perception parameter, but at the price of poor model performance for 
other types of events. 

5.2. Cognitive driver state causes reduced looming responsiveness for 
crashes, but not for near-crashes 

The introduction of different gain factors for eyes-on-road and eyes- 
off-road events was motivated by the hypothesis that the mechanisms 
causing a situation to become critical depend on the cognitive driver 
state, as discussed by Victor et al. (2014). For example, the factors 
driving style (e.g., aggressive driving) and driver impairment (e.g., 
driver drowsiness) have been related to crash risk (Dingus et al., 2016). 
In fact, a mismatch between driver expectations and the upcoming sit-
uation may cause critical situations even in eyes-on-road events 
(Engström et al., 2018). However, in the eyes-off-road events, it is 
mainly the timing of the off-road-glance that causes the situation to 
become critical (Markkula et al., 2016; Victor et al., 2014). Thus, the 
cognitive driver state may cause a reduced responsiveness to looming 
input while looking on-road, which, in the models in this paper, can be 
reflected by a lower gain Kon. 

Here, the gain K is used to make the distinction between eyes-on- 
road and eyes-off-road events in terms of, the potentially erroneous, 
driver expectations (which are different for on-road and off-road 
events), since it directly relates to the responsiveness to looming by 
scaling the looming prediction error. However, the gating M, which 
together with the gain K determines the minimum predicted looming 
error required to initiate evidence accumulation, may also be seen as a 
general expectancy for the upcoming need of braking. In all model 
variants in this paper, the total driver expectancy is modeled by the gain 
and gating factors together. 

In the current studies, model variants with different on- and off-road 
gains showed better performance on the crash dataset (in terms of both 
log-likelihood and AICc) than those with a single gain parameter—in 
line with the above hypothesis. Yet, this difference was not observed for 
the datasets including near-crashes. On these datasets (i.e., datasets 13c 
+ 13nc, 13 + 26nc and 13c + 39nc), the model variants with two gains 
(Kon and Koff ) performed only slightly better, in terms of AICc, than the 
corresponding variants with only a single gain parameter (K). In addi-
tion, the gain values Kon and Koff for the most complex model variant 
(BWGLrc) turned out to be similar, in particular for the largest dataset. 
These observations indicate that there is no effect of cognitive driver 
state on perception responsiveness in near-crashes. One reason for this 
may be that the driver succeeds in resolving the critical situation, which 
indicates that drivers in near-crash scenarios may be more attentive (i.e., 
in another driver state) than drivers in crash scenarios. 

5.3. Parameterization on complex real-world naturalistic crashes and 
near-crashes results in reasonably good model fits 

A parameterization method based on PSO and MLE was proposed 
and applied to a number of non-deterministic driver models of different 

degrees of complexity. The method proved to be a useful tool for 
parameter fitting on highly complex naturalistic data. The model pa-
rameterizations resulted in reasonably good fits to the original data, in 
terms of brake initiation time and brake jerk (approximately 74 % of the 
brake initiation times were within +/- 0.6 s and 37 % of the estimated 
brake jerks were within +/- 4.6 m/s3 from the human driver reference 
values). It is notable that we were able to achieve this level of perfor-
mance on naturalistic real-world crash and near-crash data (as real- 
world data is inherently more noisy). Achieving the same results, 
using a full grid search method, for example, would not have been 
computationally feasible. 

To decrease the risk of overfitting to the data, models with a low 
number of free parameters are preferable. For this reason the reduced- 
complexity models were introduced in Study 2; they have fewer pa-
rameters (3–5) than the high-complexity models in Study 1 (8–10 pa-
rameters). As a result, the models were easier to analyze and resulted in 
a smaller search space for parameter fitting: it was easier to reach 
convergence and the parameter optimization required less computa-
tional capacity. However, if parameters that vary greatly for different 
drivers and/or situations are set to constant values, there is a risk of 
poorer model generalization (underfitting). Examples of poor model 
performance due to over- and underfitting are given in Awad & Janson 
(1998), and the issues are also discussed by Lever, Krzywinski, & Altman 
(2016). In the AICc analysis of the high- and reduced-complexity model 
variants on the crash dataset (dataset 13c), improved performance was 
observed for the reduced-complexity model variants. However, only the 
reduced-complexity model with the highest number of parameters had a 
better log-likelihood value than the high-complexity models. Together, 
these results indicate that the high-complexity models may overfit to the 
crash dataset, while the reduced-complexity models probably provide 
more opportunity for generalization when applied to new data (a 
desirable characteristic). The challenge is to find a driver model that is 
simple, yet close enough to the perceptual, cognitive, and motor 
mechanisms that are actually in play in critical situations. The chances 
of obtaining a model that generalizes well beyond the immediate dataset 
it was fitted to are maximized when the model captures biologically- 
plausible mechanisms. This affords future model improvements to be 
made both while we discover things about the brain mechanisms and 
while we get more data. 

5.4. Models parameterized on less critical data are also able to reproduce 
driver behavior in more critical situations 

Including fewer severe near-crashes in the datasets resulted in rela-
tively minor changes in the optimal parameter values for each individual 
model variant, in particular for the larger datasets. The number of 
crashes in naturalistic datasets are low compared to the number of near- 
crashes, so it would be beneficial to be able to use less-critical data to 
parameterize driver models intended for highly critical situations (like 
the models in the current work) in order to draw conclusions about how 
driver behavior influences crash risk—for example in simulations for 
safety benefit estimations. 

Analyzing data from the 100-car naturalistic driving study, Guo, 
Klauer, Hankey, & Dingus (2010) showed that using near-crashes as 
surrogates for crashes provides a benefit when the amount of crash data 
is too low for the desired analysis. However, the authors point out that 
using near-crashes leads to a consistently underestimated crash risk. 
Later studies conclude that near-crashes are suitable as crash surrogates 
when studying collision risk, but it may be more challenging to use them 
to study crash severity (Tarko, 2018; see also the review by Zheng, 
Ismail, & Meng, 2014). Thus, it may be expected that driver models 
fitted to near-crashes predict too-early driver interventions. Nonethe-
less, when studying model fit in terms of error distributions in the tB and 
jB dimensions, no obvious differences were found between the fit to 
crashes only and a mix of crashes and near-crashes, suggesting that a 
model parameterized on a less-critical dataset, at least in this case, 
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successfully manages to reproduce the driver behavior even in more 
critical datasets to a reasonable extent. Our tentative conclusion from 
this data is that it is possible to use near-crashes for fitting to crashes, but 
that this would have to be confirmed in future studies. 

However, due to the high variability in crash causation mechanisms 
and driver responses, the presented models are not suitable for analyzing 
driver behavior in all types of lead vehicle events. For a subset of the 
events in the analysis, all model variants performed poorly, indicating 
that there are still some mechanisms that are not captured by the models 
and/or parameterization method. Although somewhat speculative 
because of the small subset of events, the following observations can be 
made and are included to guide development of future models: 

A major cause of poor performance was too-weak braking generated 
by the driver model (i.e., the human driver in the reference event braked 
harder). In the eyes-off-road events, the model braked later than the 
human driver, while it braked too early in the eyes-on-road events (with 
the exception of one event out of seven). Common factors for the eyes- 
off-road events were low looming and a long off-road glance. This 
caused the looming evidence to accumulate at a slower pace than in 
other events in the dataset, leading to a braking maneuver that was later 
and weaker than the reference maneuver performed by the human 
driver. In contrast, for the two eyes-on-road events, the initial looming 
was larger than for most other events in the dataset, causing the driver 
model to brake earlier than the human driver. Furthermore, it could be 
observed that in many of the events with too weak estimated brake jerk, 
the driver model responded to an early looming accumulation by issuing 
several individual brake adjustments spread out over time. Each indi-
vidual brake adjustment could, however, have a strong jerk, matching 
that of the human driver. Nonetheless, the estimated mean brake jerk, 
from brake initiation until maximum brake power is reached (i.e., the 
estimated jB), would be low because of the fitting to a piecewise linear 
model. The poor model performance for these events may thus be partly 
an effect of the parameterization method. A better performance might be 
achieved by calculating the brake jerk in several steps instead of one. 
That is, fitting a more advanced piecewise linear model to the acceler-
ation signal. Further work to study these suggestions is recommended. 

5.5. Limitations and future work 

This work was based on real-world naturalistic crashes and near- 
crashes from the SHRP2 database, which contained only a limited 
number of crash and near-crash events suitable for the specific analysis 
and model parameterization performed here. Thus, the parameter fit-
tings in this paper were performed on datasets containing few crashes (n 
= 13), where all crashes fulfilled the requirements of the target scenario 
(described in Section 2.2.1). The models fitted to the naturalistic data in 
this paper target specific crash mechanisms, and consequently, it should 
not be fitted to events that have different crash causation mechanisms 
(as the models are not designed to handle those). Examples of such 
mechanisms—thus reasons for event exclusion—are obvious driver 
drowsiness (i.e., easily spotted from video review) and driver expec-
tancy due to infrastructure. In particular, fitting the models in this paper 
to critical events where the driver behavior is much influenced by ex-
pectancy would probably result in unreasonably high noise and gating 
values. This would result in a poor model fit on the crashes that matched 
the target scenario. To better understand the model limitations, more 
research is needed on the underlying factors and/or biological processes 
contributing to the parameter values in the current models (in partic-
ular, research on understanding the mechanisms related to the gating 
and leakage components). 

A small dataset, particularly in combination with high-complexity 
models, may result in poor model generalization. To reduce this 

deficiency, near-crashes were appended to the dataset and lower- 
complexity models were also created. However, due to limited data 
available and limited computational capacity, the largest dataset con-
sisted of only 52 critical events. Accepting this limitation gave us the 
possibility of making several rounds of calculations where nine different 
model variants (inlcuding the base model) could be compared on four 
different datasets. The results indicate that including more near-crash 
events is likely to have little effect. 

Moreover, the data in this study were collected in the United States 
and it is unclear whether the driver behavior could be generalized to 
other countries as well (in particular to developing countries with a 
different traffic pattern). In order to apply the model to, for example, 
safety benefit analysis, it should be re-parameterized on suitable data for 
the geocultural area of interest. It would also be reasonable to include 
age as a factor in the model, since younger drivers have been shown to 
have different glance patterns and different brake reactions than older 
drivers, possibly partially a result of this group of drivers more often 
being engaged in visual-manual secondary tasks (such as texting on the 
phone) at the time of an incident (Klauer et al., 2014; National Highway 
Traffic Safety Administration, 2020, 2012). This paper describes a 
method for parameterization, generalizable to any naturalistic dataset. 
The method could also be applied to parameterize other non- 
deterministic driver models which require the solution of a non- 
differentiable optimization problem. 

Parameterized and validated computational driver models of the 
type described in this paper (using real-world naturalistic driving data 
for parameter fitting) are an essential part of realistic virtual vehicle 
safety testing. Not only is there an increasing need of models aimed to 
evaluate the road safety of advanced driver assistance systems, such as 
forward collision warning systems (FCW) (see, e.g., Bärgman et al., 
2017; Page et al., 2015), but computational driver behavior models may 
also be an important part of assessing the safety of automated driving 
systems (level 1–3) and driver comfort systems such as automatic cruise 
control (ACC) (Bianchi Piccinini et al., 2020). Consequently, models for 
other crash scenarios (e.g., intersection and run-off-road) should pref-
erably also be fitted using naturalistic driving data. 

6. Conclusions 

This paper extends a driver model for brake onset and control to 
handle driver off-road glances and, for the first time, manages to fit a 
computational model to real-world naturalistic crash and near-crash 
data. A PSO- and MLE- based method was used to fit several model 
variants to real-world naturalistic crashes and near-crashes, and 
compare them using a structured model selection approach. The applied 
method is computationally efficient and permits parameter fitting of a 
non-deterministic model (i.e., including noise) with a large number of 
parameters. It was found that the best performing model variant is less 
complex than the original model, with only four free parameters: gain K, 
gating M, accumulator noise variance σ2, and off-road glance looming 
weight w. The success of this reduced-complexity variant was probably 
due to the stringent model selection process that allowed model 
complexity to be reduced without compromising performance. 

From the results in this paper, it was established that including 
partial looming perception during off-road glances, corresponding to 
30–40 % of the actual looming input, improved model fit and AICc. Thus 
it appears that drivers collect evidence for braking during off-road 
glances using the peripheral vision system, although they have less 
perceptual sensitivity than during on-road glances. 

Moreover, we found evidence that some cognitive driver states (e.g., 
drowsiness or expectations that the situation will resolve itself without 
intervention) may cause a reduced responsiveness to looming. Thus 
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driver state may be an important factor in determining of why crashes 
sometimes occur even when drivers keep their eyes on the road. This 
finding fills an important gap in the existing analyses of naturalistic 
crashes. However, reduced looming responsiveness does not seem to be 
a factor in near-crashes that occur while drivers have their eyes on the 
road. 

Validated computational driver models is a critical part in virtual 
testing of vehicle safety systems (e.g. FCW), as well as in virtual 
assessment of comfort (e.g. ACC) and automated driving systems. The 
results from the reduced-complexity models in this paper, fitted to both 
crash and near-crash data, indicate that it is possible to reproduce driver 
behavior in critical situations using models parameterized on less- 
critical events. However, a somewhat poorer performance was 
observed for specific kinds of events, in which the model brake response 
was weaker than that of the human driver. To overcome this limitation, 
a more advanced method for calculating the brake jerk could be used, 
and the model could be separately parameterized on a dataset con-
taining more events of this kind. 
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Appendix A. – Data selection 

A.1 Selection of crashes 

The data in the original SHRP2 dataset were analyzed and reduced to only contain critical events matching the requirements of the target scenario, 
described in Section 2.2.1. The selection of crash events was done in two parts: (1) Signal based selection, and (2) video and description based se-
lection, as follows: 

Signal based selection: The signal based selection part ensured the availability of good quality data in terms of longitudinal kinematics and annotated 
looming, that is, all signals required by the driver model should exist and be complete (15 events did not fulfill this and were hence excluded). In 
addition, the following types of events were excluded:  

- Events where it was not possible to separate the driver actions from the situation kinematics, for example, events where it was not clear whether the 
pre-crash deceleration was the result of driver intervention or the collision (three events excluded).  

- Events where the difference between the piecewise linear acceleration fit and the original acceleration before the collision deviated too much (one 
event excluded).  

- Events where the driver looked on-road for the entire event, but did not perform an evasive maneuver (one event excluded). 

In total, 26 of the 46 rear-end crashes remained after the signal based selection. 
Video and description based selection: In the video and description based selection process, the remaining 26 crashes were analyzed by looking at the 

forward view from the windshield mounted camera, and by reading the written description of the scenario made by the annotators. The following 
types of events were excluded:  

- Events where the forward view through the windshield was not clear enough to expect a good quality looming annotation to be possible, for 
example as a result of a too blurry video image caused by night time rain (three events excluded).  

- Events with noticeable evasive steering from the driver before the evasive brake maneuver (two events excluded).  
- Events where the lead vehicle had an open trailer attached (one event excluded).  
- Events where the driver was described as sleepy in the annotated event description (one event excluded).  
- Events with extremely low speed, typically parking lot situations (two events excluded). 
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- Events with possible issues with driver expectancy, for example expectations caused by a red light coming up in front (four events excluded). 

In total, after the data selection, 13 good quality crashes (of the type targeted by the driver models in this paper) remained for the parameter fitting. 
A.2 Selection of near-crashes 

The much higher amount of near-crashes than crashes in the original dataset warranted another method for determining inclusion or exclusion of 
events, than the rather time consuming procedure used for the crash dataset. First, all near-crashes with bad or missing (relevant) signals were 
discarded, as well as the near-crashes happening at very low speeds (<20 km/h at the moment when the driver was performing evasive braking). The 
remaining near-crashes were analyzed by visual inspection of the signals and forward video streams, excluding some cases with issues such as poor 
data quality, very bad visibility, events with evasive steering maneuvers, cut-in/out scenarios, and events where the lead vehicle was not a passenger 
car, in a similar manner to what was done for the crash dataset. All remaining near-crashes were ordered in terms of severity, where the severity of a 
near-crash was judged based on the minimum TTC during the event (this also corresponds to the highest looming). After this exclusion process, the 39 
most severe good-quality near-crashes were selected for the parameter fitting (limited to this amount to keep a good balance between the number of 
crashes and near-crashes in the datasets, and to make the dataset size suitable for the parameterization method, given the available computational 
capacity). 

Appendix B. Selection of a suitable ρ-value for outlier compensation 

To identify a suitable value for the ρ parameter in Eq. (5), handling the outlier compensation part of the likelihood calculations, ten full PSO cycles 
(250 iterations with 1000 Monte Carlo simulations in each) were performed on the most complex model variant (model variant BWGL, 10 free pa-
rameters), with different ρ-values. Since only a small part of the data can be assumed to be outliers, the ρ-values were sampled more densely closer to 
ρ = 1. Fig. B1 shows the obtained values of the accumulator noise variance parameter σ2 across these samples of ρ, each sample color scaled according 
to the corresponding total likelihood of the parameterized model. It can be observed that ρ-values above 0.8 and below 1 all generate noise values in 
the same region, all with a fairly high log-likelihood. For the remainder of the analysis, the ρ-value corresponding to the lowest σ2 and highest log- 
likelihood was chosen, i.e. ρ = 0.9. 

Appendix C. Convergence of parameter values 

Since PSO in general does not guarantee convergence in a fixed number of iterations, the parameter value convergence was analyzed after each full 
PSO cycle. Convergence was assumed to be reached when all except a few particles agreed on a specific parameter value. That is, when the distribution 
of the Monte Carlo simulations peaked around the same value for almost all particles towards the final iterations in the PSO cycle. Since a few particles 
were still allowed to peak at other values, the convergence was analyzed by calculating the median absolute deviation (MAD) (see e.g. Leys, Ley, Klein, 
Bernard, & Licata (2013) for each parameter. MAD is a measure of data variability that is robust to outliers and should be close to 0 for the model to 
have converged. Eventually, it was found that the PSO algorithm reached convergence in the parameter fitting of all model variants. See Fig. C1 for an 
example of MAD and optimal parameter value as a function of PSO iterations for all parameters in model BWLrc, parameterized on dataset 13c + 39nc. 
For illustrational purposes, Fig. C2 shows the corresponding histogram of values of the parameter for input weight during off road glance (w) for each 
separate particle, for the last 75 iterations in the PSO cycle (out of 750). It can be observed that all particle histograms agree on the same value, but 
that, for example, particles 2, 6 and 16 have a slightly wider spread of values compared to the other particles. 

Fig. B1. Optimal values of the accumulator noise 
variance parameter σ2 as a function of ρ-value. The 
corresponding log-likelihood value for the optimal 
parameter set is illustrated by the marker color, where 
dark red represents a low log-likelihood value and 
light green represents a high log-likelihood value. The 
analysis was made on model variant BWGL (10 free 
parameters). (For interpretation of the references to 
color in this figure legend, the reader is referred to the 
web version of this article.)   
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Fig. C1. Median absolute deviations (colored) and optimal parameter values (black) as a function of PSO iteration for the parameters in model BWLrc.  

Fig. C2. Histograms, per particle, of the off-road glance looming weight parameter (w) values for the last 75 iterations in the PSO cycle.  
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