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Abstract
The interpretation of remote sensing data of atmospheric aerosol particles requires a thorough understanding of the links between microphysical and optical properties. Morphologically complex aerosol models describe the particles’ morphology in detail. Based on the calculations with realistic particle models, simplified models can be devised, which incorporate essential microphysical properties for reproducing the optical properties. In this thesis, such models are developed and tested for soot aerosols, for mineral dust, and for dried and partially dissolved sea salt aerosol.

A tunable model for coated soot aggregates is presented, and corresponding uncertainty estimates are performed. One of the main sources of uncertainty for thickly coated soot is the chemical composition of the coating, as represented by its refractive index. These uncertainties are so substantial, they are investigated as a potential source of information. The calculated lidar-measurable (spectral) quantities are distinct for two coating materials.

The non-sphericity of a particle is identified as an essential morphological property affecting the linear depolarisation ratio. For coated soot another important property is the amount of carbon interacting with the incident wave, as it affects the absorption cross section. Combining these two insights resulted in the core grey shell dimer (CGS2) model, which is introduced in this thesis.

For dry sea salt aerosol different random geometries are investigated, to simultaneously calculate linear depolarisation and extinction-to-backscatter ratio of dried sea salt aerosol particles. The results indicate that convex polyhedra are best suited to represent dried sea salt aerosol particles. Thus, the coated convex polyhedra model is proposed as the basis for modelling dissolving sea salt in a further study. For dissolving sea salt three simplified, equally well-performing models are presented, which identify the change in particle sphericity as a key morphological feature.

A spheroidal model with a single refractive index and a single aspect ratio is fitted to laboratory measurements of 131 different dust samples. The scattering of the measurements about the model can mainly be explained by changes in morphology and dielectric properties, and to a lesser degree by the width of the particle size distribution.

These results are expected to significantly advance our capacity to exploit and interpret polarimetric remote sensing observations of morphologically complex and chemically heterogeneous aerosol. This will be important for constraining Earth-system climate and air-quality forecasting models, and for evaluating and improving parameterisations of aerosol processes in these environmental modelling systems.
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Part I

Introductory chapters
Chapter 1

Introduction

Small particles suspended in the air, atmospheric aerosol particles, have wide ranging effects. Among these effects are adverse impacts on air quality and human health and impacts on the Earth’s climate system. They even affected culture - for example as descriptions of London’s smog in the literary works by Dickens and Conan Doyle (Fowler et al. 2020) or optical effects of volcanic ash can be traced to paintings by, among others, Turner and Friedrich (Zerefos et al. 2007).

Aerosol particles have predominantly a cooling effect on the Earth’s climate. Cooling by anthropogenic aerosol, which can be traced back to about 1750, partially counteracts the warming effect of greenhouse gases. One notable exception is black carbon (or soot), which has a warming effect, as quantified by its positive effective radiative forcing (Forster et al. 2021; Naik et al. 2021).

Air pollution is one of the largest environmental risk factors for human health (Murray et al. 2020; World Health Organization 2016). Air pollution as an umbrella term includes topics beyond the scope of this work, such as gaseous material or indoor air pollution (Murray et al. 2020). However, to get a first idea of the scale of air pollution, it should be noted that half of the world’s pollution is exposed to increasing air pollution (Shaddick et al. 2020). According to the Global Burden of Diseases database of 2019 (Murray et al. 2020) the risk factor on human health associated with ambient particulate matter, pertaining to what is here referred to as atmospheric aerosol particles, increased since 1990. For comparison the risk factor associated with household, i.e. indoor, air pollution fell in the same time span.

Both the impacts on human health and climate highlight the need of reliable observations to improve the understanding of aerosol processes and trends. Satellite observations are capable of providing consistent long-term observations with a large geographical, depending on the satellite, even nearly global, coverage. Such observations and subsequent detailed studies require robust optical models, which capture the essential morphological and compositional properties, i.e., those microphysical characteristics that most strongly impact the optical properties. A particularly strong focus in the thesis is placed on the linear depolarisation ratio. It quantifies changes in the polarisation state of fully polarised laser light due to scattering by aerosol particles. A long term goal, to which this thesis aims to contribute, is the assimilation of lidar measurements into chemical transport models. These methods
aim at constraining and improving air-quality forecasts. A robust aerosol optics model is one essential component in an aerosol assimilation system. Another, equally important prerequisite for data assimilation is a robust estimate of the optics model’s uncertainties.

Chapter 2 gives a brief introduction to the Earth’s atmosphere and to atmospheric aerosol. A short overview over remote sensing of aerosol is presented in Chapter 3. The physical conceptualisation of remote sensing relies on radiative transfer, and the interpretation of remote sensing data requires an understanding of the particle’s single scattering properties, both topics are introduced in Chapter 4. Chapter 5 discusses particle models used earlier to calculate optical properties of aerosol particles with a focus on soot, mineral dust and sea salt aerosol. The appended articles (Papers A - F) are summarised in chapter 6. The final chapter, Chapter 7, gives a short conclusion as well as an outlook.
Chapter 2

The Earth’s atmosphere

The Earth’s atmosphere consists of 78% of nitrogen (N$_2$), to 21% of oxygen (O$_2$), to 1% of Argon (Ar), and of less than 1% of various trace gases. These trace gases can have a considerable impact on the Earth’s radiative balance and consequently the climate. Examples are carbon dioxide (CO$_2$) or methane (CH$_4$). Methane and other trace gases affect air quality (Seinfeld and Pandis 2016). When neglecting water vapour, the (dry) atmosphere can be considered largely well-mixed, up to an altitude of around 100 km. That means that the volume mixing ratio of the gaseous components is constant with height.

With increasing height the pressure $p(Z)$ decreases exponentially and can be calculated as (Holton 2004):

$$p(Z) = p(0) \exp \left( \frac{-Z g_0}{R \bar{T}} \right)$$

(2.1)

The pressure at surface level is commonly assumed to take the value of the global mean with $p(0) = 1013.25$ hPa. Here, $Z$ is the geopotential height, which can be seen as a gravity-adjusted height$^1$. The global average of the gravitational acceleration at sea level is denoted as $g_0$, with $g_0 = 9.80665$ m s$^{-2}$. $\bar{T}$ is the layer mean temperature.

The vertical change of the temperature can be used for determining the atmosphere’s vertical structure (see Section 2.1). $R$ is the specific gas constant for dry air, with $R = 287$ J kg$^{-1}$ K$^{-1}$.

2.1 Atmospheric structure

Based on the changes of the temperature’s vertical gradient, the atmosphere can be divided into several sub-layers. These changes in temperature gradient are called (temperature) inversion. Inversions, especially strong inversions cap upward motion of air. Consequently, there is only limited exchange of mass between the different layers of the atmosphere (Stull 1988; Wells 2011). The lowest level of the atmosphere, the troposphere, is characterised by a negative temperature gradient, i.e. an decrease

$^1$The geometrical height $z$ and the geopotential height are numerically almost identical. The geopotential $\Phi$ can be calculated from $d\Phi = g dz$ and the geopotential height is $Z = \Phi(z)/g_0$. 
of temperature with increasing height. The cause for this is the increasing distance from the Earth’s surface, which is warmed by solar radiation and re-emits thermal radiation (Seinfeld and Pandis 2016). Commonly the troposphere is considered to have a height of about 10 kilometres (Holton 2004), but varies between about 9 km at the poles and about 17 km at the equator (World Meteorological Organization 1992). In the stratosphere, the layer above the troposphere, the temperature increases with height. This is caused by absorption and by photodissociation of ozone, which occurs mainly in the ozone layer with the maximum of the ozone concentration at a height of 20-30 km. Ozone is highly reactive, preventing it from remaining long enough in the atmosphere to become well-mixed (Seinfeld and Pandis 2016; Wells 2011). The stratosphere is followed by the mesosphere and the thermosphere. The upper boundary of each layer, referred to as a tropopause between troposphere and stratosphere or the stratopause between the stratosphere and the mesosphere, is defined by the point, at which the temperature gradient changes abruptly\(^2\). Figure 2.1 shows the vertical profile of the temperature in K (red) and the pressure in hPa (blue) as defined in the US Standard Atmosphere of 1976. Horizontal lines indicate the position of the tropopause, stratopause, and mesopause. The US Standard Atmosphere is an idealised, seasonally averaged representation of the atmosphere. It is based on observations and gives the conditions for a geographical latitude of 45°N.

Water vapour is another component of the atmosphere, which is not well-mixed, but highly variable. Its mass fraction ranges from 0 to 4.3%. The maximum amount of water vapour in the atmosphere depends on the ambient air temperature. This temperature dependence prevents water vapour from being a well-mixed component of the atmosphere. As can be seen in Fig. 2.1, the tropospheric temperature decreases with height, so does consequently the water vapour content. In case of the US Standard Atmosphere (1976) \(\sim\) 90% of the water vapour mass are concentrated within the atmosphere’s lowest five kilometres (U.S. Commitee on Extension of the Standard Atmosphere 1976).

In addition to dividing the atmosphere into different layers according to the temperature gradient, the atmosphere can also be divided with respect to the influence of the Earth’s surface on the atmosphere. This results in two layers, the (planetary) boundary layer (PBL) and the free atmosphere. Within the boundary layer the atmosphere is directly influenced by the presence of the Earth’s surface. Further, the atmosphere responds to surface forcings with time-scales of up to an hour, such as frictional drag, evaporation, transpiration, heat fluxes, pollutant emission, and flow modifications induced by terrain changes (Holton 2004; Stull 1988).

The transition from the PBL to the free atmosphere is often characterised by a temperature inversion. As mentioned earlier, temperature inversions suppress upward movement of air masses, including the moisture and particles contained in them (Stull 1988), which leads to the PBL having the highest aerosol particle loads (McCormick and Leavor 2013). As a consequence of the suppressed upward motion,

\(^2\)The World Meteorological Organisation defines the tropopause as the lowest level, at which the temperature gradient’s absolute value is below 2 Kelvin per kilometre (World Meteorological Organization 1992).
strato-cumulus clouds frequently form at the top of the PBL. The PBL can also be defined according to the impacts on the strato-cumulus cloud layer (Wood 2012). The height of the PBL may range from 30 m up to 3 km, but its average in the mid-latitudes is about 1 km (Holton 2004; Stull 1988). As the top of the PBL is always within the troposphere, the PBL might also be considered a subdivision of the troposphere. Conditions within the boundary affect the formation of particles and growth or other changes of particles emitted into the atmosphere (Boucher 2015).

Another subdivision of the troposphere can be observed in the tropics. About 80% of all soundings above the tropical\(^3\) oceans show a strong inversion within the lower troposphere. In the trade wind region this inversion is called trade wind inversion (Krishnamurti et al. 2013). The trade wind inversion does not necessarily, but may coincide with the inversion on top of the planetary boundary layer (Carrillo et al. 2016). The trade wind inversion is hypothesised to dry aerosol particles such as marine aerosol particles (Haarig et al. 2017).

\(^3\)While the area between the Tropic of Cancer or Northern Tropic at 23.5° N and the Tropic of Capricorn or Southern Tropic at 23.5° S is commonly (see for example the Oxford English Dictionary or the Merriam-Webster Dictionary) considered as the tropics, this thesis, however, follows a common definition within meteorology to consider the area between 30 °N and 30°S as tropics. Thus, with this definition the tropics cover half of the Earth’s surface.
2.2 Atmospheric Aerosol

The term aerosol refers to particles, both liquid and solid, suspended in a fluid and the fluid containing the particles. Hydrometeors, such as cloud droplets, cloud ice, and precipitation in all its various forms are, by convention in atmospheric science, not considered to be aerosol particles, even if they meet the definition.

Owing to the very broad definition of aerosol there are multiple ways to classify aerosol particles (Boucher 2015). Aerosols can be classified for example according to their formation process as primary, i.e. emitted as particle, or secondary, i.e., formed as particle within the atmosphere from precursor gases. Alternatively, they can be classified by their environment, such as urban, rural, desert, etc. aerosol particles.

Aerosol particles can typically be found in the troposphere and the stratosphere. Usually aerosol particles and their precursors are directly emitted into the troposphere. Stratospheric aerosol is, in general, linked to volcanic eruptions, but deep convection in the tropics and convection caused by wildfires can also inject aerosol particles into the stratosphere (Boucher 2015; Yu et al. 2019). The life time of tropospheric aerosol particles is between a few days to up to two weeks. However, in the stratosphere aerosol particles remain for six month up to two years. Mechanisms causing the removal of aerosol particles are wet deposition (i.e., being washed out), dry deposition (i.e., carried to the ground by turbulent fluxes), and sedimentation (i.e., being deposited by gravity) (Boucher 2015).

2.2.1 Aerosol sources

In addition to the distinction between primary and secondary aerosol, aerosol particles can also be classified according to their source. The most common aerosol types are mineral dust, marine, biogenic, biomass burning, anthropogenic burning, and volcanic aerosol. Marine or sea spray aerosol originate from sea water ejected from the ocean by bursting air bubbles in the ocean and by wind tearing off wave crests. It is dominated by sea salt, but may contain biogenic material, dimethyl sulfide, and other impurities, originating from plankton. Annually between 1000 - 6000 Tg (1 Tg = 10^{12} g = 1,000,000 tons) of sea spray aerosol are emitted. Seas and oceans are also an important source of precursor material. Typically marine aerosol particles range between 100 nm and tens of microns in size.

Wind friction also causes desert dust or mineral dust emissions from arid, semi-arid, and desertic regions to be lifted off the ground. About 1000 - 3000 Tg are emitted into the atmosphere per year. Mineral dust aerosol has a similar size range as marine aerosol particles.

Volcanic eruptions eject volcanic ash, pulverised rock fragments, and minerals into the atmosphere. The resulting aerosol particles tend to cover a size range between a few micrometers to millimetres. Volcanoes also emit sulphur-containing gases, which act as precursor or can condense onto other aerosol particles. Due to the longer residence time in the stratosphere, as discussed earlier, volcanic eruptions can have a considerable effect on the Earth’s climate.
Pollen, spores, bacteria, viruses, and debris of plants and insects constitute biogenic aerosol. Per year approximately 1000 Tg biogenic aerosol particles are emitted, including estimated 40 - 1800 Gg bacteria (1 Gg = $10^9$ g = 1,000 tons) and 30 Tg spores. Due to the variety of biogenic aerosol particles, there are different typical size ranges. Viruses and small bacteria are usually smaller than 1 μm. Larger bacteria, pollen, and spores have a size between 1 and 100 μm. Even larger are plant and insect debris, which as a consequence tend to have a shorter residence time in the atmosphere. Ecosystems, including marine ecosystems, may also be an important source of secondary biogenic aerosol.

Aerosols from biomass burning and fossil fuel combustion contain both black and organic carbon. Organic carbon and black carbon differ in their chemical composition, organic carbon contains a relatively high number fraction of oxygen and hydrogen atoms, while black carbon possesses a higher number fraction of carbon atoms. Carbonaceous aerosol particles are usually smaller than one micrometre. The estimated annual emission flux of biomass burning aerosol is 70 - 125 Tg, and 26-40 Tg for fossil fuel combustion aerosol. Burning fossil fuels and biomass also releases of precursor gases.

### 2.2.2 Aerosol effects

Since aerosol particles are diverse in their origin, their chemical composition, and their microphysical properties, they have wide-ranging impacts.

Aerosol particles scatter and absorb solar radiation directly, as is well documented for sea salt aerosol (Buseck and Pósfai 1999; King et al. 2012; Murphy et al. 1998), mineral dust, especially in form of dust storms (Goudie 2009; Kumar et al. 2014), or black carbon (Bond et al. 2013; Bond and Bergstrom 2006). This absorption and scattering of solar radiation by aerosol particles, in turn, affects the atmosphere and more broadly the climate system. Absorption by aerosol particles changes the atmospheric temperature profile. This affects relative humidity and atmospheric stability, which then impacts cloud formation processes (Boucher 2015). Cloud formation processes are additionally impacted by aerosol particles, such as black carbon, mineral dust, marine aerosol and biogenic aerosol, serving as cloud condensation nuclei and ice nuclei (e.g. Boucher 2015; Hoose et al. 2010; Murray et al. 2012; Steiner et al. 2015). An increase in the number of cloud condensation nuclei leads to an increase in cloud droplet concentration. If the conditions are otherwise unchanged, an increase in cloud condensation nuclei results in smaller cloud droplets, which itself results in a higher cloud reflectivity. Since aerosol particles also act as ice nuclei, they can initiate glaciation in liquid water and mixed phase clouds. Aerosol particles emitted into the atmosphere as a result of anthropogenic activity, which indirectly also includes emission changes due to changes in the climate system, have a negative effective radiative forcing (Forster et al. 2021). As already stated in the introduction, black carbon or soot aerosol are an exception, as they have a warming effect (Naik et al. 2021). When considering atmospheric feedbacks, like the ones sketched out here, soot is less warming, than estimated in the previous iteration of the Intergovernmental Panel’s on Climate Change (IPCC) Assessment
Reports (Myhre et al. 2013), which mainly considered the instantaneous effects. The effects of aerosol-cloud interactions are not only limited to climate, but they also impact the strength of ’medicanes’, i.e. hurricane-like storms in the Mediterranean (Pravia-Sarabia et al. 2021). Mineral dust appears also to be linked to hurricane activity in the Atlantic Ocean (Evan et al. 2006).

By absorbing solar radiation aerosol particles also affect vegetation. Further, cations in aerosol particles also act as nutrients (Goudie 2009; Mahowald et al. 2017), which then impacts vegetation in both continental and marine ecosystems, including the Amazon rainforest (Bristow et al. 2010; Griffin and Kellogg 2004; Yu et al. 2015).

Highly absorbing aerosol, like black carbon/soot aerosol, deposited on highly reflective snow and ice surfaces, decreases the surfaces’ albedo and by that influences the radiative balance (Bond et al. 2013).

The highly abrasive nature of volcanic ash can damage aircrafts, especially their wind shields, engines, and electronics, which means that aerosol particles also impact air traffic (Casadevall 1994). An increase in aerosol particle number decreases atmospheric visibility, i.e. the range at which a black object can be seen against the horizon (Seinfeld and Pandis 2016). Absorption and scattering by aerosol particles and molecules affects this range and the colouration of the sky. This change in atmospheric visibility can also affect (air) traffic. Heterogeneous chemical reactions can take place on surfaces areas provided by marine aerosol (Buseck and Pósfai 1999). Further, sea salt aerosol contribute to corrosion of metals and reinforced concrete structures in coastal areas (Meira et al. 2008).

Aerosols have also adverse impacts on human health. Specifically, they can contribute to and even cause cardiovascular, respiratory and allergic diseases (Pöschl 2005; Schmidt 2016). Wildfire smoke in particular was found to be linked to respiratory and cardiovascular symptoms, mortality, emergency rooms visits, inflammation markers and even lower birth weight (Liu et al. 2015b). Wildfire smoke is also a potential infectious agent, with infections potentially caused by co-emitted microbes (Kobziar and Thompson 2020). Microbes transported by dust storms similarly contribute to adverse effects on public health (Griffin and Kellogg 2004). Black carbon, which is an important part of wildfire smoke, is further associated with increased mortality from cardiopulmonary diseases and lung cancer (Anenberg et al. 2011; Anenberg et al. 2012). PM2.5 particles, i.e. particulate matter with a diameter smaller than 2.5 \( \mu \text{m} \) is linked with a decrease in fecundity and a higher probability of reduced fertility, as well as lowering ovarian reserve among women (Gaskins et al. 2019; Li et al. 2021).

Reducing soot emissions has co-benefits for both climate and air quality, and hence human health (Anenberg et al. 2012). However, sulphate aerosol has adverse effects on air quality (e.g. Anenberg et al. 2011), but a cooling effect on the climate (Naik et al. 2021).
Chapter 3
Remote sensing of atmospheric aerosol particles

Aerosol particles can be either observed by in situ measurements or by remote sensing techniques. Each method has its drawbacks and its advantages. In situ measurements allow for direct measurements of physical properties and chemical composition. However, they are limited in time and space. In addition, due to their very nature they disturb and potentially alter atmospheric aerosol. Remote sensing on the other hand provides information on unperturbed aerosol profiles, but physical and chemical information can only be inferred indirectly. Satellite-based remote sensing of aerosol particles allows for global observations and provides strong observational constraints on model representations of the global aerosol distribution (Lenoble et al. 2013).

Remote sensing techniques can, broadly speaking, be divided into two types: active and passive remote sensing. Passive remote sensing makes use of electromagnetic radiation emitted from an existing source, such as the Sun or stars, while in active remote sensing techniques electromagnetic radiation is emitted from an artificial source, e.g., by a laser. Both types of techniques are used to investigate aerosol particles. The focus in this thesis is placed on active remote sensing.

3.1 Passive remote sensing

Probably the most straightforward way for passive remote sensing of atmospheric aerosol particles is the measurement of the extinction related to aerosol.

The solar irradiance, which an instrument observes can be written as (Boucher 2015)

\[ F(\lambda) = F_0(\lambda) \exp(-\tau(\lambda)). \]  

(3.1)

In practice several measurements at different narrow spectral bands are taken, hence the dependency on the wavelength \( \lambda \). \( F_0 \) is the solar irradiance at the top of the atmosphere and \( \tau \) is the total extinction optical depth due to molecules, aerosol particles and clouds along the line of sight. To retrieve the aerosol related quantities observations contaminated with clouds are usually discarded. With the help of the
surface pressure the molecular extinction can be accounted for. Measurements at absorption lines of trace gases require further corrections. When approximating the atmosphere by a plane-parallel geometry, the optical depth along the path can be written as

\[ \tau = (\tau_a + \tau_m)/\cos \theta_0. \] (3.2)

with \( \tau_a \) and \( \tau_m \) being the vertical optical depth due to aerosols and molecules, respectively. \( \theta_0 \) is the solar zenith angle.

From such observations the size distribution \( n(r) \) can be obtained by inverting the following expression for the aerosol optical depth of a layer with thickness \( \Delta z \) under the assumption of homogeneous layer properties

\[ \tau_a(\lambda) = \Delta z \int_0^\infty \pi r^2 Q_{\text{ext}}(r, \lambda, m) n(r) dr. \] (3.3)

\( Q_{\text{ext}} \) being the extinction efficiency as a function of radius \( r \), wavelength \( \lambda \) and complex refractive index \( m \). The complex refractive index describes the dielectric properties of the material, and depends on the chemical composition of the material.

Measuring \( \tau_a(\lambda) \) at several wavelengths allows for an approximate aerosol size distribution to be inverted. However, its practical application is limited to radii smaller than 3 - 4 \( \mu \)m (Boucher 2015; King and Dubovik 2013). By observing scattered radiation this limitation can be overcome. The radiance scattered into a direction \( \Theta \) can be expressed by

\[ L(\lambda, \Theta) = \frac{\varpi(\lambda) \tau(\lambda)p(\lambda, \Theta)}{4\pi \cos \theta_0} F_0(\lambda). \] (3.4)

With \( \varpi \) the single scattering albedo, a ratio of scattering and extinction efficiency, indicating how much radiation is scattered and how much absorbed, \( \tau \) the optical depth and \( p \) the phase function of the molecules and aerosol particles. After correcting for effects from molecules, the aerosol phase function can be approximated from the measured radiance. Hence, the equation to be solved, thus becomes

\[ p_{\text{aerosol}}(\lambda, \Theta) = \int p(\Theta, r, m)n(r) dr. \] (3.5)

By combining the observations of direct sun light (extinction measurements) and diffuse sun light (observation of scattered sun light), retrieval algorithms for sun photometers can obtain the aerosol size distribution and the single scattering albedo. For space-borne measurements surface contributions to the signal need to be taken into account.

For a more detailed, and mathematically more rigorous account of the inversion of passive aerosol observations, please refer to the discussions by King and Dubovik (2013).
3.2 Active remote sensing

Active remote sensing of aerosol particles is done by using lidar (light detection and ranging) instruments\(^1\). Lidar instruments emit short pulses of laser light at a single or at multiple specific wavelengths. The emitted radiation is transmitted and scattered or absorbed by cloud particles, aerosol particles and/or molecules. Part of the radiation is scattered in the direction of the receiver. Here a telescope collects all photons and an optical analysing system allows filtering for specific wavelengths and polarisation states. The focus here will be on monostatic lidar setups, for which transmitter and receiver are collocated. This allows inference range data by measuring the time between pulse emission and signal detection (Wandinger 2005).

In context of remote sensing of aerosol particles there are two main types of retrieval techniques (Ansmann and Müller 2005). The choice of these retrieval techniques is connected to the available lidar instrument. The first of these two techniques is connected to the measuring return signals by standard or elastic backscatter lidars. These lidar instruments detect the total atmospheric backscatter signal that means without separating the particle and the molecular contributions to the total backscatter. The extinction cannot be measured by these instruments, but has to be estimated from the backscatter profile. As a consequence elastic backscatter lidar instruments rely on making assumptions on the aerosol type. These instruments are not covered further here. For a brief discussion, including the relevant lidar equation, please see the discussion by Ansmann and Müller (2005). The profile of the particle extinction coefficient can, however, directly be determined by using the Raman lidar technique or the high spectral resolution lidar (HSRL) method. The backscatter coefficient is also obtained. Both Raman lidars and HSRLs allow for the separation of particle and molecular contributions of the backscattered signal. Another instrument type to obtain vertical profiles are scanning or multiangle lidars. Their main drawback is the requirement of horizontally homogeneous backscattering and extinction at all measurements heights. Often this requirement is not met in the boundary layer (Ansmann and Müller 2005).

Raman lidars measure both the return signals elastically backscattered by particles and molecules and the inelastically backscattered signal (a process called Raman scattering, hence the instrument’s name) by nitrogen and/or oxygen molecules. The HSRL builds on the differences in the spectral line width of the elastically backscattered signal. Due to the much higher thermal motion of molecules, the corresponding line of the backscatter signal has experienced stronger Doppler-broadening, whereas, aerosol particles (and cloud particles) possess a much smaller thermal motion and therefore, their backscattering spectrum remains nearly unchanged. By using filters one channel can block out the narrow aerosol peak and detect only the signal pertaining to the molecules, and the other channel detects either the total signal or only the aerosol peak.

\(^1\)A notable exception is the study by Klingebiel et al. (2019), which used a highly sensitive cloud radar measuring at 35.5 GHz (corresponds to \(\lambda = 0.8\) cm), to detect hygroscopically grown sea salt aerosol particles. However, in general radar instruments are not sensitive enough for providing information on aerosol profiles. Hence, radar is not discussed further.
The lidar equation for the molecular backscatter signal $P(R, \lambda_{Ra})$, measured by a monostatic lidar instrument with transmitted laser pulse energy $E_0$ and the instrument’s characteristic efficiencies $\eta_{Ra}$, reads

$$P(R, \lambda_{Ra}) = \frac{E_0 \eta_{Ra}}{R^2} O(R, \lambda_{Ra}) \beta_{Ra}(R, \lambda_0) \exp \left(- \int_0^R [\alpha(r, \lambda_0) + \alpha(r, \lambda_{Ra})] dr \right).$$

(3.6)

Here $\beta_{Ra}$ describes, in case of an HSRL, Rayleigh backscattering; in case of Raman lidars it describes Raman backscattering. For non-overlap of the laser-beam and the receiver-field-of-view the overlap function $O(R, \lambda_{Ra})$ needs to be considered. Extinction by particles is the only particle-scattering effect in this form of the lidar equation. $\alpha(R, \lambda_0)$ denotes the extinction along the way to the backscatter region, whereas, $\alpha(R, \lambda_{Ra})$ denotes the extinction along the way back to the lidar instrument. In the Rayleigh case, as well as for rotational Raman backscattering it can be assumed that $\lambda_{Ra} = \lambda_0$. For vibration-rotational Raman signals, the change of the wavelength needs to be considered. The molecular backscatter coefficient $\beta_{Ra}$ can be calculated from the number density of air molecules, which itself can either be calculated from radiosonde measurements or from a standard atmosphere’s profiles. From Eq. 3.6 and $\alpha = \alpha_{aer} + \alpha_{mol}$ the aerosol extinction coefficient $\alpha_{aer}$ can be obtained. Unlike the case of using the elastic backscatter lidar, no critical assumptions are needed. However, the lidar equation is based on the single-scattering approximation. Thus the main assumption is that multiple scattering effects within the detector’s field of view can safely be neglected. From two more signal pairs of total and molecular backscatter, including measurements at a reference height in the upper troposphere with negligible particle scattering, the particle backscatter coefficient $\beta_{aer}$ can be obtained.

Pulsed lasers used for lidar remote sensing produce linearly polarised light. Interaction of laser light with particles, including molecules, can change the polarisation state, i.e. the backscattered light may become depolarised (Sassen 2005). The combined depolarisation ratio from molecules and particles, called volume depolarisation ratio $\delta^v$, can be obtained by measuring the parallel- ($P_\parallel$) and perpendicular-polarised ($P_\perp$) backscattered power or the corresponding backscattering coefficients (Freudenthaler et al. 2009)

$$\delta^v = \frac{P_\perp}{P_\parallel} = \frac{\beta_\perp}{\beta_\parallel}.$$ 

(3.7)

To disentangle the respective contributions the molecular depolarisation ratio needs to be determined

$$\delta_{mol} = \frac{\beta_{mol}^\perp}{\beta_{mol}^\parallel}.$$ 

(3.8)

Depending on the measurement set-up the cross- and parallel-polarised particle backscatter coefficient may be available. In such a case the particle depolarisation ratio can be calculated analogous to Eq. (3.7). Should such measurements, however, not be available, the particle depolarisation ratio can be calculated using $\delta^v$ and $\delta_{mol}$.
δ_{aer} = \frac{\beta_{aer}}{\beta_{aer}^\perp} = \frac{(1 + \delta_{mol})\delta^R - (1 + \delta^v)(1 + \delta_{mol})}{(1 + \delta_{mol})R - (1 + \delta^v)}. \quad (3.9)

The backscatter ratio \( R \) is defined as

\[ R = \frac{\beta_{mol} + \beta_{aer}}{\beta_{mol}}. \quad (3.10) \]

Since the linear depolarisation ratio in backscattering direction is identically to zero for homogeneous spheres (and other spherically symmetric, but inhomogeneous particles), its measurements and the interpretation allow discerning particle shapes.

### 3.3 Inferring microphysical aerosol properties from remote sensing

Both passive and active remote sensing techniques and combinations thereof aim at retrieving aerosol microphysical properties. Ansmann and Müller (2005) classify retrieval methods for lidar measurements into three different, distinct groups. The first group contains combinations of (monostatic) lidar instruments with other instruments. These instruments can be in-situ measurements. Applications are usually limited to specific field campaigns, but provide detailed knowledge of microphysical aerosol properties. Another type of instruments would be sun photometers, which provide retrieved particle size distributions and an estimate of the aerosol complex refractive index. Both types of instruments, however, require the observation of the same particle volume by the lidar and the auxiliary instrument. The second group of retrieval methods relies on Mie-scattering calculations, intended to reconstruct the backscattering coefficient derived from lidar observations. The aerosol complex refractive index and the particle size distribution would here be assumed a priori. Due to the use of Mie-scattering calculations spherical particle shapes are implicitly assumed. The uncertainties associated with this approach restrict the practical application of this method. It has successfully been used for remote sensing of stratospheric particles, which are less diverse than tropospheric aerosol. This method also allows for a coarse classification of tropospheric aerosol particles (Ansmann and Müller 2005; Post et al. 1996; Sasano and Browell 1989). The third and last class combines mathematical tools with multiwavelength lidar measurements. It makes use of spectral information in backscatter and extinction measurements and the dependence on particle size. Compared to the previous class less a priori information is required. Thus we do not have to make assumptions about the particle volume, the specific form of the size distribution, or the complex refractive index (Böckmann 2001; Müller et al. 1999). The combination of technically robust multiwavelength measurements of extinction and backscatter and the mathematical tools used make the inversion methods both versatile and robust for highly variable tropospheric aerosol (Ansmann and Müller 2005; Böckmann 2001).
This third class is the standard approach for microphysical retrievals and referred to as regularisation with constraints. The optical properties are related to the microphysical properties by Fredholm integral equations of the first kind\(^2\)

\[
g_p = \int_{r_{\text{min}}}^{r_{\text{max}}} K_p(r, m)v(r)dr + \epsilon_p^{\text{exp}}. \tag{3.11}
\]

The optical data is denoted as \(g\). \(K\) stands for the Kernel efficiencies, which are a function of radius \(r\) and complex refractive index \(m\). The data has an error \(\epsilon\). \(v(r)\) is the particle volume concentration per size interval \(dr\). The subscript \(p\) denotes both the kind of data (i.e., extinction coefficient, backscatter coefficient) and the wavelength. The radii \(r_{\text{min}}\) and \(r_{\text{max}}\) are defined by the range at which particles contribute to the signal. Below \(r_{\text{min}}\) the particles are no longer optically efficient. For example for a wavelength of \(\lambda = 355\) nm the lower bound would be at \(r_{\text{min}} \approx 50\) nm. The upper bound \(r_{\text{max}}\) is defined by the particle size, at which concentrations are so low that particles no longer significantly contribute to the signal. For tropospheric aerosol this is typically below 10 \(\mu\)m.

Retrieving microphysical properties from lidar measurements requires solving an ill-posed problem. Various factors contribute to this classification. Tropospheric aerosol is highly complex, as the discussion in Sec. 2.2 indicated. The number of variables required for unambiguous characterisation of the aerosol particles is typically higher, than the number of independent observed quantities. This causes the mathematical problem to have a non-unique solution. Different combinations of particle shape, size, complex refractive index, and size distribution can lead to similar optical properties, which are no longer distinguishable within the margin of error. The large range of values of matrix elements in the matrix formulation of Eq. 3.11 can result in a non-continuous dependence of the solution on the input data.

A numerical solution to Eq. 3.11 can be obtained after rewriting the equation as a matrix equation. A mathematical procedure called regularisation is used to avoid error amplification and the solution becoming non-unique. With this procedure solutions are calculated for which the error term drops below a predefined threshold value. In this minimisation process a penalty term is included, which contains physical constraints to the solution. A more detailed account of this method was provided by Ansmann and Müller (2005).

For particle characterisation, i.e. the retrieval of complex refractive index, effective radius, and volume, surface area, and number concentrations, measurements at at least three different wavelengths are required. By using backscattering coefficients measured at up to six wavelengths the accuracy of the results can be increased. If measurements of the linear depolarisation ratio are included in the retrieval process non-spherical geometries can be accounted for.

Measurements of the backscattering coefficient at three wavelengths and of the extinction coefficient at two wavelengths are routinely provided by modern lidar instruments. Such a system is referred to as \(3\beta+2\alpha\) system. Adding the depolarisation ratio at one wavelength consequently results in a \(3\beta+2\alpha+1\delta\) system. Such an addition

\(^2\)The inversion of passive remote sensing measurements uses Fredholm integral equations, too (King and Dubovik 2013).
allows the retrieval of shape information (Ansmann and Müller 2005), as well as for the optical partitioning of two and three component particle mixtures (Miffre 2015; Tesche et al. 2009; Veselovskii et al. 2018). Raman lidars and HSRL commonly use Nd:YAG (neodymium-doped yttrium-aluminium garnet) lasers (Eloranta 2005; Wandinger 2005). Thus, the wavelengths in question are typically 355 nm, 532 nm, and 1064 nm. Lidar measurements of the extinction coefficient at 1064 nm have only become possible in the recent years (Haarig et al. 2018, 2016). A recent study by Tesche et al. (2019) recommends the use of linear depolarisation ratio measurements at 355 nm, and if possible, also at 532 nm for microphysical aerosol retrievals.
Chapter 4

Radiative transfer and single scattering properties

The physical conceptualisation of remote sensing relies on a description of the energy transport in form of electromagnetic radiation in the atmosphere, i.e. radiative transfer. As briefly mentioned in the previous chapter, the interpretation of remote sensing observations builds upon computations of single scattering properties, which are linked to interactions of electromagnetic waves. This chapter introduces the fundamentals of radiative transfer theory. The basic terminology of the radiometric quantities and the single scattering properties is introduced.

4.1 Atmospheric radiative transfer

The transport of electromagnetic radiation through the atmosphere is referred to as atmospheric radiative transfer. Applications of radiative transfer include remote sensing, temperature forecasting, or energy balance calculations.

Figure 4.1 shows the solar spectrum at the top of the atmosphere (TOA) in grey and the spectrum at the Earth’s surface in black. Both curves are shown as a function of wavelength. Differences between the two spectra can be attributed to molecular absorption by O$_3$, CO$_2$, H$_2$O, and O$_2$. The dotted vertical lines indicate the different spectral ranges, ultraviolet (UV) for wavelengths up to 400 nm, visible light (VIS), and infrared radiation (IR) from wavelengths of 760 nm (Zdunkowski et al. 2007). Electromagnetic radiation with wavelengths below 10 nm, is classified as X-rays and gamma radiation. However, the solar emissions at these wavelengths is negligible when it comes to atmospheric radiative transfer. The infrared spectral band extends further to a wavelength of up to 1 mm, although only about 0.9% of the solar power output is emitted at wavelengths larger than 4 µm (Petty 2006).

Radiative transfer can be quantitatively described using the radiative transfer equation. Its standard form for a three-dimensional medium as given by e.g., Zdunkowski et al. (2007) is

\[- \frac{1}{k_{\text{ext},\nu}} \Omega \nabla I_\nu = I_\nu - \frac{\omega_{0,\nu}}{4\pi} \int_{4\pi} p(\Omega' \cdot \Omega) I_\nu(\Omega')d\Omega' - \frac{1}{k_{\text{ext},\nu}} J^e_\nu.\]  

(4.1)
The radiative transfer equation is an integro-differential equation and describes sources and sinks of electromagnetic radiation, travelling through a medium, here the atmosphere. Electromagnetic radiation is quantified by the spectral radiance $I_\nu$. Losses of radiation by absorption or scattering out of the direction of propagation $\Omega$, i.e. extinction of radiation, are described by the first term $-\frac{1}{k_{\text{ext},\nu}} \hat{\Omega} \cdot \nabla I_\nu$. $k_{\text{ext}}$ is the volumetric or bulk extinction coefficient, which quantifies the extinction. The direction of propagation $\Omega$ is mathematically described by a unit vector. The second term, $-\frac{\bar{\omega}_0}{4\pi} \int_{4\pi} p(\Omega' \cdot \Omega) J_\nu(\Omega') d\Omega'$, describes radiation scattered into the direction of propagation. The phase function $p$ describes the angular distribution of scattered radiation. $\Omega' \cdot \Omega$ denotes the cosine of the scattering angle $\vartheta$ and $\bar{\omega}_0$ the bulk single scattering albedo. The emission of electromagnetic radiation is described by $-\frac{1}{k_{\text{ext},\nu}} J_\nu$.

In the troposphere and stratosphere the emission source term is proportional to the Planck function, i.e., there are conditions of local thermodynamic equilibrium. However, it should also be stressed that in the solar radiation’s main spectral range (for wavelengths below $4 \mu m$) the emission source term can be neglected.

A microphysical derivation of the radiative transfer equation, which links it back to the scattering problem and Maxwell’s equations (see Section 4.2) and requires
only a limited number of assumptions is presented by Mishchenko et al. (2006)\(^1\). The elastic lidar equation, mentioned in Sec. 3.2 can be derived from the radiative transfer equation, as shown by Ceolato et al. (2020).

Integro-differential equations, such as the radiative transfer equation, are difficult to solve. There are different techniques to solve it, as for example discussed by Zdunkowski et al. (2007). The respective choice of solving technique depends on the intended application. As is evident from Eq. 4.1 the radiative transfer equation is linked to single scattering properties.

### 4.2 Single scattering properties

At a given point the electromagnetic state of matter is described by the volume density charge \(\rho\), the volume density of electric dipoles or polarisation \(P\), the volume density of magnetic dipoles or magenetisation \(M\), and the electric current per unit area or current density \(J\). These quantities are linked to the electric fields \(\vec{E}\) and magnetic fields \(\vec{H}\) by Maxwell’s equations, which form the basis of the theory of classical optics phenomena (e.g. Mishchenko et al. 2006; Zdunkowski et al. 2007).

The electric displacement can be defined as \(\vec{D} = \epsilon_0 \vec{E} + \vec{P}\) and the magnetic induction as \(\vec{B} = \mu_0 (\vec{H} + \vec{M})\) with \(\epsilon_0\) and \(\mu_0\) being the permittivity and the permeability in vacuum, respectively. Permittivity and permeability are measuring how a material responds to an electric and a magnetic field. Thus, Maxwell’s equations can be written as

\[
\begin{align*}

\nabla \cdot \vec{D} &= \rho \\
\nabla \cdot \vec{B} &= 0 \\
\n\nabla \times \vec{E} &= \frac{\partial \vec{B}}{\partial t} \\
\n\nabla \times \vec{H} &= \vec{J} + \frac{\partial \vec{D}}{\partial t}.
\end{align*}
\]

Equations (4.2)

The current density of the conduction electrons in response to the electric field is denoted by \(\vec{J} = \sigma \vec{E}\), with \(\sigma\) being the electrical conductivity. Maxwell’s equations are often solved in the frequency domain, because then the constitutive relations for linear, isotropic materials are given by the simple linear relations \(\vec{D} = \epsilon \vec{E}\) and \(\vec{B} = \mu \vec{H}\). Analogous to \(\epsilon_0\) and \(\mu_0\), \(\epsilon\) and \(\mu\) are the permittivity and permeability, respectively, and are material constants.

Propagation of electromagnetic radiation in an homogeneous, source-free medium, can be described by plane electromagnetic waves (e.g., Mishchenko et al. 2002), which are solutions to Maxwell’s equations (Fleisch 2019)

\[
\vec{E} = \vec{E}_0 \exp \left(-i \vec{k}_l \cdot \vec{r}\right) \exp \left(i \vec{k}_R \cdot \vec{r} - i \omega t\right),
\]

Equation (4.4)

\(^1\)The radiative transfer equation as defined by Zdunkowski et al. (2007) and as given here assumes the atmosphere to be an isotropic medium, while Mishchenko et al. (2006) state the radiative transfer equation for a more general case of an anisotropic medium. Hence, Mishchenko et al. (2006) introduce the extinction matrix, which takes the directional dependence of the extinction in case of anisotropy into account. However, for all practical purposes the atmosphere can be considered an isotropic medium (Zdunkowski et al. 2007).
\[ \vec{H} = \vec{H}_0 \exp \left( -\vec{k}_I \cdot \vec{r} \right) \exp \left( i\vec{k}_R \cdot \vec{r} - i\omega t \right). \] (4.5)

\( \vec{E} \) and \( \vec{H} \) denote the electric and the magnetic field vector. \( \vec{k}_I \) and \( \vec{k}_R \) denote the imaginary and the real part of the complex wave vector. Thus, the amplitudes of the electric and the magnetic waves are described by \( \vec{E}_0 \exp \left( -\vec{k}_I \cdot \vec{r} \right) \) and \( \vec{H}_0 \exp \left( -\vec{k}_I \cdot \vec{r} \right) \), respectively. \( i\vec{k}_R \cdot \vec{r} - i\omega t \) denotes the waves’ phase. The electromagnetic energy flow is described in magnitude and direction by the Poynting vector. The Poynting vector of a plane wave is (Mishchenko et al. 2002)

\[ S(r) = \frac{1}{2} \left| \vec{E}(r) \times \vec{H}^*(r) \right|. \] (4.6)

So far the propagation of plane waves in an unbound medium were considered. In the presence of a particle the electromagnetic field changes. To easily observe these changes induced by particles in a non-absorbing medium, further quantities of the particle need to be introduced. The time averaged Poynting vector is the Poynting vector’s real part and can be decomposed into an incident, scattered and extinct component, when considering the scattering problem

\[ \langle S(r) \rangle = \text{Re}(S(r)) = \langle S^{\text{inc}}(r) \rangle + \langle S^{\text{sca}}(r) \rangle + \langle S^{\text{ext}}(r) \rangle. \] (4.7)

Here \( \langle S^{\text{inc}}(r) \rangle \) and \( \langle S^{\text{sca}}(r) \rangle \) are the (time-averaged) Poynting vectors of the incident and the scattered field, respectively. \( \langle S^{\text{ext}}(r) \rangle \) can be seen as caused by the interaction of the incident and the scattered field.

With the help of the time averaged Poynting vector, the optical cross sections of a scatterer in a non-absorbing medium can be determined, by surrounding the scatterer with an imaginary sphere with a surface area \( A \). The net rate at which electromagnetic energy crosses the surface \( A \) is equal to the power the particle absorbs,

\[ W^{\text{abs}} = -\int_A \langle S(r) \rangle \hat{r} \, dA. \] (4.8)

The extinct power \( W^{\text{ext}} \) and the scattered \( W^{\text{sca}} \) can be calculated analogously. \( W^{\text{inc}} \), which is suggested by Eq. 4.7 vanishes, since the surrounding medium is considered to be non-absorbing. \( W^{\text{sca}} \) is the rate at which the imaginary sphere’s surface is crossed in the outward direction,

\[ W^{\text{sca}} = \int_A \langle S^{\text{sca}}(r) \rangle \hat{r} \, dA. \] (4.9)

\( W^{\text{ext}} \) is equal to the sum of the energy scattering rate and the energy absorption rate

\[ W^{\text{ext}} = W^{\text{sca}} + W^{\text{abs}} = -\int_A \langle S^{\text{ext}}(r) \rangle \hat{r} \, dA. \] (4.10)

With the help of these expressions the optical cross sections can finally be calculated by

\[ C_{\text{ext}} = \frac{W^{\text{ext}}}{\frac{1}{2} \sqrt{\frac{\epsilon \mu_0}{\rho_0}} |E_0^{\text{inc}}|^2} \] (4.11)
and

\[ C_{\text{sca}} = \frac{W_{\text{sca}}}{\frac{1}{2} \sqrt{\mu_0 |E_{\text{inc}}|^2}} \]  
(4.12)

and \( C_{\text{abs}} \) can be calculated as

\[ C_{\text{abs}} = C_{\text{ext}} - C_{\text{sca}}. \]  
(4.13)

The extinction cross section is, in fact, an observable quantity, and the optical cross sections have units of area.

The ratio of scattering and extinction cross section, which was already introduced in Sec. 3.1, is commonly referred to as single scattering albedo \( \varpi \) or SSA

\[ \varpi = \frac{C_{\text{sca}}}{C_{\text{ext}}}. \]  
(4.14)

For a purely scattering medium the SSA takes a value of 1, since for this case \( C_{\text{ext}} = C_{\text{sca}} \), while for a purely absorbing medium the SSA is equal to 0.

Electromagnetic radiation can be described by the Stokes vector\(^2\) \( (I, Q, U, V) \), which quantifies the magnitude \( I \) and the polarisation \( Q, U, V \). \( Q \) denotes the linear polarisation with respect to a reference plane through the direction of propagation, \( U \) the linear polarisation with respect to a plane tilted by ±45° compared to the polarisation plane, and \( V \) the circular polarisation.

The scattered Stokes vector \( (I_{\text{sca}}, Q_{\text{sca}}, U_{\text{sca}}, V_{\text{sca}}) \) can be related to the incident Stokes vector \( (I_{\text{inc}}, Q_{\text{inc}}, U_{\text{inc}}, V_{\text{inc}}) \) with the help of the scattering matrix \( S \). In case of totally random orientation of scatterer with a plane of symmetry (or a mirror-symmetric counterpart present) either scatterer would constitute a macroscopic isotropic and mirror-symmetric medium\(^3\). Hence, the relationship can be expressed as (Hulst 1981; Mishchenko et al. 2002)

\[
\begin{pmatrix}
I_{\text{inc}} \\
Q_{\text{inc}} \\
U_{\text{inc}} \\
V_{\text{inc}}
\end{pmatrix}
\begin{pmatrix}
S_{11} & S_{12} & 0 & 0 \\
S_{12} & S_{22} & 0 & 0 \\
0 & 0 & S_{33} & S_{34} \\
0 & 0 & -S_{34} & S_{44}
\end{pmatrix}
\begin{pmatrix}
I_{\text{sca}} \\
Q_{\text{sca}} \\
U_{\text{sca}} \\
V_{\text{sca}}
\end{pmatrix}.
\]  
(4.15)

A macroscopically isotropic and mirror-symmetric scattering medium appears to be a rather special case, however, in practice it provides a very good numerical description of different particles, including fractal aggregates, which are discussed in more detail in Chapter 5 (Ceolato et al. 2020; Mishchenko et al. 2002). In case of unpolarised incident radiation, i.e. radiation with a Stokes vector of \( (I_{\text{inc}}, 0, 0, 0) \), the \( S_{1,1} \) element describes the angular distribution of scattered intensity. It is also referred to as scattering phase function \( p \). The scattering matrix in Eq. 4.15 is

---

\(^2\)The literature is not consistent, whether the Stokes vector is defined as a generalised form of the radiance (Mishchenko et al. 2002) or as a generalisation of irradiance (Bohren and Huffman 1983). A middle way was chosen by Zdunkowski et al. (2007), who defined the Stokes vector elements loosely as intensities with different possible units. As a consequence Zdunkowski et al. (2007) introduced conversions factors, carrying the units required for the intended definition.

\(^3\)This would not apply to, for example, left- or right-handed helices as scatterers.
defined, so that \( f \pi p d\Omega = C_{\text{sca}} \). Commonly the scattering matrix is normalised, so that \( f \pi p d\Omega = 1 \). In case of such a normalisation the matrix is then referred to as (normalised) Stokes matrix \( F \).

From the scattering matrix elements more quantities can be calculated. Among these quantities is the asymmetry parameter \( g \) or \( \text{ASY} \), which can be calculated by

\[
g = \text{ASY} = \int_{4\pi} F_{11} \cos \theta d\Omega \tag{4.16}
\]

The asymmetry parameter describes the dominant scattering direction. The asymmetry parameter is \( g = 0 \) for isotropic scattering, which means that the same amount is scattered in all directions, or if the scattering is symmetric about a scattering angle of 90\(^\circ\), such as Rayleigh scattering\(^4\). In case forward scattering dominates, \( g > 0 \) and if the backward scattering dominates, \( g < 0 \) (Bohren and Huffman 1983; Mishchenko et al. 2002).

Quantities routinely measured by lidar instruments include the extinction coefficient, the backscattering coefficient, the extinction-to-backscatter ratio and the linear depolarisation ratio (see Sec. 3.2). These quantities can also be calculated from the optical cross sections and the scattering matrix elements. The size-averaged (aerosol) extinction coefficient \( \alpha \) between the lower limit of the size distribution \( r_{\text{min}} \) and the upper limit \( r_{\text{max}} \) can be calculated from the extinction cross section and the size distribution by (Gasteiger et al. 2011)

\[
\alpha = \int_{r_{\text{min}}}^{r_{\text{max}}} C_{\text{ext}}(r)n(r)dr. \tag{4.17}
\]

The size-averaged backscatter coefficient \( \beta \) is defined as

\[
\beta = \int_{r_{\text{min}}}^{r_{\text{max}}} \frac{C_{\text{sca}}(r)F_{11}(r, 180^\circ)n(r)}{4\pi} dr. \tag{4.18}
\]

Here \( F_{11} \) is the (1,1)-element of the normalised Stokes matrix \( F \) and \( C_{\text{sca}} \) the scattering cross section, as defined above. The product of \( F_{11}(180^\circ) \) and \( C_{\text{sca}} \) is also referred to as the backscattering cross section \( C_{\text{bsc}} \). It quantifies the amount of radiation scattered backwards.

The size-averaged extinction-to-backscatter ratio \( S_p \), or as it is especially in the context of lidar remote sensing often called, lidar ratio, can then be calculated by

\[
S_p = \frac{\alpha}{\beta}. \tag{4.19}
\]

While both \( \alpha \) and \( \beta \) depend on the total particle number, \( S_p \) is independent of the particle number. For individual particles \( S_p(r) \) can be calculated by

\[
S_p(r) = 4\pi \frac{C_{\text{ext}}(r)}{C_{\text{sca}}(r)F_{11}(r, 180^\circ)}. \tag{4.20}
\]

\(^4\)In some cases in the literature, such as for example by Davies and Knyazikhin (2010) isotropic scattering is (implicitly) defined as scattering with \( g = 0 \).
In case a lidar instrument operates at multiple wavelengths, spectral changes of the measured quantities can be observed. The spectral change of a quantity \( x \) between two wavelengths \( \lambda_1 \) and \( \lambda_2 \) \((\lambda_1 < \lambda_2)\) is expressed by the Ångström exponent

\[
\hat{\alpha}_{x,\lambda_1,\lambda_2} = \frac{\ln(x_1/x_2)}{\ln(\lambda_2/\lambda_1)}
\] (4.21)

\( x \) can be extinction coefficient \( \alpha \), backscattering coefficient \( \beta \), or the extinction-to-backscatter ratio \( S_p \). The Ångström exponents\(^5\) are related by

\[
\hat{\alpha}_{\alpha,\lambda_1,\lambda_2} = \hat{\alpha}_{\beta,\lambda_1,\lambda_2} + \hat{\alpha}_{S_p,\lambda_1,\lambda_2} \quad \text{(Ansmann et al. 2002)}.
\]

The polarisation state of electromagnetic radiation can change due to interaction with particles. Remote sensing techniques use in case of lidar linearly polarised light emitted from lasers. This polarised light can become depolarised. The depolarisation is expressed in the linear depolarisation ratio, which is the ratio between the light polarised perpendicularly and the light polarised parallel to the scattering plane. From the (11), (12), and (22) scattering matrix elements the linear depolarisation ratio can be calculated (Schneider et al. 2012; Takano and Jayaweera 1985)

\[
\delta_l = \frac{S_{11} - S_{22}}{S_{11} \pm 2S_{12} + S_{22}}.
\] (4.22)

The \( \pm 2S_{12} \) term’s sign is determined by the incident polarisation; the plus sign is to be used for parallel incident laser polarisation and the minus sign for perpendicular incident laser polarisation. In backscattering direction, i.e. \( \vartheta = 180^\circ \), the (12) element is \( S_{12} = 0 \). Hence, the backscattering depolarisation ratio is independent of the incident light’s polarisation and can be calculated by (Mishchenko and Hovenier 1995)

\[
\delta_l = \frac{S_{11} - S_{22}}{S_{11} + S_{22}}.
\] (4.23)

The linear depolarisation ratio takes values between 0 and 1. The size-averaged depolarisation ratio, which can be compared to the particle linear depolarisation ratio \( \delta_l^{\text{par}} \), as measured by lidar instruments (see Sec. 3.2), can be obtained from the size-averaged matrix elements. For spherical rotationally symmetric particles, such as homogeneous spheres or centred core-shell geometries, \( S_{11} = S_{22} \). Consequently, \( \delta_l \) is identically to zero. Non-zero values indicate deviations of the scatterer from spherical symmetry. This deviations may be in shape and/or composition. However, it should be noted that there is not necessarily a monotonic connection between the scatterer’s sphericity and the associated linear depolarisation ratio (e.g., Bi et al. 2018a). Provided the scatterer is in the right size range, the largest values of \( \delta_l \) may be observed for mildly non-spherical shapes.

\(^5\)There is another definition of the Ångström exponent, with the denominator being \( \ln(\lambda_1/\lambda_2) \) (e.g. Janicka and Stachlewksa 2019). The resulting values obtained from these two versions of the Ångström exponent differ only in sign.
4.3 Single scattering solvers

The scattering matrix $S$ as defined in Eq. 4.15 can be obtained using various numerical techniques. Mie (1908) proposed a mathematically rigorous description of the scattering of plane waves by homogeneous spheres. These formulas are an exact solution to Maxwell’s equations and form the basis of what is now referred to as Mie theory (Hergert and Wriedt 2012). Modifications allow for the application of other geometries to the Mie theory, such as concentric core-shell geometries, i.e. a sphere with a spherical hull, spheres in an absorbing medium or magnetic spheres. In case of particles much smaller than the incident wavelength, i.e. particles with a size parameter of $x = 2\pi r_{\text{eff}}/\lambda \ll 1$, Rayleigh scattering can approximate the Mie solution sufficiently well. Geometric optics, on the other hand, are a suitable approximation for particle much larger than the incident wavelength ($x \gg 1$) (Bohren and Huffman 1983).

Non-spherical particles, such as various different aerosol particles, require different methods, an overview can be found in the tutorial paper by Kahnert (2016). Here, two methods will be introduced briefly. Waterman (1965) proposed the T-matrix method, which provides highly accurate results. The T-matrix is dependent on the refractive index, the wavelength and the particle’s size and shape, but it is independent on the incident field’s direction. A main advantage is that orientation averaging is performed analytically. The required computation time can be drastically reduced by symmetries, especially axial symmetries (Kahnert 2016). If particles consisting of multiple spheres with non-intersecting surfaces are treated with a T-matrix formalism, it can be considered as an extension of Mie theory (Hergert and Wriedt 2012).

The discrete dipole approximation (DDA) divides the scatterer into small, fully polarisable volume elements to solve the volumetric scattering equation. The method was proposed by Purcell and Pennypacker (1973) and later refined by Draine and Flatau (1994). The volume elements, so called dipoles, are smaller than the wavelength and interact with each other and the incident field. As a result of this a set of linear equations can be obtained, which can be solved using standard numerical methods. In contrast to the T-matrix method, the solution depends on the incident field. Since the scatterer is divided into small volume elements arbitrary shapes can be treated. Furthermore, arbitrary inhomogeneities within a particle can be considered, since the complex refractive index is associated to the polarisability of each dipole individually. A more in-depth discussion of the DDA is provided by Yurkin and Hoekstra (2007, 2011). The accuracy of and the required computation time for the DDA result depends on the coarseness of the dipole spacing and the number of angles considered for orientation averaging.

The choice of the single scattering solver, the optical quantities of interest and the choice of the particle model are usually linked. Mie codes require spherical shapes. Waterman’s T-matrix method can be used for particle models with a known surface parametrisation in spherical coordinates (the use of symmetric shapes is computationally especially advantageous). Modifications of the T-matrix method allow treatment of inhomogeneous particles (Mackowski and Mishchenko 1996; Quirantes 2005) and particles without a surface parametrisation in spherical coordinates (Mackowski and
Mishchenko 1996). The DDA can be employed for arbitrarily shaped particles, but usually at higher computational cost.
Chapter 5

Particle models

In order to calculate radiometric and polarimetric quantities of aerosol particles different particle models can be employed. Integral scattering properties, such as the extinction, absorption and scattering cross sections, required less morphological details than differential optical properties like the linear depolarisation ratio or the backscattering cross section (Kahnert et al. 2013). As a rule of thumb, the computational demand increases with increasing complexity of the particle models. As a consequence particle models require simplifications to be used in large scale applications like climate modelling or remote sensing retrievals (Kahnert et al. 2014). The focus here is on particle models used for soot (or black carbon), mineral dust, and sea salt aerosol.

5.1 Black carbon/soot

Black carbon or soot particles are formed during combustion processes in flames. According to Bond et al. (2013) they are characterised by four physical properties. Soot particles are strongly light absorbing, retain the basic form at high temperatures (i.e., are refractory), are water-insoluble, and exist as aggregates of small carbonaceous spherules.

5.1.1 Bare soot

The morphology of bare aggregates is commonly described by a model in which $N$ spherical monomers of radius $a$ are assembled into a fractal aggregate. These aggregates follow a fractal scaling relation (Sorensen 2001)

$$N = k_0 \left( \frac{R_g}{a} \right)^{D_f}.$$  \hspace{1cm} (5.1)

Here $k_0$ is a fractal prefactor, describing how densely the monomers along an existing branch are packed. $D_f$, the fractal dimension, quantifies the compactness of an aggregate with values between 1, corresponding to linearly aligned monomers, and 3, corresponding to a sphere. Laboratory measurements by Xiong and Friedlander (2001) suggest that for soot aggregates a range of $1.5 \leq D_f \leq 3.0$ is expected. The
values of $D_f$ depend on the fuel type and the combustion conditions (Bond and Bergstrom 2006; Xiong and Friedlander 2001). The overall aggregate size is denoted by the radius of gyration $R_g$, which is usually defined as (Sorensen 2001)

$$R_g = \sqrt{\frac{1}{N} \sum_{i=1}^{N} |\vec{r}_i - \vec{r}_c|^2}. \quad (5.2)$$

The distance between the $i$th monomer and the aggregate’s centre of mass is $|\vec{r}_i - \vec{r}_c|$. Implicitly Eq. 5.2 assumes that the individual monomers are of same mass. To account for different monomer masses $m_i$, the radius of gyration has to be defined as (Eggersdorfer and Pratsinis 2012)

$$R_g = \sqrt{\frac{\sum_{i=1}^{N} |\vec{r}_i - \vec{r}_c|^2 m_i}{\sum_{i=1}^{N} m_i}}. \quad (5.3)$$

Should monomers within an aggregate have different masses, they are usually polydisperse. To account for polydispersity the monomer radius $a$ in Eq. 5.1 needs to be replace with the monomers’ geometric mean radius (Eggersdorfer and Pratsinis 2012).

Example geometries for aggregates consisting of $N = 216$ monomers are shown in Fig. 5.1. From left to right the fractal parameters are as follows: $k_0 = 0.7$, $D_f = 1.8$ (a), $k_0 = 1.1$, $D_f = 1.8$ (b), and $k_0 = 0.7$, $D_f = 2.2$ (c). Fig. 5.1 illustrates the increased packing density of monomers along a branch with increasing $k_0$ ((a) and (b)), as well as the aggregate’s increasing compactness with increasing $D_f$ ((a) and (c)). The example aggregates were constructed using the aggregation algorithm by Mackowski (2006). This algorithm starts constructing aggregates by randomly joining two monomers; in this initial step Eq. 5.1 is usually not fulfilled. The aggregate grows step-by-step by adding smaller aggregates and individual monomers to it, such that that the fractal scaling relation (Eq. 5.1) is satisfied at each individual step until the predefined number of monomers $N$ is reached.

Differences in aggregate shape and composition, represented by fractal dimension and refractive index, impact optical properties, such as the optical cross sections
and the asymmetry parameter, as was investigated by Liu et al. (2008). Ceolato et al. (2020) proposed superaggregates, which are larger than "standard" aggregates. These superaggregates display a similar spectral behaviour and result in optical cross section and linear depolarisation ratio, which are larger than for the smaller "standard" aggregates. Laboratory studies indicate that fractal aggregates consist of polydisperse monomers. Doner and Liu (2017) and Liu et al. (2015a) studied the impact of polydisperse monomers compared to more simplified aggregates with monodisperse monomers. They found that polydispersity enhances differential optical cross sections (Doner and Liu 2017) and the scattering cross section, while only introducing insignificant changes in the scattering matrix elements (Liu et al. 2015a).

Fractal aggregates, which are constructed following the fractal scaling relation in Eq. 5.1, result in aggregates with monomers in point-contact, i.e. the neighbouring monomers share only a single point. Physical processes, such as coagulation, during aggregate formation are reflected by monomers in point-contact. The contact between two neighbouring monomers can increase by chemical sintering (Brasil et al. 1999; Eggersdorfer and Pratsinis 2012). This can be represented by overlapping monomers. Overlapping monomers and the effects on optical properties were investigated by Doner and Liu (2017), Doner et al. (2017), Skorupski and Mroczka (2014), and Yon et al. (2015). Overlapping decreases optical cross sections in the UV, but increases them at longer wavelengths.

Teng et al. (2019) provided a detailed study of deviations from an idealised monodisperse fractal aggregates and their impact on optical cross sections, single scattering albedo, and asymmetry parameter. In addition to polydispersity and overlapping monomers, these deviations also include a very thin non-absorbing coating, monomer surface irregularities, and necking. Necking refers to the process of adding additional material between two neighbouring monomers to smoothen the transition. Of these deviations from an idealised fractal aggregate the increase in particle mass by necking was found to have the largest impact. With a rather simple scaling relation with the volume changes and multiplication with an empirical factor of 1.05 these deviations in scattering and absorption cross section can be accounted for. The scattering matrix elements and the asymmetry parameter show only negligible changes caused by these deviations from ideal shape. Thus, they require no further correction.

5.1.2 Coated soot

Atmospheric soot aerosol particles are commonly internally mixed with or coated by non-absorbing or weakly absorbing material (Adachi and Buseck 2008; Zhang et al. 2008). The particles are coated by volatile species condensing onto the soot particles. The coating process typically happens rapidly, and in-situ measurements show that atmospheric soot aerosol is commonly dominated by heavily coated particles (Adachi and Buseck 2008; Adachi et al. 2010; China et al. 2013; Worringen et al. 2008). Transmission electron microscopy (TEM) images reported by Johnson et al. (2005) indicate coagulation as an additional mechanism causing internal mixing.
The condensation of coating material onto a soot aggregate causes structural changes of the aggregate as it starts to collapse. Therefore, the aggregate becomes more compact. The speed of this collapse depends on the coating material (Bambha et al. 2013; Ghazi and Olfert 2013; Pei 2018; Schnitzler et al. 2014; Zhang et al. 2008). A compaction of an aggregate can be described and quantified by an increase in its fractal dimension $D_f$.

Studying the effects of coating material on optical properties requires parametrisations of the coated particles. Radiative forcing calculations performed in global climate models usually rely on spherical particle models (Adachi et al. 2010; Bond et al. 2013), since these models are computationally inexpensive (see Sec. 4.3). One of the simplest parametrisations is an external mixture of volume-equivalent spheres representing pure soot and pure coating material. However, they tend to underestimate the absorption cross sections (Kahnert et al. 2012). Other rather simple model parametrisations are core shell-models, which assume a spherical black carbon core enclosed in a spherical shell. Owning to their simplicity and the low computational cost core-shell models are employed in climate models (Adachi et al. 2010; Jacobson 2001) too. A microphysical quantity, which impacts on optical cross sections, is the amount of black carbon mass interacting with electromagnetic waves (Chakrabarty and Heinson 2018). In case of core-shell model geometries much of the soot is shielded from the incident electromagnetic wave, this results in core-shell geometries underestimating absorption (Chakrabarty and Heinson 2018; Kahnert et al. 2013), although they outperform external spherical mixtures (Kahnert et al. 2012). Homogeneous, internally mixed spheres perform better, when calculating the absorption cross sections, than both externally mixed spheres and core-shell geometries (Kahnert et al. 2012). Such homogeneous model geometries were for example used by Fierce et al. (2016) in a large-scale study. Worrying et al. (2008) showed that knowledge of the mixing state of individual particles and subsequent approximations to by suitable idealised shapes can drastically reduce errors of the optical properties. For example extinction, scattering, and absorption efficiency, single scattering albedo, and asymmetry parameter of particles with soot inclusions close to the particle surface were best reproduced with a soot-shell model. The back scatter efficiency was best reproduced by homogeneous spheres. Optical properties of particles, which were characterised by soot inclusions concentrated in a disk close to the particle centre, were best reproduced by a sandwich geometry with a soot disk in the middle of a non-absorbing sphere.

Homogeneous spheres and core-shell geometries pose a risk of misrepresenting optical cross sections, as a number of studies with 3D scans of sampled soot particles (Adachi et al. 2010) and more complex models (Adachi et al. 2010; Doner et al. 2017; Dong et al. 2015; Kahnert et al. 2013; Liu et al. 2016; Wu et al. 2017) indicated. Factors contributing to these misrepresentations include effects from lacy or compact aggregate structure (Adachi et al. 2010; Wu et al. 2017), off-centre positioning of the aggregate within the coating (Adachi et al. 2010), overlapping of neighbouring monomers, and necking (Doner et al. 2017).

As discussed in Section 4.2, the linear depolarisation ratio is zero for rotationally symmetric particles. As a consequence homogeneous spheres or concentric core-shell
models are not suitable for modelling the linear depolarisation ratio. Mishchenko et al. (2016) employed a coated spheroid model to reproduce lidar field observations of the linear depolarisation ratio. Gialitaki et al. (2020) have also successfully used homogeneous spheroids with an adjustable refractive index for reproducing lidar observations of the linear depolarisation ratio (and the extinction-to-backscatter ratio). They found that mildly aspherical spheroids could potentially improve operational remote sensing retrievals of (stratospheric) smoke. A further discussion about spheroids in general is presented in the following section.

Open cell models, i.e., fractal soot aggregates, to which coating monomers are added, display a similar shielding effect (He et al. 2015; Liou et al. 2011) as core-shell geometries. Placing each soot monomer in a spherical coating shell, while maintaining the fractal structure, including the number of monomers, results in closed cell models. Closed cell models are frequently used (He et al. 2015; Kahnert 2017; Liou et al. 2011; Liu and Mishchenko 2018; Luo et al. 2018; Mishchenko et al. 2016; Wu et al. 2014). Unlike open cell models, they do not suffer from an increased shielding of black carbon mass (He et al. 2015). This makes them suitable for calculating the absorption cross section. Most applications of closed cell models assumed the monomers and their respective coating shell to be concentrical. Luo et al. (2018) showed that introducing off-centre black carbon monomers, does not affect the optical properties. However, closed cell models do pose a risk of underestimating the linear depolarisation ratio for aggregates with a higher amount of coating material (Kahnert 2017; Liu and Mishchenko 2018).

Heavily coated soot particles are frequently parametrised as spheres with an inserted or attached aggregate. The former representing condensation and the latter coagulation. However, many of these modelling studies focused on optical cross section, asymmetry parameter and single scattering albedo (Dong et al. 2015; Liu et al. 2017; Wu et al. 2016, 2015). Wu et al. (2015) found that the optical cross sections are insensitive to whether monomers intersect with the coating sphere or not. The depolarisation by such models was investigated by Liu and Mishchenko (2018) and Mishchenko et al. (2016).

Models being capable of modelling linear depolarisation ratios for both thinly and thickly coated soot aggregates were proposed by Kahnert (2017) and Ishimoto et al. (2019). The model by Kahnert (2017) mimics film-coating by adding coating material layer by layer onto the aggregate. The coating material is restricted to lie within a sphere circumscribing the entire aggregate. The coating procedure stops, when a predefined soot volume fraction is reached. Should the circumscribing sphere be filled before the predefined soot volume fraction is reached, the coating will follow the spherical shape, hence grow radially. The coating model by Ishimoto et al. (2019) used surface potential calculations, which mimic surface-tension induced physical processes during coating the aggregate. With increasing amount of coating material the particles become gradually more spherical. Both models will result in spherical coating only for very thickly coated soot aggregates. They consequently give comparatively high values of the linear depolarisation ratio and pose the risk of overestimating it.
5.2 Mineral dust

Mineral dust aerosol mainly originates from the Earth’s arid and semi-arid regions (see Chapter 2). Images obtained by scanning electron microscopy (SEM) and by TEM indicate that mineral dust particles are usually irregular in shape, have varying degrees of surface roughness, can have complex internal structures and may consist of different minerals (e.g., Gómez Martín et al. 2021; Järvinen 2016; Jeong and Nousiainen 2014; Kemppinen et al. 2015; Lin et al. 2018; Muñoz et al. 2012, 2007; Wiegner et al. 2009). A well established model geometry, frequently employed to calculate optical properties of mineral dust aerosol are spheroids (e.g., Gasteiger et al. 2011; Mishchenko et al. 1997; Wiegner et al. 2009). Less often used is its more general form, the ellipsoid, which also can reproduce measured optical properties of dust, namely the asymmetry parameter, the single scattering albedo, and the scattering matrix elements (Merikallio et al. 2013).

In a Cartesian coordinate system with coordinate axes \(x\), \(y\), and \(z\) an ellipsoid can be represented by

\[
\left(\frac{x}{a}\right)^2 + \left(\frac{y}{b}\right)^2 + \left(\frac{z}{c}\right)^2 = 1.
\]  

(5.4)

\(a\), \(b\), and \(c\) determine the extent along the respective Cartesian axis. Under the assumption of \(a = b\) the ellipsoid becomes a spheroid. The ratio \(a/c\), the aspect ratio, with \(c\) the extent along the main rotational axis and \(a\) the maximum extent along the axis perpendicular to the main axis, then becomes a free parameter to tune the particle shape. For \(a = c\) or \(a/c = 1\) the resulting shape is a sphere. Aspect ratios below 1 result in prolate spheroids, whereas, spheroids are oblate, if \(a/c > 1\). Fig. 5.2 shows examples of spheroids with different aspect ratio, ranging from a prolate spheroid with \(a/c = 0.5\) (on the left) to an oblate spheroid with \(a/c = 2\) (on the right).

Particle samples indicate that dust particles are elongated (Kandler et al. 2009; Wiegner et al. 2009). From such measurements dust particles can be fitted as spheroids with mean aspect ratios ranging from 1.3 to 1.8 (Kandler et al. 2009), highlighting the usefulness of spheroids to model optical properties of mineral dust aerosol. Spheroids are a highly versatile model, as they allow modelling a broader range of Mueller matrix elements than other geometries (Nousiainen et al. 2011, 2006). As a consequence, spheroids can also cover a large range of values of the linear depolarisation ratio. For example, the Aerosol Robotic Network (AERONET), a network of ground-based sun photometers (see Section 3.1), relies for retrievals on scattering matrix elements based on spheroidal model particles with a wide range of

Figure 5.2: Spheroids with different aspect ratios, 0.5 (a), 0.75 (b), 1 (i.e., a sphere, c), 1.25 (d), 1.5 (e), and 2.0 (f).
size bins and aspect ratios, and several values of the refractive index (Dubovik et al. 2006).

Another type of particle models used to calculate optical properties of mineral dust are so called Gaussian random spheres. This class of model geometries was proposed by Muinonen et al. (1996) and consists of a sphere superimposed with Gaussian random perturbations. A Gaussian random sphere is characterised by a radial standard deviation $\sigma_r$, which indicates the magnitude of the perturbations and the correlation angle $\Gamma$, which describes the angular frequency of the perturbations. The smaller the value of $\Gamma$ is, the larger is the perturbation frequency. Muñoz et al. (2007) and Veihelmann et al. (2006) used Gaussian random spheres to calculate Stokes matrix elements. Muñoz et al. (2007) compared the model results with measured data, and showed that spiky Gaussian random spheres resulted in better agreement than model particles visually resembling the dust sample’s particles. In the resonance regime particle irregularities, represented with Gaussian random perturbations, have a strong influence on integral scattering properties, specifically extinction efficiency, symmetry parameter and single-scattering albedo (Liu et al. 2015c).

Further studies involved model particles, which possess plane surfaces, such as prisms (Bi et al. 2010; Nousiainen et al. 2006), convex polyhedra (Gasteiger et al. 2011; Torge et al. 2011), and convex fractal polyhedra (Liu et al. 2013). Torge et al. (2011) used convex polyhedra to calculate the radiative forcing. Compared to the corresponding spheroids, convex polyhedra, which are referred as edged particles by Gasteiger et al. (2011), increase both backscattering coefficient and linear depolarisation ratio. The same effect was observed for large, distorted aggregate particles. While results from polyhedral prisms can provide good agreement for the phase function and other scattering matrix elements for feldspar samples, they were found to be less versatile than spheroids. The light scattering of prisms is insensitive to changes of aspect ratios and cross-sectional shape (Nousiainen et al. 2006).

As SEM and TEM images reported by Jeong and Nousiainen (2014) and Kemppinen et al. (2015) show, mineral dust particles do not tend to have a homogeneous mineralogical composition, but have different internal structures and mineralogy. Especially hematite inclusions have particularly strong impacts on optical properties, such as the scattering matrix elements, asymmetry parameter, extinction-to-backscatter ratio, and linear depolarisation ratio. These effects can be even more pronounced in the presence of pores. Such internal structures appear to have a stronger impact on scattering matrix elements, than small surface roughness (Kemppinen et al. 2015). While for the comparatively realistic shapes used by Kemppinen et al. (2015) inhomogeneities in form of inclusions and coatings reduced the linear depolarisation ratio, inclusions were found to induce linear depolarisation ratios of up to 0.6 in spherical shapes (Kahnert 2015). As a consequence, inhomogeneities, especially those with a strong contrast in refractive index are a potentially important morphological feature of mineral dust (Kahnert 2015; Kemppinen et al. 2015).
5.3 Sea salt

Compared to the previous two aerosol types, soot and mineral dust, only very few investigations have considered morphologically realistic particle models in aerosol optics simulations. Similarly to (coated) soot and mineral dust extinction and absorption cross sections were modelled by spherical particles (Adachi and Buseck 2015; Chamaillard et al. 2006).

Images from sampled dry sea salt particles (Gwaze et al. 2007; Haarig et al. 2017; McInnes et al. 1994; Wise et al. 2005; Zeng et al. 2013) indicate a cube-like particle shapes. As a consequence, cubical (Adachi and Buseck 2015; Chamaillard et al. 2006; David et al. 2013; Sakai et al. 2010) and cuboidal particle models (Adachi and Buseck 2015) have also been used for modelling optical cross sections or efficiencies. Nonspherical shapes generally enhance the total scattering coefficients and hemispheric backscattering coefficients¹ (Chamaillard et al. 2006). Light scattering by flat and elongated cuboids can differ to up to 200% from results from spherical model particles. Cubes were also used for studying linear depolarisation ratio (Haarig et al. 2017; Murayama et al. 1999). They can be considered as a canonical reference shape for sea salt aerosol.

Bi et al. (2018b) proposed the use of superellipsoids for modelling optical properties of sea salt aerosol. Superellipsoids in a Cartesian coordinate system can mathematically described by (Bi et al. 2018b; Wriedt 2002)

\[
\left[ \left( \frac{x}{a} \right)^n + \left( \frac{y}{b} \right)^n + \left( \frac{z}{c} \right)^n \right] = 1
\]  

(5.5)

As in Eq. 5.4 a, b, and c define the particle’s extend along the x-, y, and z-axis, respectively. \( n \) and \( e \) denote the roundness parameters in north-south (or polar) and east-west (or azimuthal) directions. By changing \( n \) and \( e \) the overall particle shape is affected, allowing to obtain cubes, spheres, cylinders, or octahedra (Barr 1981; Bi et al. 2018a; Wriedt 2002). This led to superellipsoids being used in computer graphics (Barr 1981). Examples of superellipsoidal geometries with equal aspect ratios \( a = b = c \) and equal roundness parameters \( n = e \) are shown in Fig. 5.3, strictly speaking the resulting shapes are superspheres. From left to right Fig. 5.3 show superellipsoids with a) \( n = e = 0.0 \) (a cube), b) \( n = e = 0.5 \) (a rounded cube), c) \( n = e = 1.0 \) (a sphere), d) \( n = e = 1.5 \) (a rounded octahedron), e) \( n = e = 2.0 \) (a octahedron), and f) \( n = e = 2.5 \) (a concave octahedron).

Bi et al. (2018b) used both homogeneous, representing pure sea salt, and inhomogeneous superellipsoids, representing water-coated sea salt particles, and spheres with superellipsoidal inclusions to calculate the linear depolarisation ratio. The range of possible shapes was limited by assuming \( a = b \), and \( n = e \), resulting in superspheroids. The superspheroids are capable of reproducing laboratory measurements of the linear depolarisation ratio in near-backscattering direction.

¹These quantities are defined analogously to the backscattering coefficient \( \beta \) as given in Eq. 4.18.
Figure 5.3: Examples of superellipsoids, with aspect ratios of 1 \((a = b = c)\), and equal roundness parameters \((n = e)\). The roundness parameters increase from left to right with a) \(n = 0.0\) (i.e., a cube), b) \(n = 0.5\), c) \(n = 1.0\) (i.e., a sphere), d) \(n = 1.5\), e) \(n = 2.0\) (i.e., an octahedron), and f) \(n = 2.5\).

### 5.4 Using particle models in Bayesian retrievals

Finding an atmospheric state \(x\) based on observations \(y\) represents an ill-posed inverse problem. Ill-posed inverse problems were already briefly introduced in Sec. 3.3. To be more specific, one tries to find the conditional probability that the atmosphere is in state \(x\), given the observations \(y\), expressed by \(P(x|y)\). \(P(x|y)\) can be determined using Bayes’ theorem (Rodgers 2000)

\[
P(x|y) = \frac{P(y|x)P(x)}{P(y)}. \tag{5.6}
\]

\(P(x|y)\) is the posterior probability density function of the state, when the measurement is given. \(P(x)\) is the prior knowledge, which is in remote sensing and inverse modelling referred to as a priori and in data assimilation as background (Kahnert and Andersson 2017). The knowledge of \(y\) that would be obtained if the state were \(x\) is described by \(P(y|x)\) and also called the observation’s likelihood. \(P(y)\) is practically a normalising factor, which is formally obtained by integrating \(P(y|x)P(x)\) over all \(x\) (Rodgers 2000). By assuming that the probability density functions follow a Gaussian distribution, \(P(x)\) and \(P(y|x)\) can be expressed as (Bouttier and Courtier 1999; Kalnay 2003):

\[
P(x) = \frac{1}{(2\pi)^{n/2}|B|^{1/2}} \exp \left( -\frac{1}{2} (x - x_b)^T B^{-1} (x - x_b) \right), \tag{5.7}
\]

\[
P(y|x) = \frac{1}{(2\pi)^{p/2}|R|^{1/2}} \exp \left( -\frac{1}{2} (y - H(x))^T R^{-1} (y - H(x)) \right). \tag{5.8}
\]

The background, \(x_b\), is a previous estimate of the model state, usually obtained by climatology or a previous forecast. \(B\) and \(R\) denote error covariance matrices with dimension \(n\) and \(p\) respectively. The determinant of the respective matrix is indicated by \(|\cdot|\). The observation operator \(H\) transforms model variables to observation space. The observation errors are often uncorrelated. Even if the errors are correlated, the correlations are often neglected. In this case, the error covariance matrix \(R\) becomes diagonal, and the diagonal elements contain the observation error variances\(^2\).

\(^2\)The error covariance matrix \(R\), discussed in this section and the backscatter ratio \(R\) discussed in Section 3.2 share the same symbol, but they are not related.
There are several contributors to the observations error, such as the measurement error, forward model errors, representative errors (in case of operational models). The forward model error depends on the uncertainties in the aerosol optics model. Accurate aerosol optics models and accurate uncertainty estimates are a prerequisite for maximising the extraction of information from optical measurements, while also avoiding the extraction of noise. A possible way to estimate the contribution of the forward model’s uncertainties to the observation error variances is to compare properties from simplified models to more complex models or measurements (Kahnert and Andersson 2017). Obtaining $P(y|x)$ and by extension $P(x|y)$ requires that the uncertainties in the forward model only introduce random errors, but not any biases in the inversion method.
Chapter 6

Summary of Appended Articles

6.1 Paper A: Calculation of optical properties of light-absorbing carbon with weakly absorbing coating: A model with tunable transition from film-coating to spherical-shell coating

Based on a previous study by Kahnert (2017) a coated aggregate model with a tunable transition between film coating and spherical shell coating is presented. Coating material is added layer by layer in small volume elements onto an aggregate. The coating material is further restricted to lie within an imaginary sphere with variable diameter $D_c$. The diameter of this sphere is obtained by taking each aggregate’s largest dimension $D$ and multiply it with a constant factor $f_c$, hence $D_c = f_c D$. The tunable size of this sphere parametrizes different transition speed between film-coating, i.e. coating material following the aggregate shape, and spherical shell coating, i.e. radial growth. A smaller diameter of this imaginary sphere would correspond to a more rapid transition to spherical growth. In contrast to the earlier study by Kahnert (2017) it was also assumed that with increasing coating thickness the compactness of the soot aggregate increases by increasing the fractal dimension $D_f$.

Two different values for the critical diameter were tested, $f_c = 0.6$, representing a rapid transition between film-coating and radial growth and $f_c = 1.0$, i.e., a slow transition. As hypothesised, the model particles with $D_c = 0.6 \cdot D$ result in lower values of the linear depolarisation ratio, which are consistent with reported values from lidar field observations. The model with $D_c = 1.0 \cdot D$, poses the risk of overestimating the linear depolarisation ratio, when compared to lidar field observations. The uncertainty in optical properties pertaining to various sources of uncertainty in microphysical properties (aggregate structure, as reflected by changes in fractal dimension, fractal prefactor, and monomer radius and chemical composition, as reflected by changes in coating and soot refractive index) was estimated. All calculations were performed at $\lambda = 355$ nm and 532 nm.

Contributions: Implementing the tunable transition, performing the calculations and
writing the article’s first draft, contributing to article editing.

6.2 Paper B: Coating material-dependent differences in modelled lidar-measurable quantities for heavily coated soot particles

Uncertainty estimates in Paper A showed that for thickly coated soot aggregates the chemical composition of coating material as reflected by the refractive index is one of the largest sources of uncertainty. This study investigates, if the coating material-induced differences in linear depolarisation ratio in backscattering direction, extinction-to-backscatter ratio, and Ångström exponents may be considered as an additional source of information. To this end optical properties of heavily coated soot (with a soot volume fraction of $f_{vol} = 0.07$) were calculated for two different coating materials (an inorganic material, sulphate, and an organic, toluene-based material) at three different wavelengths (355 nm, 532 nm, and 1064 nm). To obtain size-averaged optical properties different particle sizes were considered. The aggregate size was controlled by the number of monomers, which ranged from 26 to 1508 in 58 linearly equidistant steps. Per size five different stochastical realisations were considered. The depolarisation ratio, the extinction-to-backscatter ratio and the lidar-relevant Ångström exponents were size-averaged assuming different log-normal size distributions based on reported in-situ measurements.

With exception of the extinction Ångström exponent between 355 and 532 nm and the linear depolarisation ratio at 1064 nm the size-averaged optical properties were distinct. As a consequence, it is potentially possible to distinguish between inorganic coating material and toluene-based, organic coating material with the help of lidar measurements. Rather than being a source of uncertainty the coating material’s refractive index may be considered as a source of information.

Contributions: Contributing to study design, performing the calculations and writing the article’s first draft, contributing to article editing.

6.3 Paper C: Aerosol optics model for black carbon applicable to remote sensing, chemical data assimilation, and climate modelling

A review study, not included in this thesis (Kahnert and Kanngießer 2020), identified the soot mass interacting with the incident electromagnetic wave as a key parameter affecting the absorption of a (coated) soot particle. The linear depolarisation ratio of an individual coated soot particle was found to depend mainly on the particle’s non-sphericity. Paper C aimed at combining these two insights to create a single, simplified particle model, which simultaneously allows to tune the model with respect to absorption and depolarisation of soot particles. The model proposed in Paper A was employed as a reference model of coated soot aggregates.
A model of aggregates partially embedded in a spherical shell, so that the individual spheres are always in point-contact, as originally introduced by Wu et al. (2015), was tested. The number of monomers within the spherical coating shell is a free parameter to tune the model. The larger the number of monomers inside the coating with a fixed number of total monomers is, the more spherical the overall particle shape becomes. It was hypothesized that the linear depolarisation ratio decreases accordingly. This first model has two main drawbacks. Its relative complexity could still limit large-scale applications, although it is considerably less complex than the reference model. Second, the spherical coating results in an underestimation of linear depolarisation ratios, as only a range between roughly 0.03 and 0.09 is covered, while field observations indicate size-averaged values of up to 0.23.

A second model tested is the core-grey shell dimer (CGS2), which extends previous core-grey shell (CGS) geometries. This model mixes an adjustable fraction of the soot core homogeneously with the coating material, which increases the soot mass interacting with the electromagnetic wave. Due to its concentrical and spherical shape the CGS model is unsuitable for determining the linear depolarisation value. Non-sphericity is introduced by dividing the total particle mass into two core-grey shell particles, which then are combined into a dimer. The absorption cross section depends mainly on the amount of soot in the core, and the depolarisation ratio can be tuned by changing the relative size of the two spheres in the dimer. Linear depolarisation ratio, extinction, backscattering and absorption cross section of the reference model can be fitted reasonably well using the CGS2 model. Calculations were performed at a wavelength of $\lambda = 0.532 \, \mu\text{m}$.

**Contributions:** Contributing to writing and editing, performing part of the calculations

### 6.4 Paper D: Aerosol-optics model for the backscatter depolarisation ratio of mineral dust particles

For 131 samples of mineral dust with different size distributions, morphology, and composition the linear backscattering depolarisation ratio in near-backscattering direction ($\vartheta = 178^\circ$) was measured in the AIDA (Aerosol Interaction and Dynamics in the Atmosphere) chamber at a wavelength of $\lambda = 488$ nm. Spheroidal model particles with widely ranging aspect ratios and refractive indices were employed to find a minimum-bias and minimum-variance fit. The best fit was achieved for prolate spheroids with an aspect ratio of $a/b = 0.87$ and a complex refractive index of $m = 1.525 + i0.001$. Uncertainty estimates were performed for changes in refractive index, inhomogeneity, surface roughness, size-distribution shape, and aspect ratio. The measurement values’ variation was found to be explained best by a combination of surface roughness, refractive index, and, although to a lesser extend, geometric variance of the log-normal size distribution. Changes in aspect ratio by far exceed the range of observations. There is certain flexibility in using aspect-ratio distributions to reproduce the observations with shapes confined to mildly aspherical shapes.
6.5 Paper E: Modeling optical properties of non-cubical sea salt particles

Paper E focuses on dry sea salt aerosol. The capabilities of superellipsoids to simultaneously model the linear backscatter depolarisation ratio and the extinction-to-backscatter ratio are tested. To quantify potential uncertainties stemming mainly from non-ideal shapes compared to simplified shapes Gaussian random cubes and convex (irregular) polyhedra are used. All calculations were performed at a wavelength of $\lambda = 0.532 \, \mu m$. To gauge the range of values five stochastic realisation per model instance of the convex polyhedra and of the Gaussian random cubes were used. Uncertainties in both the real and the imaginary part of the refractive index. Size-averaged superellipsoids with effective radii between 1.0 and 1.6 $\mu m$ can simultaneously produce values of the linear backscatter depolarisation ratio and the extinction-to-backscatter ratio consistent with values reported from lidar field measurements. The effective radii cover a range, which is typical for marine aerosol at low to moderate wind speeds. Convex polyhedra are generated by randomly placing $N_c$ points in a Cartesian coordinate system, around which a convex hull is constructed using standard algorithms. The value of $N_c$ impacts the shape. The optical properties of convex polyhedra generally scatter around the reference values obtained from cubes. For $N_c = 10$ the shapes differ substantially from cubes, i.e., they introduce a bias compared to cubes. For $N_c = 1000$ the shapes are rather similar to cubes. Thus, the variation in the optical properties is small. Convex polyhedra with $N_c \sim 100$ provide a promising approach for future studies. By contrast Gaussian random surface perturbations introduce a bias in the optical properties when compared to the cubical reference shape. The linear depolarisation ratio is increased the stronger the resulting shape deviates from a cube, i.e. the larger the radial standard deviation and the smaller the correlation angle are. Compared to Paper D, in which Gaussian random perturbations of spheroids are found a suitable way of estimating uncertainties, this is an entirely unexpected finding. The refractive index was found to be a potential important tuning parameter as well as an essential source of uncertainty.

Contributions: Contributing to study design, performing DDA calculations and writing the article’s first draft, contributing to editing.

6.6 Paper F: Optical properties of water-coated sea salt model particles

This study investigates water-coated sea salt aerosol. A coated convex polyhedra model is proposed, which is based on the convex polyhedra model from Paper E. Using surface potential calculations a water coating is added and the salt crystal is
Chapter 6. Summary of Appended Articles

partially dissolved by transforming salt volume elements to coating elements. Using the coated convex polyhedra model the optical cross sections, the extinction-to-backscatter ratio, and the linear depolarisation ratio in backscattering direction are calculated at a wavelength of $\lambda = 0.532 \, \mu m$. A non-concentrical spherical shell model was then used to investigate off-centre inhomogeneities as a potential refinement of the coated convex polyhedra model. Off-centre inhomogeneities in the non-concentric spherical shell model have a considerable impact on the optical properties. The actual necessity of incorporating off-centre inhomogeneities into the coated convex polyhedra model needs to be determined with future laboratory measurements. The convex polyhedra model is further used as a reference model and is fitted with three simplified models, homogeneous superellipsoids, inhomogeneous superellipsoids, and cube-sphere hybrids. The three simplified models were found to perform similarly and can reproduce the optical properties of the reference model. The homogeneous model particles can compensate for inhomogeneity effects by increasing the non-sphericity.

Contributions: performing DDA, MSTM calculations, study design, writing first draft, contributing to editing
Chapter 7
Conclusion and Outlook

This thesis aims to contribute to a better understanding of the links between aerosol microphysical properties, specifically morphology and composition, and the corresponding optical properties. A strong focus is placed on (but the work is not limited to) the linear depolarisation ratio in (near-)backscattering direction. To this end advances have been made, as can be seen in the appended papers. For coated soot aerosol and for dry and partially dissolved sea salt aerosol new morphologically complex particle models have been proposed. For coated soot, mineral dust, and (partially dissolved) sea salt aerosol simplified model particles have been proposed, which capture essential features, such as the soot core fraction and the non-sphericity.

The simplified models can be employed in applications requiring large-scale calculations. From a combination of such simplified models with more complex models uncertainties can be inferred. An example for such a combination is given in Paper D.

Based on the research presented in this thesis, there are several avenues for future studies. The morphologically complex aerosol particle models proposed in Papers A, E, and F, namely for coated soot and dry and partially dissolved sea salt, require further validation using laboratory studies of both particle morphology and the particles’ optical properties. Paper F also proposes potential refinements, for which the necessity needs to be gauged in laboratory experiments. So far, it has been demonstrated that they produce results consistent with reported lidar field measurements.

Future studies should also extend the wavelengths at which the models, especially the models presented in Papers C-F, are employed, to at least $\lambda = 355\,\text{nm}$ and $\lambda = 1064\,\text{nm}$. This would allow investigating the models’ capabilities to reproduce spectral behaviour and could guide further attempts to refine the proposed models.

Paper B showed that for a fixed coating thickness two different coating materials result in distinct optical properties. However, in atmospheric samples a certain degree of variation with respect to the coating thickness is expected. Effects of a coating mass distribution on the optical properties and, thus, on the potential of differentiating coating materials, are yet to be investigated. One conclusion of Paper B was that optical materials can potentially be distinguished based on their optical
properties. With the help of synthetic lidar measurements this could be further tested.

The coated convex polyhedra model for partially dissolved sea salt aerosol, proposed in Paper F is currently used for studying lidar measurements of sea salt aerosol. This includes also calculations over a large size range at the wavelengths of $\lambda = 355\,\text{nm}$ and $\lambda = 1064\,\text{nm}$.

Mineral dust and sea salt aerosol particles are the two most abundant aerosol particle types in the atmosphere. Black carbon aerosol, although less abundant, has a considerable impact on the Earth’s climate. Volcanic ash, which is less abundant than mineral dust and sea salt aerosol and has a lower impact on the Earth’s climate than black carbon, has not been studied in this thesis. However, its potentially strong impacts on aviation may warrant future studies of its polarimetric properties.

Since aerosol types, especially after a prolonged residence time in the atmosphere, tend to mix, the proposed particle models could aid in disentangling such particle mixtures with the help of information content analysis. Such an analysis would be among the next steps towards the long term goal of assimilating lidar measurements into chemical transport models, to which this thesis contributes.
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