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ABSTRACT
We present a method for decomposing a sound field into spherical harmonics (SH) based on observations of the sound field around the circumference of a rigid head. The method is based on the analytical solution for observations of the sound field along the equator of a rigid sphere that we presented recently. The present method incorporates a calibration stage in which the microphone signals for sound sources at some suitable set of calibration positions are projected onto the SH decomposition of the same sound field on the surface of a notional rigid sphere by means of a linear filtering operation. The filter coefficients are computed from the calibration data via a least-squares fit. We present an evaluation of the method based on binaural rendering of numerically simulated signals for an array of 18 microphones providing 8th SH order to demonstrate its effectiveness.

Index Terms— Binaural rendering, spherical harmonics, microphone array, augmented reality

1. INTRODUCTION
Content for virtual reality and augmented reality applications is typically captured with dedicated camera and microphone arrays. The consumer experiences the content from a first-person perspective whereby the audio signals are rendered binaurally. Spherical harmonics (SH) are a flexible basis for storage and transmission of the audio content as they allow for adapting the playback to rotations of the listener’s head [1]. Augmented reality headsets may be equipped with outward facing cameras for enabling head and body tracking. These cameras may also be employed to record a panoramic video of the wearer’s environment. We explore in this paper a solution for a head-worn microphone array that enables panoramic audio recording of the wearer’s environment by means of a SH decomposition of the sound field captured by the array.

The literature on head-mounted microphone arrays is vast, and we can only provide a brief outline here. Head-mounted microphone arrays have been employed primarily for applications like beamforming, direction of arrival estimation, and noise suppression, particularly in the application area of hearing aids [2, 3]. Prediction of the binaural signals from microphones distributed over the head of a person was investigated, for example, in [2, 4, 5] whereby the wearer’s orientation was encoded in the binaural signals.

We aim at performing a decomposition of the sound field into SHs for being able to remove the scattering off the user’s head and to compensate for head rotations during capture. This also allows for maintaining flexibility on the playback side in terms of the playback hardware [6] and also to perform head tracking if the playback is performed binaurally.

Our approach is an extension of the recently proposed equatorial microphone array (EMA) [7] that comprises microphones along the equator of a rigid spherical scatterer. We demonstrate how a non-spherical scatterer can be employed in an EMA. To achieve this, we revisit and refine the approach for SH decomposition of a sound field based on microphones densely distributed over the surface of a non-spherical scatterer proposed in [8, 9].

2. SPHERICAL MICROPHONE ARRAYS
Spherical microphone arrays (SMAs) are the standard setup for obtaining a SH decomposition of the captured sound field. We therefore review the underlying theory here. EMAs and the proposed Head-mounted arrays may be considered special cases of the general SMA concept.

SMAs typically employ pressure sensors distributed over an acoustically rigid spherical scatterer. A sound pressure field $S_{\text{surf}}(\beta, \alpha, R, \omega)$ on the surface of such a scatterer of radius $R$ that is centered at the coordinate origin is given by [10, Eq. (3.1.1)]

$$S_{\text{surf}}(\beta, \alpha, R, \omega) = \sum_{n=0}^{\infty} \sum_{m=-n}^{n} \hat{S}_{n,m}(R, \omega) Y_{n,m}(\beta, \alpha)$$  \(1\)

with

$$\hat{S}_{n,m}(R, \omega) = \bar{\tilde{S}}_{n,m}(\omega) b_n(R, \omega)$$  \(2\)

and [10, Eq. (4.2.13)]

$$b_n(R, \omega) = -\frac{1}{(\omega R)^{2}} \frac{1}{h^{(1)}(\omega R)}.$$  \(3\)

$\hat{S}_{n,m}(R, \omega)$ are the SH coefficients of the sound pressure field on the surface of the spherical scatterer with radius $R$. $\bar{\tilde{S}}_{n,m}(\omega)$ are the SH coefficients – and thereby a complete representation – of the incident sound field. $Y_{n,m}(\beta, \alpha)$ are the SH basis functions, which are dependent on colatitude $\beta$ and azimuth $\alpha$ of a spherical coordinate system. $\omega = 2\pi f$ is the radian frequency in rad/s, $f$ is the frequency in Hz, $c$ is the speed of sound in m/s, and $i$ is the imaginary unit. $h^{(1)}(\cdot)$ denotes the derivative of the $n$th order spherical Hankel function of second kind.

The computation of $\bar{\tilde{S}}_{n,m}(\omega)$ from the microphone signals $S_{\text{surf}}(\beta, \alpha, R, \omega)$ can be performed via [11]

$$\hat{\bar{\tilde{S}}}_{n,m}(R, \omega) = \oint \bar{\tilde{S}}_{\text{surf}}(\beta, \alpha, R, \omega) Y_{n,m}(\beta, \alpha)^* \, d\Omega.$$  \(4\)

We thank Facebook Reality Labs for funding the presented work.

*We thank Facebook Reality Labs for funding the presented work.

---

Index Terms: Binaural rendering, spherical harmonics, microphone array, augmented reality

---

Chalmers University of Technology
412 96 Gothenburg, Sweden
first.name.last.name@chalmers.se

Facebook Reality Labs Research, Facebook
1 Hacker Way, Menlo Park, CA 94025
{davidalon, samengual}@fb.com

---

We aim at performing a decomposition of the sound field into spherical harmonics (SH) based on observations of the sound field around the circumference of a rigid head. The method is based on the analytical solution for observations of the sound field along the equator of a rigid sphere that we presented recently. The present method incorporates a calibration stage in which the microphone signals for sound sources at a suitable set of calibration positions are projected onto the SH decomposition of the same sound field on the surface of a notional rigid sphere by means of a linear filtering operation. The filter coefficients are computed from the calibration data via a least-squares fit. We present an evaluation of the method based on binaural rendering of numerically simulated signals for an array of 18 microphones providing 8th SH order to demonstrate its effectiveness.

Index Terms— Binaural rendering, spherical harmonics, microphone array, augmented reality

1. INTRODUCTION
Content for virtual reality and augmented reality applications is typically captured with dedicated camera and microphone arrays. The consumer experiences the content from a first-person perspective whereby the audio signals are rendered binaurally. Spherical harmonics (SH) are a flexible basis for storage and transmission of the audio content as they allow for adapting the playback to rotations of the listener’s head [1]. Augmented reality headsets may be equipped with outward facing cameras for enabling head and body tracking. These cameras may also be employed to record a panoramic video of the wearer’s environment. We explore in this paper a solution for a head-worn microphone array that enables panoramic audio recording of the wearer’s environment by means of a SH decomposition of the sound field captured by the array.

The literature on head-mounted microphone arrays is vast, and we can only provide a brief outline here. Head-mounted microphone arrays have been employed primarily for applications like beamforming, direction of arrival estimation, and noise suppression, particularly in the application area of hearing aids [2, 3]. Prediction of the binaural signals from microphones distributed over the head of a person was investigated, for example, in [2, 4, 5] whereby the wearer’s orientation was encoded in the binaural signals.

We aim at performing a decomposition of the sound field into SHs for being able to remove the scattering off the user’s head and to compensate for head rotations during capture. This also allows for maintaining flexibility on the playback side in terms of the playback hardware [6] and also to perform head tracking if the playback is performed binaurally.

Our approach is an extension of the recently proposed equatorial microphone array (EMA) [7] that comprises microphones along the equator of a rigid spherical scatterer. We demonstrate how a non-spherical scatterer can be employed in an EMA. To achieve this, we revisit and refine the approach for SH decomposition of a sound field based on microphones densely distributed over the surface of a non-spherical scatterer proposed in [8, 9].

2. SPHERICAL MICROPHONE ARRAYS
Spherical microphone arrays (SMAs) are the standard setup for obtaining a SH decomposition of the captured sound field. We therefore review the underlying theory here. EMAs and the proposed Head-mounted arrays may be considered special cases of the general SMA concept.

SMAs typically employ pressure sensors distributed over an acoustically rigid spherical scatterer. A sound pressure field $S_{\text{surf}}(\beta, \alpha, R, \omega)$ on the surface of such a scatterer of radius $R$ that is centered at the coordinate origin is given by [10, Eq. (3.1.1)]

$$S_{\text{surf}}(\beta, \alpha, R, \omega) = \sum_{n=0}^{\infty} \sum_{m=-n}^{n} \hat{S}_{n,m}(R, \omega) Y_{n,m}(\beta, \alpha)$$  \(1\)

with

$$\hat{S}_{n,m}(R, \omega) = \bar{\tilde{S}}_{n,m}(\omega) b_n(R, \omega)$$  \(2\)

and [10, Eq. (4.2.13)]

$$b_n(R, \omega) = -\frac{1}{(\omega R)^{2}} \frac{1}{h^{(1)}(\omega R)}.$$  \(3\)

$\hat{S}_{n,m}(R, \omega)$ are the SH coefficients of the sound pressure field on the surface of the spherical scatterer with radius $R$. $\bar{\tilde{S}}_{n,m}(\omega)$ are the SH coefficients – and thereby a complete representation – of the incident sound field. $Y_{n,m}(\beta, \alpha)$ are the SH basis functions, which are dependent on colatitude $\beta$ and azimuth $\alpha$ of a spherical coordinate system. $\omega = 2\pi f$ is the radian frequency in rad/s, $f$ is the frequency in Hz, $c$ is the speed of sound in m/s, and $i$ is the imaginary unit. $h^{(1)}(\cdot)$ denotes the derivative of the $n$th order spherical Hankel function of second kind.

The computation of $\bar{\tilde{S}}_{n,m}(\omega)$ from the microphone signals $S_{\text{surf}}(\beta, \alpha, R, \omega)$ can be performed via [11]

$$\hat{\bar{\tilde{S}}}_{n,m}(R, \omega) = \oint \bar{\tilde{S}}_{\text{surf}}(\beta, \alpha, R, \omega) Y_{n,m}(\beta, \alpha)^* \, d\Omega.$$  \(4\)

We thank Facebook Reality Labs for funding the presented work.

*We thank Facebook Reality Labs for funding the presented work.
and
\[ \hat{S}_{n,m}(\omega) = S_{n,m}^{\text{surf}}(R, \omega) b_n^{-1}(R, \omega), \]
or equivalently,
\[ \hat{S}_{n,m}(\omega) = b_n^{-1}(R, \omega) \oint S_{n,m}^{\text{surf}}(\beta, \alpha, R, \omega) Y_{n,m}(\beta, \alpha)^* \, d\Omega. \]

The asterisk * denotes complex conjugation, and \( b_n^{-1}(R, \omega) \) is termed radial filters in the SMA literature. These filters exhibit impractically high gains at low frequencies at high orders (because \( b_n(R, \omega) \) tends to 0 there) so that they require regularization. The effect of this is well documented in the SMA literature [12].

In practical implementations, the integrals in (4) and (6) are approximated by summations over the microphone signals, which bounds the maximum order \( n \) that can be extracted to \( n \leq N \). One speaks of an \( N \)th order decomposition. If the SH coefficients \( \hat{H}_{n,m}(\omega) \) of the user’s head-related transfer functions (HRTFs) are known, then binaural rendering of the (order limited) captured sound field can performed using [13]
\[ D(\omega) = \sum_{n=0}^{N} \sum_{m=-n}^{n} (-1)^m \hat{S}_{n,-m}(\omega) \hat{H}_{n,m}(\omega), \]
i.e., the signal \( D(\omega) \) that arises at a given ear of the listener if she/he is exposed to the captured sound field can be computed.

3. EQUATORIAL MICROPHONE ARRAYS

The EMA was proposed in [7], which is a generalization of the solution from [14]. An EMA is essentially an SMA as described in Sec. 2 but with microphones placed solely along the equator of the scatterer. The EMA solution performs a circular harmonic decomposition of the captured sound field from which an SH representation is computed from which the effect of the scattering object is removed. The minimum number of microphone channels that are required for an \( N \)th order decomposition is \( 2N+1 \) for EMAs, which is opposed to \((N+1)^2\) for SMAs.

We omit details of the EMA solution as they are not of primary interest for the present work. What is relevant here are the high-level conclusions that can be drawn from the EMA solution [7]:

An EMA cannot deduce all information on the captured sound field. The solution requires assumptions to be made to circumvent ambiguities. It turned out to be sufficient to design the array processing such that it computes the correct SH coefficients for height-invariant impinging sound fields. The sound fields from compact sound sources at close distances to the array, which are not height-invariant, or the sound fields from sources that are located outside of the horizontal plane produce undesired deviations of the binaural output signals. Below the spatial aliasing frequency, these deviations are in the order of a few dB at some frequencies or smaller.

4. ARRAYS WITH ARBITRARILY-SHAPED SCATTERERS

The SMA and EMA solutions are only applicable to arrays that comprise a rigid spherical scattering object. We propose a solution in this section that applies the SMA and EMA concepts to arrays that comprise arbitrarily-shaped compact scatterers. We use the term sphere-like XMA (sXMA) for arrays that employ microphones that are distributed over the entire surface of the scatterer and the term equatorial XMA (eXMA) for arrays whose microphones are located along an equator-like contour.

![Figure 1: Block diagram representation of (8)](image)

The problem of recovering the incident sound field from observations of the sound field on the surface of an arbitrary scatterer can generally not be solved analytically. We therefore seek for a numerical solution similarly to [9], which performs a numerical fit of filter coefficients onto a set of known microphone signals and the corresponding known SH coefficients of the incident field. Unlike [8, 9], we do not aim at extracting the SH coefficients \( \hat{S}_{n,m}(\omega) \) of the impinging sound field directly because these generally diverge at low frequencies for sound fields from sources at finite distances so that the numerical solution may be ill-conditioned. We rather propose to numerically extract \( \hat{S}_{n,m}^{\text{surf}}(R, \omega) \) given by (2) as it is numerically well conditioned under all circumstances. In other words, we propose to project the pressure signal \( S_{n,m}^{\text{surf}}(\vec{x}, \omega) \) at position \( \vec{x} \) on the surface of the arbitrarily-shaped scatterer onto the SH coefficients of the pressure distribution that the same incident sound field would evoke on the surface of a virtual rigid spherical scatterer of radius \( R \). \( \hat{S}_{n,m}(\omega) \) can then be computed via (6) using the well-known gain-limited radial filters.

It seems intuitive that it will be favorable if the arbitrarily-shaped scatterer does not depart too much from spherical and if the diameter of the nodal rigid sphere is chosen similar to the size of the XMA.

The extraction of \( S_{n,m}^{\text{surf}}(R, \omega) \) from the microphone signals \( S_{n,m}^{\text{surf}}(\vec{x}, \omega) \) is a linear operation, which means that \( S_{n,m}^{\text{surf}}(R, \omega) \) can be represented by a linear combination of \( S_{n,m}^{\text{surf}}(\vec{x}, \omega) \) observed at different positions \( \vec{x}_q \) as
\[ S_{n,m}^{\text{surf}}(\vec{x}_q, \omega) = \sum_{q=1}^{Q} \chi_{n,m}^{(q)}(\vec{x}_q, \omega) S_{n,m}^{\text{surf}}(\vec{x}, \omega), \]
whereby \( S_{n,m}^{\text{surf}}(\vec{x}, \omega) \) is the sound pressure on the surface of the arbitrarily-shaped scatterer at the position \( \vec{x} \) with index \( q \).

\( \chi_{n,m}^{(q)}(\vec{x}, \omega) \) are the complex weights of the \( Q \) microphone signals. A block diagram representation of (8) is depicted in Fig. 1.

With conventional SMAs, the coefficients \( S_{n,m}^{\text{surf}}(R, \omega) \) are computed in practice via quadrature of the integral in (4) as
\[ S_{n,m}^{\text{surf}}(R, \omega) = \sum_{q=1}^{Q} w_q S_{n,m}^{\text{surf}}(\beta_q, \alpha_q, \omega) Y_{n,m}(\beta_q, \alpha_q)^*, \]
whereby \( w_q \) are the quadrature weights of the \( Q \) microphone locations. Comparing (9) and (8) makes it obvious that, in the case of the conventional SMA,
\[ \chi_{n,m}^{(q)}(\omega) = \chi_{n,m}^{(q)}(\omega) = w_q Y_{n,m}(\beta_q, \alpha_q)^*. \]

For the XMA, we have to assume that the complex weights \( \chi_{n,m}^{(q)}(\omega) \) are frequency dependent. We can obtain them for sets
of \((n, m, q)\) from a least-squares fit according to (8). This requires a set of microphone signals \(S_{\text{surf}}(\vec{r}, \omega)\) and the corresponding known coefficients \(\chi_{n,m,q}(R, \omega)\) for at least \(Q+1\) different sound fields to establish an over-determined system of linear equations. These data can be obtained from calibration measurements of defined sound fields that impinge on the XMA. Once \(\chi_{n,m,q}(\omega)\) is known, we can straightforwardly apply (8) to the microphone signals due to arbitrary incident sound fields to obtain their according SH coefficients \(S_{\text{surf}}(R, \omega)\). We found that Tikhonov regularization [15, Eq. (6.10)] in the least-squares fit can be very effective in increasing the robustness but is not imperative.

We propose to use plane waves as sound fields for this calibration due to the convenient implementation. When assuming an XMA of the size of a human head, the impinging sound field due to a loudspeaker in a free field can be approximated by a plane wave if the distance between the loudspeaker and the XMA is at least 1 m [16, 17]. Note that this procedure applies to sXMAs and eXMAs alike with the only difference that eXMAs should be calibrated only with horizontally propagating plane waves.

For a plane wave propagating into the direction \((\phi, \theta)\) defined by colatitude \(\phi\) and azimuth \(\theta\) [10, Eq. (2.3.6)]

\[
\tilde{S}_{n,m}(\omega) = 4\pi i^{-n} Y_{n,m}(\phi, \theta)^* b_n(R, \omega)
\]

holds. When using (11) for calibration in (8), it is important to be aware of the implicit time reference that (11) comprises. Eq. (11) represents a spatio-temporal transfer function, which is the frequency-domain representation of the spatio-temporal impulse response \(s_{\text{surf,pw}}(t)\). Eq. (11) implies that \(t=0\) is the moment when the notional planar wave front carrying a time-domain impulse, which \(s_{\text{surf,pw}}(t)\) is the response to, passes the coordinate origin if no scattering object were present. The right hand side of (8) should be using the same time reference, too.

5. RESULTS

In order to test the capabilities of our proposed method to project the observed sound pressure onto a notional surface at a different radial distance from the origin, we perform the following simulations: We compute \((\phi, \theta)\) from calibration measurements of plane waves. The incident sound field for testing is a horizontally propagating plane wave, which we chose because both SMAs and EMAs are theoretically able to reconstruct the sound field perfectly in this case. We normalized the spheres’ spatio-temporal impulse responses to 1 and added Gaussian noise with a root-mean-square (RMS) amplitude of \(\approx -80 \text{ dB}\) to the calibration signals and did not apply regularization.

We target an 8th order reconstruction and employed an sXMA with 110 microphones on a Lebedev grid, which was calibrated with 146 directions spherically distributed also on a Lebedev grid, and an eXMA with 17 microphones, which was calibrated with 35 horizontally propagating plane waves with constant azimuthal spacing.

Fig. 2 depicts the average normalized error as defined in [7, Eq. (21)] for above described scenarios. It is evident that the projection is accurate up to approx. 5 kHz for both sXMA and eXMA. The projection is inaccurate at higher frequencies because of spatial aliasing and SH order truncation, which is a well-studied phenomenon. This cutoff frequency can be estimated via the relation \(N = \omega / c R\) [18], which yields \(f_s \approx 5.5 \text{ kHz}\) for the present case.

Interestingly, the projection onto spheres that are smaller than the one on which the sound pressure is observed is more accurate than the projection onto a sphere of the same or larger radius. Gauss’s theorem may partly explain this observation.

Finally, we evaluate an eXMA that is composed of microphones that are mounted around the circumference of a torso-less acoustically rigid human head as depicted in Fig. 3. We used the mesh2hrtf implementation of the boundary element method (BEM) from [19, 20] to simulate the microphone signals due to sound originating from point sources at different locations. We obtained the head mesh from the same resource where its suitability for the BEM simulation was demonstrated. We use the HRTFs of a Neumann KH100 dummy head from [12] for the binaural rendering of the signals from the eXMA via (7).

We made the following parameter choices:

- We employed 18 approximately evenly spaced microphones and target a sound field decomposition of an SH order of \(N = 8\). An EMA of comparable geometry would require at least \(2N+1 = 17\) microphones for this. As it is not straightforward to determine if the microphone grid maintains orthog-
We calibrated the eXMA via (8) using spherical waves that originated from 90 equal-angularly spaced locations in the horizontal plane at a distance of 3 m. This is a distance that is sufficient to assume that the impinging wave fronts are planar at the XMA so that (11) can be employed in the calibration. Recall that the minimum required number of calibration sound fields is $Q + 1 = 19$ in the present case. We chose a higher number as well as to apply Tikhonov regularization with $\lambda = 1$ to increase the robustness.

- We evaluated the eXMA solution based on binaurally rendered signals for source positions other than those that were employed in the calibration. The binaural signals are computed using (8), (5), and (7).

Fig. 4 juxtaposes the left-ear HRTFs of the dummy head for sound incidence directions straight ahead, 45° to the left, and 90° to the left with the according binaural transfer functions (TFs) of the eXMA for point sources located at the corresponding azimuth angles at a distance of 1 m. A perfect eXMA would produce binaural TFs that would be essentially identical to the dummy head HRTFs.

It is worth noting that the HRTFs that we employed in the rendering were measured from a distance of 3 m whereas the sources that we used for testing of the eXMA were located at a distance of 1 m. This means that even an ideal eXMA would theoretically produce binaural TFs that deviate from the reference HRTFs. It is evident from the data from [16, 17] that these deviations are negligible for the source distances that we employ.

It can be deduced from Fig. 4 that the binaural TFs of the eXMA are similar to the corresponding HRTFs up to a frequency of approx. 6 kHz whereby deviations in the order of 1 dB to 2 dB arise. The binaural TFs tend to be slightly smoother than the HRFTs.

Significant attenuation of the eXMA TFs compared to the HRTFs occurs above 6 kHz. This is due to the truncation of the SH series in (7), and is well-known from the literature on spherical microphone arrays. Cf. also Fig. 2. A range of methods have been proposed to equalize this most which have been shown to be effective [21].

Fig. 5 (left) depicts $20 \log_{10} |x_{n,m}^{(q)}(\omega) |$ for microphone $q$ located at $(x, y) = (0.1, 0)$ m. Right: eXMA left-ear impulse responses on a logarithmic scale for point sources in the horizontal plane at a distance of 1 m at different azimuth angles.

For completeness, Fig. 5 (right) plots the binaural impulse responses of the eXMA for various horizontal angles of incidence to demonstrate that the binaural time cues are preserved.

The binaural TFs of the eXMA change with source elevation, and they also deviate from the according HRTFs as evident from Fig. 6. This is expected and is qualitatively and quantitatively similar to the deviations that an EMA produces in the same situation [7]. It is worth noting that the deviations of the magnitude spectrum change continuously with the elevation of sound incidence, which tends to be less disturbing from a perceptual point of view than erratic changes.

We also tested our eXMA solution for sound sources at very close and very far distances and found no fundamental limitations [22]. The interaural time differences and partly also the interaural level differences are preserved even for non-horizontal sound incidence [22].

6. CONCLUSIONS

We presented a proof-of-concept for a head-mounted circumferential microphone array that performs a spherical harmonic decomposition of the captured sound field. The evaluation of binaurally rendered signals from the array showed that the accuracy is only slightly lower than that of a comparable equatorial microphone array with a spherical scatterer. Binaural audio examples of the scenarios covered in this paper are available at [23].
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