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Abstract

Hydrogen sensing based on Pd nanoalloys has shown great promise in the past decades
and could potentially be part of a solution that enables a safe future hydrogen econ-
omy. There are, however, remaining challenges related to, e.g., long-term stability and
therefore a need for further optimization of these systems. Computational methods
provide means to efficiently explore possible combinations of alloyants, composition,
and nanostructure geometry. This thesis focuses on two aspects of sensor optimization:
surface segregation and hydrogen sensitivity, using multi-scale modeling approaches.

Alloying Pdwithmetals such as Au andCu is necessary to overcome issues related to hys-
teresis and CO poisoning. At the same time, it introduces additional difficulties related
to the chemical order such as surface segregation, which is directly related to long-term
stability. In this thesis, the surface composition of Pd alloyedwith Au or Cu is studied as
a function of H2 pressure using Monte Carlo simulations based on cluster expansions
parametrized against ab-initio calculations. For Pd–Au, an increasedH2 concentration
abruptly switches the surface from Au to Pd dominant. For Pd–Cu, the change with H2
concentration is much more gradual with non-monotonic tendencies, with an overall
surplus of Pd in most conditions.

The sensing principle is based on the shift in optical response upon H absorption. The
magnitude of the sensor readout at a certain H2 pressure depends on nanoparticle ge-
ometry and alloy composition. In this thesis, extinction spectra are calculated for Pd–
Au–Hnanodisks using electrodynamic simulations and the correspondingHsensitivity
is analyzed. It is found that theH sensitivity depends on the nanodisk diameter,mainly
due to the interplay between a localized surface plasmon and an interband transition
which becomes more apparent for smaller nanodisks.

Keywords: hydrogensensing, Pd-alloys, surface segregation, nanoalloys, nanoplasmon-
ics
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1
Introduction

The hydrogen economy is a proposed future energy system where hydrogen (H) is the
primary energy carrier. Hydrogen gas (H2) has the highest known gravimetric energy
density and can be produced from naturally abundant, green sources [1] which makes
it an appealing replacement for fossil fuels. Hydrogen-driven devices typically operate
via fuel cells and exist in a range of scales; from ∼1W portable units to ∼1MW station-
ary electric power plants [2]. Recently, fuel cells have gained attention in the field of
heavy vehicles (∼100 kW) such as trucks [3], buses [4] and trains [5], in particular, where
other green technologies such as battery electric vehiclesmight be less attractive due to
issues with weight andmaterial abundance. The large scale implementation of a hydro-
gen economy is, however, still hindered by remaining issues related to production [1, 6],
storage [1, 7], and safety [8].

This thesis is related to the safety aspect which stems from the flammability of H2
mixed in air. Since leaks can never be completely avoided, efficient hydrogen sensing
is a necessity in order to ensure safe storage and usage of H2. Hydrogen sensing is an
active field and several different techniques have been proposed, generally based on the
change in optical [9–21] or electrical [22–24] properties of a material during H absorp-
tion. The electronic properties of amaterial before and after H absorption differ, which
can lead to a shift in, e.g., the optical response or resistivity. The principle of a hydrogen
sensor is to detect such a change and relate it to the H2 pressure in the surroundings.

In this work, the focus is on plasmonic hydrogen sensors based on nanostructures
consisting of palladium based alloys (Pd-nanoalloys). The combination of nanoengi-
neering and alloying results in a practically endless number of nanoalloys imaginable,
by means of varying the geometry, alloyants, and composition(s). Computational mod-
eling enables efficient exploration of a large set of systems since the time and cost as-
sociated with experimental studies is greatly reduced. The objective of this thesis is to
develop such approaches and apply them to issues related to function optimization, fab-
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Chapter 1. Introduction

rication conditions, and long term stability of Pd-based hydrogen sensors. In particular,
the aim is to answer the following questions:

• What is the surface segregation behavior of Pd-alloys in different environments?

• How does the composition and geometry affect the optical response?

To this end, multiscale modeling techniques are employed starting from the electronic
properties at the nanoscale via thermodynamic averages of thousands of atoms to the
continuum optical properties at the mesoscopic scale.

1.1 Pd-based nanoplasmonic hydrogen sensing
If a Pd nanoparticle (NP) is placed in a light source, which causes an electromagnetic
field, its electrons can begin to oscillate collectively, i.e., moving from one side of the
NP to the other in a synchronized fashion. This phenomenon is called localized surface
plasmon resonance (LSPR),where a plasmon is the collective oscillation of electrons and
“localized” refers to the fact the plasmon is confined to the small space spanned by the
NP (as opposed to a bulk plasmon in a large-scalematerial). The excitation of a plasmon
leads to an increase in optical extinction at the resonance frequency corresponding to
the oscillation and appears as a peak in a measured extinction spectrum. As the Pd NP
absorbsH, the electronic properties change and accordingly, the plasmon peak shifts to
a slightly different, in general smaller, frequency.

Pd-based materials are furthermore often referred to as hydrogen sponges due to
their excellent ability to quickly absorb and desorb H. This fact, together with the plas-
mon peak shift upon H absorption, is the basis of Pd-based nanoplasmonic hydrogen
sensing. TheH content of the NP, and in extension its optical response, quickly adjusts
to the instantaneous H2 pressure. By measuring, e.g., the peak position as a function
of time and calibrating it against the H2 pressure, a hydrogen sensor is obtained. Such
a hydrogen sensor was first suggested by Langhammer et al. in 2007 [11] and has been a
subject of research ever since [12, 18, 25–27].

1.2 Alloying to improve material properties
Alloying is a common strategy for introducing tunability in materials engineering that
has also been successful in the case of Pd-based nanoplasmonic hydrogen sensing. A
major issue with PdNPs is the fact that H absorption in Pd is associated with phase sep-
aration, which causes hysteresis in the measured H2 pressure vs absorption isotherms
during uptake and release. As a consequence, the sensor cannot accurately give infor-
mation on the surrounding pressure in this region. The hysteresis can, however, be re-
moved by alloying with gold (Au) [15, 27, 28].
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1.3. Structure of thesis

In addition, Pd NPs are subject to CO poisoning, i.e., the deactivation of hydrogen
sensors caused by COmolecules binding to the surface, which effectively blocks hydro-
gen adsorption. Alloying with copper (Cu) has been found to inhibit this effect in ex-
perimental studies [29]. It is crucial to avoid both hysteresis and CO poisoning in order
to achieve reliable and long-term stable hydrogen sensors. Fortunately, recent studies
show that by alloying with 25% Au and 10% Cu, both of these issues can be addressed
simultaneously [29, 30].

At the same time, alloying increases the complexity of the system, which makes the
materialspropertiesharder topredict. Mostnotably, the chemical orderingof theatoms
has to be consideredwhich gives rise to phenomena such as ordering, phase separation,
and surface segregation. The surface state of a hydrogen sensor is crucial for its func-
tionality since H absorption takes place via the surface and the associated energy bar-
riers depend on the atomic species in the surface region. Understanding the surface
segregation is thus important. To further complicate the situation, surface segregation
depends on the environment. As a result, there will generally be a huge difference be-
tween a sensor fabricated in vacuum conditions vs. in H2 and the long term stability is
affected by the conditions during storage and operation.

1.3 Structure of thesis
The remainder of this thesis is structured as follows. In Chapter 2, the computational
methods used in this thesis are presented and their background theory briefly covered.
Then follow two chapters on the most important topics of this thesis: the thermody-
namic and optical properties of hydrogenated Pd-alloys. First, in Chapter 3, the ther-
modynamics are covered with emphasis on how the bulk and surface states depend on
composition and the presence of hydrogen based on theory, previous studies and the
most important findingswithin this thesis. Second, in Chapter 3, the optical properties
are covered including classical theory on LSPR and the dielectric function (DF) as well
as how these concepts are related to the optical response of Pd–Au–H nanodisks. In
Chapter 5, the two papers that make up the basis of this thesis are summarized. Lastly,
in Chapter 6, we return to the main questions of this thesis: what is the surface segre-
gation behavior of Pd-alloys in different environments and how does the composition
and geometry affect their optical response? In particular, we reflect on the answers and
discuss remaining challenges for future studies.
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2
Computational methods

This thesis builds on a range of computational methods coveringmultiple length scales.
In this chapter, these methods are introduced and their background theory briefly pre-
sented.

2.1 Density functional theory
In several fields ofmaterials research it is of interest to calculate the quantummechani-
cal properties of interactingmany-body systems. For the largemajority of such systems,
this is not feasibleusing exact analyticmethodsandwehave to resort tonumericalmeth-
ods and approximations. A popular choice is density-functional theory (DFT), which
can be used to calculate the quantum-mechanical ground state of systems consisting of
up to thousands of atoms. In this thesis, the Vienna Ab initio Simulation Package (VASP)
[31, 32] is used for all DFT calculations. This section provides a brief presentation of the
theoretical framework of DFT, based on Ref. [33].

2.1.1 The Hohenberg-Kohn theorems
Consider amany-body system consisting of electrons and nuclei. Since nuclei aremuch
heavier than electrons, from the perspective of the nuclei the electrons adjust instanta-
neously to anymovement of the nuclei while the nuclei appear frozen in the view of the
electrons. Using theBorn-Oppenheimer approximation [34], thenuclei canbe regarded
as fixedwhen solving for the electron ground state and contributions involving only the
nuclei are typically treated classically.

5



Chapter 2. Computational methods

The Hamiltonian for the electrons of a many-body system with fixed nuclei can be
written in Hartree atomic units (ℏ = 𝑚𝑒 = 𝑒 = 4𝜋𝜖0 = 1) as [33, Chapter 6]

�̂� = −12 ∑𝑖
∇2𝑖 +∑

𝑖
𝑉ext(𝒓𝑖) + 1

2 ∑𝑖≠𝑗
1

|𝒓𝑖 − 𝒓𝑗 |
, (2.1)

where the first term is the kinetic energy, the second is due to an external potential
𝑉ext(𝒓) (including the interaction between electrons and fixed nuclei) and the last is the
Coulomb interaction between electrons. Formost systems, it is not feasible to solve the
corresponding Schrödinger equation, but the problem can be simplified using DFT.

The basis of DFT are two theorems first proved by Hohenberg and Kohn in 1964 [35].
The first theorem states that the external potential 𝑉ext(𝒓), and in turn all properties of
the many-body system, are determined by the ground state electron density 𝑛0(𝒓). The
second theoremstates that a total energy functional𝐸[𝑛] of the electrondensity 𝑛(𝒓) can
be defined, valid for any 𝑉ext(𝒓), and the density thatminimizes this functional is the ex-
act ground state electron density 𝑛0(𝒓). As a result of these theorems, it is, in principle,
enough to find and minimize the functional 𝐸[𝑛] to obtain all properties of the system.
Multiple issues still remain, however, such as how to find the total energy functional
and how to solve the many-body problem (which is, in principle, made possible by the
determination of 𝑉ext(𝒓)) which would yield the wavefunctions and in turn, all proper-
ties. The issue of finding the energy functional will be tackled in the remainder of this
section, which will result in a feasible approach to find the ground state energy.

2.1.2 The Kohn-Sham ansatz
Ageneral expression for the total energy functional of the interactingmany-body system
is [33, Chapter 6]

𝐸HK[𝑛] = 𝑇 [𝑛] + 𝐸int[𝑛] + ∫ d𝒓𝑉ext(𝒓)𝑛(𝒓) + 𝐸𝐼 𝐼 , (2.2)

where 𝑇 and 𝐸int are the kinetic and potential energy contributions of the electrons, re-
spectively, and 𝐸𝐼 𝐼 is the ion-ion interaction energy of the nuclei.

To simplify the problem further, the Kohn-Sham (KS) ansatz [36] is used, where the
many-bodyproblem is replacedbyanauxiliarynon-interactingproblemof independent
electrons. The underlying assumption is that the independent-particle problem can be
defined such that both problems share the same ground state density. Although there
are no rigorous proofs for this assumption, it will be regarded as valid in the following.
The total energy functional Eq. 2.2 of the interactingmany-body problem can be rewrit-
ten in terms of the non-interacting problem as [33, Chapter 7]

𝐸KS[𝑛] = 𝑇KS[𝑛] + 𝐸Hart[𝑛] + 𝐸xc[𝑛] + ∫ d𝒓𝑉ext(𝒓)𝑛(𝒓) + 𝐸𝐼 𝐼 , (2.3)
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2.1. Density functional theory

where 𝑇KS is the independent-particle kinetic energy and 𝐸Hart[𝑛] is theHartree energy,

𝐸Hart[𝑛] = 1
2 ∫ d𝒓d𝒓′ 𝑛(𝒓)𝑛(𝒓

′)
|𝒓 − 𝒓′| ,

i.e., theCoulomb interaction energy in termsof the electrondensity. Thecomplexmany-
body effects are grouped into the exchange-correlation (XC) functional 𝐸xc[𝑛], which
physically represents the difference in kinetic and internal energy of the electrons in
the non-interacting and interacting systems. The last two terms are exactly the same as
in Eq. 2.2. If the XC functional is known, the ground state energy and density of the
interacting many-body problem can be found by solving the auxiliary problem.

Solution of the auxiliary problem is equivalent tominimizing 𝐸KS (Eq. 2.3) under the
constraintof constantnumberof electrons,whichcanbedoneusing theLagrangemulti-
pliermethod [33, Chapter 7]. This procedure leads to the Schrödinger-like KS equations
(Eq. 2.4-2.6)

(�̂�KS − 𝜖𝑖) 𝜓𝑖(𝒓) = 0, (2.4)

where �̂�KS is the effective Hamiltonian

�̂�KS = −12∇
2 + 𝑉KS(𝒓), (2.5)

and 𝑉KS(𝒓) is the effective KS potential

𝑉KS(𝒓) = 𝑉ext(𝒓) +
𝛿𝐸Hart
𝛿𝑛(𝒓) + 𝛿𝐸xc

𝛿𝑛(𝒓) = 𝑉ext(𝒓) + 𝑉Hart(𝒓) + 𝑉xc(𝒓). (2.6)

Here, 𝜖𝑖 and 𝜓𝑖(𝒓) are the eigenvalues and KS wavefunctions of the non-interaction sys-
tem. The corresponding ground state density for a system of𝑁 electrons is

𝑛0(𝒓) =
𝑁
∑
𝑖=1

|𝜓𝑖(𝒓)|2, (2.7)

where 𝜓𝑖 are the𝑁 wavefunctions with the lowest eigenvalues 𝜖𝑖.

2.1.3 Solving the Kohn-Sham equations
Solving the KS equations requires knowledge of the effective potential 𝑉KS (Eq. 2.6),
which is a functional of the density, but the density is only known once the problem
is solved. To get around this paradox, a self-consistent approach is used consisting of
the following steps [33, Chapter 9]:

1. Set the ground state density to an initial guess.
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Chapter 2. Computational methods

2. Calculate the effective potential (Eq. 2.6).

3. Solve the KS equation (Eq. 2.4).

4. Calculate the new density (Eq. 2.7).

5. If the new density is consistent with the previous one, the problem is solved. Oth-
erwise, repeat from step 2 with an updated density.

The resulting self-consistent density has to correspond to the ground state density. The
ground state energy (as well other properties such as forces and stresses) of the interact-
ing system can thus be calculated via the total energy functional Eq. 2.3.

The ground state density in each iteration is calculated based on a set of KSwave func-
tions. For crystalline materials, which have periodic boundary conditions (PBCs), the
wave functions are typically expanded in terms of planewaves restricted to the first Bril-
louin zone [33, Chapter 12]. For systemswithout PBCs in all directions, such as surfaces
andmolecules, planewaves canstill beusedby introducingperiodic systemswitha large
separation in space in the direction(s) without a PBC.The wave functions reads

𝜓𝑖,𝒌(𝒓) = ∑
𝑮

𝑐𝑖,𝑮(𝒌) 𝑒𝑖(𝒌+𝑮)⋅𝒓 , (2.8)

where 𝑐𝑖,𝑮(𝒌) are Fourier coefficients, 𝒌 is a wave vector and 𝑮 are reciprocal lattice vec-
tors. The effective KS potential has the periodicity of the lattice and can be expressed as
a sum of Fourier components

𝑉KS(𝒓) = ∑
𝑮

𝑉KS(𝑮)𝑒𝑖𝑮⋅𝒓 . (2.9)

Lastly, the KS equation (Eq. 2.4) can be expressed in 𝒌-space
∑
𝑮′

𝐻𝑮,𝑮′(𝒌)𝑐𝑖,𝑮′(𝒌) = 𝜖𝑖(𝒌)𝑐𝑖,𝑮(𝒌), (2.10)

where
𝐻𝑮,𝑮′(𝒌) = 1

2|𝒌 + 𝑮|2𝛿𝑮,𝑮′ + 𝑉KS(𝑮 − 𝑮′). (2.11)

This expansion is truncated by an energy cutoff associated with the wave vector |𝒌 + 𝑮|.
A plane wave basis set is suitable for capturing the periodicity of the system, but less

suitable for capturing the rapid variations in thewave function close to the atomic cores
(in contrast to, e.g., a basis set based on atomic orbitals). As a result, high energy cut-
offs are required for accurate descriptions which comeswith a high computational cost.
To simplify the problem, the concept of pseudopotentials can be used in which an ef-
fective potential is created for the joint effect of the nuclei and core electrons acting on
the valence electrons [33, Chapter 11]. The pseudopotentials need to be constructed for
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2.1. Density functional theory

each atomic species separately prior to the DFT calculation. By using pseudopotentials,
the valence electron wave functions are smooth close to the atomic core and the com-
putational cost can be reduced. A related, more complex approach which is used in this
thesis is theprojectedaugmentedwave (PAW)method [37, 38],which introduces a linear
transformation between the full wave function and the smooth wave functions, allow-
ing for treatment of the valence and core states at different levels. The PAWmethod is
often accompaniedwith the frozen-core approximation [39], whichmeans that the core
electron wave functions are not updated during the self-consistency cycle.

2.1.4 The exchange-correlation functional
Acrucial aspect remains, namelydetermining theXC functional𝐸xc[𝑛]. Theequivalence
between the total energy functional of the interacting (Eq.2.2) andnon-interacting (Eq.2.3)
systems holds only if the XC is known exactly [33, Chapter 7]. In practice, however, this
functional has to be approximated. A large number of XC functionals has been pro-
posed, each with their own strengths and shortcomings, and the choice of functional
has to be made with regard to the system under study, the properties of interest, and
the available computational resources.

Since the kinetic and long-range Hartree energy contributions have been separated
out fromthe total energy functional, theXCfunctional canbeapproximatedas a (nearly)
local functional of the density [33, Chapter 8]. The simplest approach is the local density
approximation (LDA), which reads

𝐸LDAxc [𝑛] = ∫ d𝒓 𝑛(𝒓) 𝜖LDAxc (𝑛(𝒓)), (2.12)

where 𝜖LDAxc is the energy density of the homogeneous electron gas with density 𝑛(𝒓)
[33, 36]. Valence electrons of solids with nearly free electrons, often behave close to a
homogeneous electron gas.

Another family ofXC functionals is basedon thegeneralized-gradient approximation
(GGA)

𝐸GGAxc [𝑛] = ∫ d𝒓 𝑛(𝒓) 𝜖GGAxc (𝑛(𝒓), |∇𝑛(𝒓)|), (2.13)

which are semi-local in the sense that they depend on the magnitude of the gradient
of the density, i.e., they take into account variations in the immediate surroundings as
well as the density itself at a point in space [33, Chapter 8]. Several such functionals exist
that rely on different approximations and parametrizations for 𝜖GGAxc [40–42].

To accurately account for van-der-Waals interactions from first principles, a non-
local XC functional is necessary. Such functionals belong to the family of van derWaals
density functionals (vdW-DF) [43–46] and have the general form

𝐸vdW-DF
xc [𝑛] = 𝐸GGAx [𝑛] + 𝐸LDAc [𝑛] + 𝐸nlc [𝑛]. (2.14)
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Chapter 2. Computational methods

Theexchange term is thusdescribedby aGGAand the correlation termcomprises a local
contribution based on the LDA and a non-local contribution

𝐸nlc [𝑛] = 1
2 ∫ d𝒓 d𝒓′ 𝑛(𝒓) 𝐾(𝒓, 𝒓′) 𝑛(𝒓′), (2.15)

where the kernel𝐾(𝒓, 𝒓′) contains information about the strength of the interaction be-
tween the density in two points [46, 47]. In this thesis, the vdW-DF-cx functional [45]
is used due to its excellent performance for non-magnetic transition metals in general
[48], and for the surface properties of Pd, Au, and Cu in particular [49].

2.2 Cluster expansion
Computational studies of alloys require careful consideration of the chemical order. Ev-
ery possible atomic configuration is associated with its own ground state energy, and
to scan through all possible atomic configuration using ab initiomethods is practically
impossible for relevant system sizes. Instead, one has to choose between studying a
few selected atomic configurations or turn to simpler models. In this thesis, alloy clus-
ter expansion (CE) models [50] are employed to predict the ordering and segregation of
Pd-alloys using the open-source Python package ICET [51]. A CE is a generalized Ising
model, which predicts the energy as a function of the atomic configuration on a rigid
lattice, based on a decomposition of the occupation vector into atomic clusters [50].

2.2.1 Definitions and formalism
The atomic configuration is described by a configuration vector

𝝈 = {𝜎1, 𝜎2, ..., 𝜎𝑁 }, (2.16)

where 𝜎𝑖 represents the occupation of lattice site 𝑖 and𝑁 is the total number of sites. For
a binary system consisting of species 𝐴 and 𝐵, 𝜎𝑖 is typically defined as 0 for species 𝐴
and 1 for species 𝐵.

A cluster is defined as a set of 𝑘 lattice sites. Clusters are classified by their order
𝑘 and their geometric size which can be defined based on the distances between the
sites. Clusters obey the symmetry of the lattice and a group of symmetrically equivalent
clusters are said to belong to the same orbit.

For each lattice site 𝑖, a set of𝑀 point functionsΘ𝑛(𝜎𝑖) is defined as

Θ𝑛(𝜎𝑖) =
⎧
⎨
⎩

1, 𝑛 = 0
− cos (𝜋(𝑛+1)𝜎𝑖𝑀 ) , 𝑛 odd
− sin (𝜋𝑛𝜎𝑖𝑀 ) , 𝑛 even
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2.2. Cluster expansion

where𝑀 is the number of allowed species on the site and 𝑛 = 0, 1, … ,𝑀 − 1 is the point
function index. The point functions are used to construct a complete, orthogonal basis
of the configuration space [52] with basis functions

Π𝜶 (𝝈) = Θ𝑛1(𝜎1)Θ𝑛2(𝜎2) ⋅ ⋅ ⋅ Θ𝑛𝑙 (𝜎𝑙), (2.17)

where 𝜶 = {𝑛1, 𝑛2, … , 𝑛𝑁 } is a vector of allowed point function indices for cluster 𝛼 de-
fined such that 𝑛𝑖 represents lattice site 𝑖. For a cluster in a binary alloy, 𝑛𝑖 takes the
value 1 for all sites included in the cluster and 0 otherwise, such that sites not included
do not affect the basis function. For more complex systems, such as ternary systems, 𝑛𝑖
can take values 1, 2, ...𝑀 − 1 for sites included in the cluster. The permutation of these
leads tomultiple basis functionsΠ(𝑠)𝜶 (𝝈) for each cluster 𝛼, where (𝑠) indicates the corre-
sponding point function index. This aspect is, however, beyond the scope of this thesis
and the index (𝑠)will not be included in the following.

Any function 𝑓 of the configuration (suchas theenergy) can, inprinciple, bedescribed
exactly by

𝑓 (𝝈) = 𝑓0 +∑
𝜶

𝑓𝜶Π𝜶 (𝝈), (2.18)

where 𝑓𝜶 corresponds to the contribution of each (non-zero order) cluster and 𝑓0 to the
configuration independent contribution (the zeroth order cluster) [50]. For symmetry
reasons, the sumover all clusters canbe reduced to a sumover all orbitswhere eachorbit
is represented by one of its clusters𝜶 and the basis function is averaged over all clusters
𝜶 ′ in the orbit.

𝑓 (𝝈) = 𝐽0 +∑
𝜶

𝑚𝜶 𝐽𝜶 ⟨Π𝜶 ′(𝝈)⟩𝜶 . (2.19)

Here, the multiplicity 𝑚𝜶 of clusters in the orbit represented by 𝜶 has been introduced
and theenergetic contributionshavebeenreplacedbyeffective cluster interactions (ECIs)
𝐽𝜶 .

For crystalline materials, where the allowed species differ between sites, such as the
hydrides of interest in this thesis, a CE consisting of multiple sublattices can be con-
structed. This principle can also be used to model surface adsorption. For example, ad-
sorption ofHatoms on an alloy surface can bemodeled by one surface slab lattice for the
alloy and one lattice consisting of the adsorption sites which can be empty or occupied
by H.

2.2.2 Cluster expansion construction
A CE is constructed by finding the optimal ECIs based on reference data 𝒇 =
[𝑓1(𝝈1), 𝑓2(𝝈2), …]𝑇 corresponding to a number of selected atomic configurations
{𝝈1, 𝝈2, …}, The reference data is typically obtained by ab initio calculations. Note that
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Chapter 2. Computational methods

although the CE works on a fixed lattice, the reference data often consists of energy cal-
culations where the cell size and atom positions are fully relaxed. The atom positions
are subsequently rescaled and mapped to the fixed lattice to fit the CE. This procedure
effectively incorporates relaxation contributions into the lattice model.

Tofind the optimal ECIs, represented by a vector 𝑱 = [𝐽0, 𝐽1, 𝐽2, ...]𝑇 , Eq. 2.19 is rewrit-
ten as a linear problem

𝒇 = 𝜫𝑱 , (2.20)

where each row 𝜫𝑖 of the sensing matrix 𝜫 corresponds to the averaged basis function
of all orbits multiplied by the respective multiplicity

𝜫𝑖 = [1, 𝑚𝜶1⟨Π𝜶 ′1 (𝝈𝑖)⟩𝜶1 , 𝑚𝜶2⟨Π𝜶 ′2 (𝝈𝑖)⟩𝜶2 , …]. (2.21)

Here, 𝜫𝑖 is referred to as a cluster vector. In practice, the number of orbits included
in the CE has to be truncated by introducing an upper limit for the cluster order and
size. Equation Eq. 2.20 can be solved for 𝑱 by linear regression. The simplest approach
is to use the ordinary least-squares (OLS) method, which finds the 𝑱 that minimizes
the error of the predicted 𝒇 . OLS is, however, prone to overfitting which can result in
unphysical ECIs contributions. To avoid this issue, the reference data set needs to be
large compared to the number of ECIs, which is computationally expensive. Another
strategy is to use methods which involve regularization and/or feature selection such
as recursive feature elimination (RFE), least absolute shrinkage and selection operator
(LASSO) [53] or automatic relevance detection regression (ARDR) [54]. These methods
result in sparser ECIs (𝑱 ) which typically leads tomore stable CEs even for smaller refer-
ence data sets.

2.2.3 Exploiting local symmetries
For abulkbinary alloywith a simple face-centered cubic (fcc) structure, theprimitive cell
consists of a single site. Thismeans that the list of orbits contains one singlet, one near-
est neighbor (NN) pair and so on. For a surface slab of the same binary alloy, however,
the primitive cell consists of one site per atomic layer. As a result, there are multiple
symmetrically inequivalent singlets and NN pairs. For example, the NN pair between
layers 𝑖 and 𝑖 + 1 is not equivalent to the NN pair between layers 𝑖 + 1 and 𝑖 + 2, and as
a result they will be represented by different ECIs. Suppose, however, that the slab is
very thick and that layer 𝑖 is far from the surface. In such a case, the behavior of the NN
pairs in question should be similar to the single NN from the bulk example.

This principle can be used to define so-called local symmetries for orbits with match-
ing order and radii that should behave similarly. The concept of grouping symmetrically
equivalent clusters to the same orbit is extended such that orbits belonging to the same
local symmetries aremerged and the total number of ECIs is reduced. In Paper I we use
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this approach to construct surface CEs for the Pd–Au:H and Pd–Cu:H systems to study
surface segregation. We find that merging bulk-like orbits results in models less prone
to overfitting that better reproduces the correct segregation behavior.

2.2.4 Training data generation
The predictive ability of a CE is sensitive to the selection of atomic configurations in-
cluded in the training set. Predictions for configurations poorly represented by the
training set will generally be less accurate. In most cases, the accuracy of a CE is in-
creased while the risk of overfitting is reduced with the number of structures in the
training data set. Since increasing the size of the training data set typically involves ad-
ditional costly DFT calculations, a compromise between computational cost and num-
ber of structures has to be found.

Many different approaches to structure selection for CEs have been proposed [55–
62]. A simple approach is to generate a certain number of random configurations. This
will, however, lead to multiple structures with similar cluster vectors (Eq. 2.21) which
means that the information provided by additional structures is limited and the numer-
ical problem (Eq. 2.20) is poorly conditioned. For systemswith small unit cells, training
sets can be constructed by enumerating all inequivalent structures up to a certain struc-
ture size [51, 56, 57]. This is, however, not feasible for systems with larger unit cells,
since the number of structures produced by enumeration quickly becomes unmanage-
able. Several approaches are based on identifying structures that are of particular im-
portance for the problem, often in an iterative fashion. That could for example include
structures that are close to the ground state [58, 61], structures that minimizes the vari-
ance of the predicted property [55, 59, 61] or structures associated with large uncertain-
ties [62]. Another option is to construct a training set where each structure contributes
with as much information as possible, by aiming for structures with orthogonal cluster
vectors [60]. Nelson et al. [60] have developed the following iterative algorithm for this
purpose:

1. Generate a random cluster vector.

2. Orthogonalize this vector to the cluster vectors of all previously added structures.

3. Find the structure whichmost closely matches the current cluster vector and add
it to the training set.

This approachwas adopted for the surface slabmodels in Paper I, with some added con-
straints on the structure cell sizes and target concentrations to avoid ending up with
a majority of large structures (for reasons of computational cost) and ensure an even
distribution over the concentration range. Due to correlations between the elements
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in the cluster vector, it is generally not possible to obtain a sensing matrix with per-
fectly orthogonal rows, especially not with the added constraints. Nevertheless, this
approach has been found to result in accurate models (as demonstrated in Paper I) and
is a convenient procedure to generate a training set in one go without having to rely on
intermediate CEs.

2.3 Monte Carlo simulation
CEs are often used in combination with Monte Carlo (MC) simulations to obtain ther-
modynamic information about a system. MC methods represents a broad category of
computational algorithms that uses randomnumbers to calculate deterministic proper-
ties [63, Chapter 10]. In the context of modeling alloys, MC simulations and specifically
theMetropolis algorithm [64] can be used to efficiently sample the very large configura-
tion space associated with systems large enough to study thermodynamic averages of
properties such as free energy, occupancy of specific sites, and order parameters. In
the following, this procedure is described.

The probability of a specific atomic configuration 𝝈 is

𝑝(𝝈) = 1
𝑍 exp [−Φ(𝝈)𝑘𝐵𝑇

] , (2.22)

where 𝑍 is the partition function, Φ is the thermodynamic potential (excluding the
temperature-entropy contribution) associated with the relevant thermodynamic en-
semble (see Sect. 2.3.1 and Sect. 2.3.2), 𝑘𝐵 is the Boltzmann constant and 𝑇 is the tem-
perature. A MC simulation starts from a supercell of the system with some arbitrary
atomic configuration. In each simulation step, the system is subjected to a trial step
where the atomic configuration undergoes some random change, for example swap-
ping the atomic species of two lattice sites. The probabilities (Eq. 2.22) of the atomic
configuration before (𝝈1) and after (𝝈2) the swap are compared. If the ratio between the
latter and the former is larger than a uniform random number 𝜉 ∈ (0, 1),

𝑝(𝝈2)
𝑝(𝝈1)

> 𝜉 , (2.23)

the new configuration (𝝈2) is accepted, otherwise the system remains in the old configu-
ration (𝝈1). Note that the partition function𝑍 never has to be calculated explicitly. With
this algorithm, a lower energy configuration is always acceptedwhile higher energy con-
figurations are sometimes accepted, which allows for an exploration of more probable
configurations without getting stuck in local minima. The value of any quantity of in-
terest is saved for every simulation step and since the configuration space is sampled
according to the probability Eq. 2.22, the resulting averages correspond to ensemble
averages.
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2.3. Monte Carlo simulation

The choice of thermodynamic ensemble, which determines the thermodynamic po-
tential in Eq. 2.22, depends on the properties of the system. For example, an isolated
systemwith constantnumber of particles, volume, andenergy is describedby themicro-
canonical ensemble. In themicrocanonical ensemble, amacrostate is defined by the val-
ues of the constant macroscopic variables 𝑁 , 𝑉 , 𝐸. A macrostate generally corresponds
tomultiplemicrostateswith varying probabilities. During aMC simulation, the system
changes between different microstates while remaining in the samemacrostate. In the
following, two thermodynamic ensembles relevant for this thesis are presented.

2.3.1 The canonical ensemble
The canonical ensemble represents a system at constant volume 𝑉 with a fixed number
of atoms of each species 𝑁𝑖 (where 𝑖 is the atomic species) in contact with an infinite
reservoir at constant temperature 𝑇 . Amacrostate in the canonical ensemble is thus de-
scribed by (𝑁𝑖, 𝑉 , 𝑇 ). The thermodynamical potential, which determines the probability
of a microstate, corresponds to the internal energy.

In this thesis, the internal energy is represented by the configurational energy pre-
dicted by the CEs while other contributions, such as vibrations, are neglected. The mi-
crostate is then determined by the atomic configuration 𝝈 and the probability is

𝑝C(𝝈) = 1
𝑍 exp[−𝐸(𝝈)𝑘𝐵𝑇

], (2.24)

where 𝐸 is the configurational energy. Since the numbers of particles of each species
are constant, the atomic concentrations are fixed and a suitable trial step consists of
swapping the species of two sites.

2.3.2 The semi-grand canonical ensemble
In the semi-grand canonical (SGC) ensemble, the total number of atoms𝑁 , the volume
𝑉 and the temperature 𝑇 are constant. The difference to the canonical ensemble is that
the number of atoms per specie, 𝑁𝑖, can vary (under the condition that 𝑁 = ∑𝑖 𝑁𝑖) and
instead, the chemical potential difference 𝛿𝜇𝑖 = 𝜇1 − 𝜇𝑖 for each species 𝑖 > 1 in relation
to the first species is constant [65]. Fixing the chemical potential difference effectively
controls the average concentrations during a MC simulation. The SGC ensemble thus
represents a system in contact with an infinite reservoir with fixed temperature and
chemical potential differences, such that both energy and atoms can be exchanged and
amacrostate is described by (𝑁 , Δ𝜇𝑖, 𝑉 , 𝑇 ).

Within the scope of this thesis, the probability of a microstate in the SGC ensemble
is defined as

𝑝SGC(𝝈) = 1
𝑍 exp[−𝐸(𝝈) + ∑𝑖>1 Δ𝜇𝑖𝑁𝑖

𝑘𝐵𝑇
], (2.25)
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Chapter 2. Computational methods

where 𝐸 is the configurational energy obtained from a CE and the second term is asso-
ciated to the potential energy related to the chemical potentials. A trial step consists of
changing the species of one site.

The SGC ensemble has two main advantages over the canonical ensemble. First, the
control of 𝛿𝑚𝑢𝑖 allows for efficient sampling over the entire concentration range and the
free energy can be obtained by integration of the thermodynamic relation

Δ𝜇𝑖 = − 1
𝑁

𝜕𝐹
𝜕𝑐𝑖

, (2.26)

which is convenient for, e.g., phase diagram construction. Second, for gas adsorp-
tion/absorption, knowledge of the chemical potential 𝜇𝑖(𝑇 , 𝑝𝑖) means that the corre-
sponding partial pressure 𝑝𝑖 can be calculated via

𝜇𝑖(𝑇 , 𝑝𝑖) = 𝜇∘𝑖 (𝑇 ) + 𝑘𝐵𝑇 ln
𝑝𝑖
𝑝∘𝑖
, (2.27)

where 𝜇∘𝑖 (𝑇 ) is the temperature dependent chemical potential of the gas at a reference
pressure 𝑝∘𝑖 . This relation is used in Paper I to connect the segregation behavior of Pd-
alloys to the hydrogen pressure.

2.3.3 Simulated annealing
In addition to calculating ensemble averages of quantities of interest, MC simulations
can be used to simulate an annealing process for alloys. The simulated annealing pro-
cedure is similar to a regular MC simulation, with the difference that the temperature
is gradually decreased during the simulation and the most important result is the end
configuration [66]. The ratio of accepted trial steps increases with temperature, which
means that the system can move further away from the ground state during the simu-
lation. As the temperature is reduced, the acceptance ratio decreases and the system
becomes gradually more locked in to a specific low energy configuration. The end con-
figuration is typically a good estimation of the lowest energy configuration at the end
temperature, which is close to the ground state for sufficiently low temperatures. Sim-
ulated annealing can be used to, e.g., identify low energy structures for training data
generation (Sect. 2.2.4) or study atomic ordering.

2.4 Electrodynamic simulations
To study the optical response of NPs with diameters on the order of 100 nm, contin-
uum electrodynamic simulations on a macroscopic scale are necessary, in contrast to
the atomistic methods previously discussed in this chapter. Such simulations typically
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involve solving Maxwell’s equations. The time-dependent macroscopic Maxwell equa-
tions in differential form (without electric or magnetic current sources) read [67, Chap-
ter 3]

𝜕𝑫
𝜕𝑡 = ∇ × 𝑯 − 𝑱 (2.28)

𝜕𝑩
𝜕𝑡 = −∇ × 𝑬 − 𝑴 (2.29)

∇ ⋅ 𝑫 = 0 (2.30)
∇ ⋅ 𝑩 = 0 (2.31)

where 𝑬 is the electric field,𝑫 is the electric displacement field,𝑯 is themagnetic field,
𝑩 is the magnetic flux density, 𝑱 is the electric current density and 𝑴 is the magnetic
current density. The fields (excluding 𝑱 ‘ and𝑴) are related by the following constitutive
relations

𝑫 = 𝜀𝑬 (2.32)
𝑩 = 𝜇𝑯, (2.33)

where 𝜀 is the electrical permittivity and 𝜇 is the magnetic permeability. The current
densities can include both independent sources (𝑱s and 𝑴s) and nondispersive losses
via the electric andmagnetic conductivities (𝜎 and 𝜎∗),

𝑱 = 𝑱s + 𝜎𝑬 (2.34)
𝑴 = 𝑴s + 𝜎∗𝑯. (2.35)

Thematerial properties are included via 𝜀, 𝜇, 𝜎 , and 𝜎∗ which may vary over the sim-
ulation region to simulate specific objects. In this thesis, non-magnetic (𝜇 = 1, 𝜎∗ = 0)
materials are considered. The material specific property of interest is thus the permit-
tivity (𝜀), which can be complex and frequency dependent (dispersive). For dispersive
materials, the permittivity is often called the DF.The DF for an arbitrary alloy is gener-
ally not knownbut can be calculated using ab initiomethods as outlined inRef. [68]. This
approach was adopted in Paper II to obtain DFs for the Pd–Au–H system but is outside
the scope of this thesis.

There are many different approaches to solving Maxwell’s equations numerically. In
this thesis, the simple yet powerful finite-difference time-domain (FDTD) method is
used as implemented in the open-source software MEEP [69].

2.4.1 Finite-difference time-domain method
The FDTD method is based on solving the system of six partial differential equations
formed by Eq. 2.29 and Eq. 2.28 by evolving them in time. The method is typically im-
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Figure 2.1: Illustration of the Yee grid.

plemented on a Yee grid [70] where the 𝑬 and𝑯 -field components are placed on a stag-
gered grid in three dimensional space with an offset of half a pixel, such that each 𝑬-
field component is encircled by four perpendicular𝑯 -field components and vice versa,
as shown in Fig. 2.1. This scheme is convenient since it allows for center-difference
derivatives with second order accuracy, enforces continuity of tangential 𝑬-fields and
normal𝑯 -fields at surfaces and implicitly enforces Eq. 2.30 and Eq. 2.31 [67, Chapter 3].
Similarly, the evolution in time follows a leapfrog arrangement where the 𝑬- and 𝑯 -
field components are separated in time by half a time step. As a result, the time evolu-
tion is fully explicit and the involved time derivatives are also central-differences with
second-order accuracy. In general, the Yee grid is cubic and characterized by a resolu-
tion Δ𝑥 = Δ𝑦 = Δ𝑧 = Δmuch smaller than the wavelength [70]. To achieve numerical
stability, the resolution in timemust fulfill the Courant condition [67, Chapter 4]

Δ𝑡 < Δ
𝑐√3

(in 3D). (2.36)

A FDTD simulation takes place in a finite computational cell truncated by some
boundary condition. A common choice for non-periodic systems is to surround the
computational cell with a perfectly matched layer (PML) layer. A PML layer is a ficti-
tious material designed to absorb all incoming fields with no reflection [67, Chapter 7].
This setup is equivalent to simulating the system in an infinite cell with no reflecting
structures beyond the computational cell.

In the following, the implementation of a FDTD method on a Yee grid is briefly cov-
ered based on Ref. [67, Chapter 3]. Any function 𝑢 of space and time is denoted using
the following notation

𝑢(𝑖Δ𝑥, 𝑗Δ𝑦, 𝑘Δ𝑧, 𝑛Δ𝑡) = 𝑢𝑛𝑖,𝑗,𝑘 (2.37)

and is associated with the following central differences in space (represented by the 𝑥-
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direction) and time

𝜕𝑢𝑛𝑖,𝑗,𝑘
𝜕𝑥 =

𝑢𝑛𝑖+1/2,𝑗,𝑘 − 𝑢𝑛𝑖−1/2,𝑗,𝑘
Δ𝑥 + 𝒪[(Δ𝑥)2] (2.38)

𝜕𝑢𝑛𝑖,𝑗,𝑘
𝜕𝑡 =

𝑢𝑛+1/2𝑖,𝑗,𝑘 − 𝑢𝑛−1/2𝑖,𝑗,𝑘
Δ𝑡 + 𝒪[(Δ𝑡)2]. (2.39)

The first of the six partial differential equations (Eq. 2.28 in 𝑥-direction) reads (using
Eq. 2.32):

𝜕𝐸𝑥
𝜕𝑡 = 1

𝜀 [
𝜕𝐻𝑧
𝜕𝑦 − 𝜕𝐻𝑦

𝜕𝑧 − 𝐽𝑥] , (2.40)

whereEq. 2.32 is used to obtain an equation in𝐸𝑥 instead of𝐷𝑥 . Rewriting this equation
in terms of central differences yields

𝐸𝑥 |𝑛+1/2𝑖,𝑗+1/2,𝑘+1/2 − 𝐸𝑥 |𝑛−1/2𝑖,𝑗+1/2,𝑘+1/2
Δ𝑡 = 1

𝜀 [
𝐻𝑧 |𝑛𝑖,𝑗+1,𝑘+1/2 − 𝐻𝑧 |𝑛𝑖,𝑗,𝑘+1/2

Δ𝑦 + ...

+
𝐻𝑦 |𝑛𝑖,𝑗+1/2,𝑘+1 − 𝐻𝑦 |𝑛𝑖,𝑗+1/2,𝑘

Δ𝑧 − 𝐽𝑥 |𝑛𝑖,𝑗+1/2,𝑘+1/2] .
(2.41)

During time evolution, the term 𝐸𝑥 |𝑛+1/2𝑖,𝑗+1/2,𝑘+1/2 is calculated as a function of the other
terms which are known since they belong to earlier time steps. The procedure is equiv-
alent for the remaining 5 partial differential equations and will result in the calculation
of 𝑬 at half integer time steps (𝑛 + 1/2) and𝑯 at integer time steps (𝑛 + 1).

For dispersivematerials, i.e., materials with a frequency dependent permittivity, the
algorithm has to be modified slightly. The electric displacement field can be written as

𝑫 = 𝜀𝑬 = 𝜀0𝑬 + 𝑷, (2.42)

where 𝑷 is the induced polarization. The physical origin of dispersion is a time delay
of the induced polarization in response to an electric field. The effect of dispersion can
thus be implemented in a FDTD algorithm by accounting for the time evolution of 𝑷 .
This canbe achievedby the auxiliary differential equationmethod [67, Chapter 9]. Given
an analytical expression for the DF 𝜀(𝜔), such as the Lorentzian representation used in
Paper II, the polarization field can be related to the electric field in frequency space

𝑷(𝜔) = [𝜀(𝜔) − 𝜀0] 𝑬(𝜔). (2.43)

By performing an inverse Fourier transform, a differential equation for the time evolu-
tion of 𝑷 is obtained, which can be solved numerically with finite differences alongside
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Maxwell’s equations. Lastly, Eq. 2.40 is modified according to

𝜕𝐸𝑥
𝜕𝑡 = 1

𝜀∞
[𝜕𝐻𝑧
𝜕𝑦 − 𝜕𝐻𝑦

𝜕𝑧 − 𝐽𝑥 − 𝑃𝑥] , (2.44)

where 𝑃𝑥 is the 𝑥-component of the polarization obtained from the auxiliary differential
equation (which typically involves additional 𝐸𝑥-terms).
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3
Thermodynamics

of hydrogenated Pd-alloys

The first key property of Pd-nanoalloys that enables H sensing is their ability to quickly
undergo absorption or desorption of large quantities of H, in relation to the concentra-
tionofH2 in the immediate environment. This is possible due to the thermodynamics of
the Pd–H system, which dictates that H absorption is energetically favorable already at
fairly lowH2 pressures (∼10mbar at room temperature [71]). Alloyingwith othermetals
introduces tunability of the material properties and is a common strategy for material
optimization in various applications. This strategy requires knowledge about how the
introduction of additional species affects the thermodynamics of the system, with re-
gard to e.g. H absorption and chemical order in the metal lattice. In this section, the
thermodynamics of hydrogenated Pd-alloys is discussed with emphasis on the effects
of alloying and surface segregation.

3.1 Bulk properties
According to the laws of thermodynamics, a systemstrives towards the statewith lowest
Gibbs free energy,

𝐺 = 𝑈 + 𝑃𝑉 − 𝑇𝑆. (3.1)

For alloys and metal-H systems in bulk, this principle can be used to construct phase
diagrams where the equilibrium phase(s) of a material is mapped out as a function of
composition and temperature (at constant pressure).

To understand the free energy of amulticomponent system, we first need to consider
the change in free energy during mixing [72, Chapter 5]. Consider a system consisting
of two subsystems with atom species 𝐴 or 𝐵 at constant temperature (𝑇 ) and pressure
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Chapter 3. Thermodynamics of hydrogenated Pd-alloys

(𝑃 ) that are initially separated (unmixed). The corresponding free energy for, say, one
mole of the total system is

𝐺unmix = (1 − 𝑥)𝐺𝐴 + 𝑥𝐺𝐵, (3.2)

where 𝑥 is the fraction of 𝐵 atoms and 𝐺𝐴, 𝐺𝐵 are the free energies of onemole of𝐴 and
𝐵 atoms, respectively. If the separation between the subsystems is removed, they will
mix if the change in free energy uponmixing is negative.
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(a) (b)

0 1

T

x0 1

x1

x2

T x2x1

Phase separation

Mixing

Figure3.1: Schematic illustrationof theGibbs free energy for amixed systemconsistingof atoms
𝐴 and 𝐵 (a) and the corresponding phase diagram (b). If any part of the Gibbs free energy curve
is concave-up, the system will separate into two phases with compositions 𝑥1(𝑇 ), 𝑥2(𝑇 ) in this
region. The Gibbs free energy of the phase separated system will follow the tangent below the
curve (dashed line), which guarantees a lower energy compared to amixed systemwhich would
follow the curve (solid line). If the entire curve is concave-up, no mixing occurs and the Gibbs
free energy of the system is given by Eq. 3.2.

During mixing, the internal energy 𝑈 may decrease or increase depending on the in-
teractions between 𝐴 and 𝐵 atoms. Similarly, the volume 𝑉 may change, but the effect
on the change in free energy is generally small for solids. The entropy 𝑆, however, will al-
ways increase uponmixing due to the increased number ofways to arrange the atoms in
a mixed system. Whether or not the subsystems will mix at a certain temperature thus
primarily depends on the sign and amplitude of the change in internal energy Δ𝑈mix
upon mixing. If Δ𝑈mix < 0, the system will mix at all temperatures since both the in-
ternal energy and entropy contributions to the free energy is reduced. If Δ𝑈mix > 0,
on the other hand, the system will mix above the temperature at which the magnitude
of the entropy contribution is larger than the internal energy contribution. Below this
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3.1. Bulk properties

temperature, the system will phase separate into one A-rich and one B-rich phase, as
shown in Fig. 3.1.

3.1.1 The Pd–H system
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Figure 3.2: (a) Phase diagram for solid Pd–H adapted from [73]. PdH exhibits two phases with
the same crystal structure, 𝛼 and 𝛽, which causes phase separation at temperatures below ap-
proximately 600K. (b) Phase diagram for solid Pd–Cu adapted from [74]. The Pd–Cu system
is mostly miscible (Pd, Cu) but have several ordered phases in the Cu-rich end (orange regions)
which causes phase separation (white areas next to an orange area).

TheH absorption process in Pd begins with dissociation of H2 molecules into atomic
H at the metal surface. When the surface is covered by one monolayer, the H atoms
move to interstitial sites in the Pd lattice forming an interstitial alloy. The alloy remains
metallic due to the similar electronegativities of Pd and H atoms [75, Chapter 2]. The
first step is associated with a decrease in energy, which is followed by an increase in
energy in the second step, but absorption to the bulk is still energetically favorable com-
pared to the H2 gas phase (Fig. 3.3d).

H absorption is associated with an expansion of the Pd lattice. At moderate temper-
atures (≲ 600K), this causes a phase separation between the H-poor 𝛼-phase and the
H-rich 𝛽-phase as the H content increases (Fig. 3.2a). In experiments and applications,
the absorbed H content vs. H2 pressure at a fixed pressure is often of interest. Due to
the phase separation, such ameasurement is associatedwith a jump from low to highH
content at the so-called plateau pressure and hysteresis caused by the energy barriers of
forming 𝛽 in 𝛼 and vice versa [73]. These phenomena are often unwanted, for example
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Chapter 3. Thermodynamics of hydrogenated Pd-alloys

in H sensing, since theH content is not a well-defined or strictlymonotonic function of
H2 pressure.

3.1.2 Alloying with Au or Cu
Solid Pd–Au alloys are miscible over the entire composition range [76]. Some ordered
phases have been observed, but these do not cause significant phase separation and
there is a lack of consensus in the literature [76]. Alloying Pd with Au is often beneficial
in H applications since the miscibility gap and hysteresis (characteristic for the Pd–H
system) vanish at approximately 15% Au [28, 77]. This effect is mainly due to the larger
size of Au atoms compared to Pd, which causes a lattice expansion similar to the expan-
sion needed to absorb large quantities of H [75, Chapter 3]. At the same time, the H
solubility reduces roughly linearly with Au content. For example, at 30% Au content the
solubility of H2 at 1 bar is about 25% compared to 67% for pure Pd [28].

Solid Pd–Cu alloys are completely miscible for compositions with more than 60% Pd
(Fig. 3.2b), which are the primary focus of this thesis. For higher Cu content, how-
ever, several ordered phases can be foundwhich causes phase separation. This includes
the B2-phase close to 50% Cu with different crystal structure (CsCl structure) than the
solid solution (Pd,Cu) which causes difficulties inmodeling with lattice-basedmethods
such as CEs. Since the Cu atom is smaller than Pd, alloying with Cu does not have the
same benefits as alloying with Au when it comes to the miscibility gap associated with
H absorption. Similar to alloying with Au, however, the H solubility decreases with in-
creased Cu content [78].

3.2 Surface properties
The energy landscape of an atom close to a surface differs from an atom in the bulk due
to the change in coordination number, surface relaxation, and possible interactionwith
adsorbates. This is also true for atoms close to surfaces with different orientations. The
energy difference gives rise to the concept of surface energy, i.e., the energy per area
required to form a surface (of a certain orientation) by splitting a bulkmaterial. A lower
surface energy means a more stable surface, and a surface slab or the facets of a NP are
more likely to have the surface orientation(s) with lowest energy [79]. In Fig. 3.3a, the
calculated fcc surface energies for Pd, Au and Cu in the {111}, {100}, and {110} directions
aswell as experimentallymeasured facet-averaged surface energies for droplets [80] are
displayed. The {111} surface is the most stable one in all cases, with the lowest surface
energy for Au followed by Cu and then Pd.

For an alloy, the different energy landscape generally results in a different chemical
order of atoms close to the surface compared to bulk. This gives rise to phenomena
suchas surface segregationand surface ordering. Thesephenomenahave a large impact
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Figure 3.3: (a) Surface energies for different orientations and experimentalmeasurements from
[80] as well as the bulk lattice parameter (in grey). (b-c) Segregation energies for fcc-{111} slabs
with Pd as the solute (b) or host (c) species, in vacuum or with 100% H coverage. (d) Adsorption
energies for H sites on fcc-{111} slabs, where the occupation is provided on the x-axis in terms of
H per surface atom. All energies are calculated using DFT with the vdW-DF-cx functional. The
surface energies were calculated in [49] and the segregation and adsorption energies in Paper I.
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Chapter 3. Thermodynamics of hydrogenated Pd-alloys

on the surface properties and are crucial for the performance in applications such as
catalysis andsensing, forwhich the compositionof the top-most surface layers is crucial.
The surface segregation behavior of an arbitrary alloy is generally hard to predict since
it requires knowledge about the energy of all possible atomic configurations. There are,
however, some general properties that typically induce surface segregation that can be
identified from modeling of segregation in a dilute alloy Ax B1–x consisting of a single
A (solute) atom in B (host) [81–84]:

• Pure metal surface energy: The species with lower surface energy tend to segre-
gate towards the surface. This is generally considered the strongest indication of
surface segregation.

• Size-mismatch: If there is a large size difference between the solute and host, the
solute tends to segregate to the surface [82], at least if it is larger [84, 85].

• Adsorption energies (if adsorbates are involved): The species with lower adsor-
bate energy tends to segregate to the surface [86].

A more quantitative approach is to calculate the segregation energy 𝐸seg using ab initio
calculations,

𝐸seg𝑥 = 𝐸A in 𝑥 − 𝐸A in bulk, (3.3)

where the energies on the right-hand side are calculated for a single A atom in layer 𝑥
and for a single A atom in bulk.

3.2.1 Surface segregation in Pd–Au–H
A pure, clean Au surface slab has significantly lower surface energy compared to Pd and
has a larger lattice parameter (Fig. 3.3a). Both of these factors indicate segregation of
Au to the surface in a Pd–Au alloy. Segregation energy calculations further show that,
in vacuum, a single Pd atom in Au tends to stay away from the surface (Fig. 3.3b) while a
single Au atom in Pd prefers residing at the surface (Fig. 3.3c), i.e. segregation of Au to
the surface in both dilute limits. This is also what is generally observed in the literature
for Pd–Au surfaces in vacuum [87–95].

The H adsorption energy, on the other hand, is significantly lower on Pd compared
to Au (Fig. 3.3d) which indicates segregation of Pd to the surface. Indeed, this effect is
strong enough to completely flip the segregation energies in the dilute limits (Fig. 3.3b,c)
when a monolayer of H is adsorbed compared to clean surfaces in vacuum. We thus
expect surface enrichment of Pd in a H environment, which is also in accordance with
the literature [92, 94, 96, 97].

Our findings regarding the surface segregation of Pd–Au surfaces in Paper I, where
we study the surface composition as a function of the H2 pressure, are in agreement
with the indications and previous results presented in this section.
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3.2. Surface properties

3.2.2 Surface segregation in Pd–Cu–H

For the Pd–Cu system, the segregation behavior is harder to predict. The surface energy
is lower for a clean Cu surface compared to Pd, but the difference is small (Fig. 3.3a).
Furthermore, the lattice parameter is smaller for Cu which indicates segregation of Pd
in Cu, in contrast to the surface energy (Fig. 3.3a). Themagnitude of the corresponding
segregation energies in vacuum is significantly smaller than for the Pd–Au system and
shows an oscillatory behavior where Pd is preferred at the topmost surface layer and Cu
in the subsequent layer (Fig. 3.3b-c).

The somewhat conflicting indications for Pd–Cu alloys in vacuum are accompanied
by an apparent discrepancy in the literature. Many experimental studies find Pd enrich-
ment in the surface region (∼6 layers), butCu enrichment in the topmost surface layer(s)
[98–100]. Computational work by Cheng et al. [101] supports these findings. Many the-
oretical studies, however, report the opposite behavior with a slight enrichment in the
topmost surface layer [87, 88, 94, 95], at least for low Cu concentrations [92, 102]. Fur-
thermore, experimental work by Pielsticker et al. [103] shows that Pd deposited on Cu
surfaces in the {111} (but not {110} or {100}) direction in vacuum avoids alloying, suggest-
ing that Pd prefers residing at the surface. Generally, many studies mention oscillatory
segregation behavior [88, 101, 104] and a strong orientation dependence [103, 104].

TheH adsorption energy is lower on Pd than Cu (Fig. 3.3d). For Pd-rich surfaces, this
leads to an increased tendency for Cu to avoid the surface, extending to the second sur-
face layer (Fig. 3.3c). Surprisingly, for Cu-rich surfaces the segregation energy is, how-
ever, flipped by the adsorption of H such that Pd tends to avoid the topmost surface
layer. This behavior contradicts all of the general indications for surface segregation.
For the purpose of this thesis, the primary focus is, however, onmaterials consisting of
at least 50% Pd. The literature includes findings of a general Pd enrichment at the sur-
face [92], Pd enrichment at the surface for low Cu concentration [105] and Pd depletion
at the surface for high Cu concentrations [103, 106] in a hydrogen environment.

The discrepancy regarding the segregation behavior for Pd–Cu surfaces is primarily
between experimental and theoretical studies. Although it is hard, if not impossible,
to find the underlying cause, there are some hypotheses. First, on the experimental
end, it is possible that the sensitivity of the experimental methods (typically low en-
ergy ion scattering (LEIS) and X-ray photoelectron spectroscopy (XPS) is insufficient
to accurately measure the layer-by-layer resolved segregation behavior. Due to the os-
cillatory behavior and the Cu enrichment in layer 2, the resolution of individual layers
is crucial to obtain correct results. Second, computational approaches (including the
work in this thesis) typically involve calculations of fcc-{111} surfaces which might not
be an accurate representation of the experimental systems, especially given the strong
dependence on surface direction. Third, even if the theoretical work is based on ab ini-
tio calculations, they are only as accurate as the inherent approximations (namely, the
exchange-correlation functional in DFT calculations). Fig. 3.3a indicates that using the
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Chapter 3. Thermodynamics of hydrogenated Pd-alloys

vdW-DF-cx functional, the surface energy is underestimated forPd relative toCu,which
might exaggerate the tendency for Pd to segregate to the surface.

Our findings in Paper I are in linewithmost theoretical findings, with Pd enrichment
at the surface in vacuum and at moderate H2 pressures for up to 50% Cu (in the bulk).
In addition, our findings present an alternative possible explanation to the Pd–Cu dis-
crepancy. At very low H2 pressures, below or similar to the ultra-high vacuum (UHV)
conditions typically used in experiments, there is a local maximum in Cu surface con-
centration, different from the behavior in the total absence ofH.This finding highlights
the non-trivial relation between H2 pressure and the surface state of Pd–Cu alloys and
couldmean that the behavior in experimental UHV conditions is not equal to the behav-
ior in true vacuum.
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4
Optical properties

of hydrogenated Pd-alloys

Thesecondkeyproperty ofPd-nanoalloys enablingHsensing is the fact that their optical
response changes withH uptake. In this chapter, the classical theory behind the optical
response of metal nanostructures is reviewed (based on [107]), including a discussion
of LSPRs and the DF. In the last section, these concepts are applied to hydrogenated
Pd-alloys based on the findings in Paper II.

4.1 Localized surface plasmon resonance
A plasmon is a collective oscillation of free electrons, excited by an external electrical
field. In a NP, the confinement in space gives rise to a special kind of plasmon, a lo-
calized surface plasmon, where the free electrons move from one side of the NP to the
opposite, resulting in an oscillating internal field.

The LSPR can be described using classical theory. First, we define the polarizability
𝛼(𝜔) of a material

𝛼(𝜔) = 𝑷(𝜔)
𝑬(𝜔) , (4.1)

where 𝑬 is the total electric field and 𝑷 is the induced dipolemoment. According toMie
theory, a small sphere (in comparison to the wavelength) in vacuum has the polarizabil-
ity [107, Chapter 5]

𝛼(𝜔) = 3𝜀0𝑉 𝜀(𝜔) − 1
𝜀(𝜔) + 2, (4.2)
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where 𝜀(𝜔) is the DF of the sphere. From the polarizability, the absorption and scatter-
ing cross sections are obtained as

𝜎abs(𝜔) = 𝜔
𝜀0𝑐

Im 𝛼(𝜔) (4.3)

𝜎sca(𝜔) = 1
6𝜋𝜀20

(𝜔𝑐 )
4
|𝛼(𝜔)|2 , (4.4)

which gives the total extinction cross section

𝜎ext(𝜔) = 𝜎abs(𝜔) + 𝜎sca(𝜔). (4.5)

The LSPR corresponds to the maximum in extinction or equivalently, the maximum in
polarizability. Provided that Im 𝜀(𝜔) is small or at least slowly varying, the resonance
condition reads

Re 𝜀(𝜔) = −2. (4.6)

Note that the amplitude of the polarizability, and in turn the LSPR, increases with the
NP volume.

A similar description can be derived for small ellipsoids. For an ellipsoid with semi-
axes 𝑎𝑥 , 𝑎𝑦 , 𝑎𝑧, the polarizability in a field parallel to one of its principal axes 𝑎𝑖 is [107,
Chapter 5]

𝛼𝑖(𝜔) = 3𝜀0𝑉 𝜀(𝜔) − 1
𝐿𝑖(𝜀(𝜔) − 1) + 1, (4.7)

where 𝐿𝑖 is the geometrical factor

𝐿𝑖 =
𝑎𝑥𝑎𝑦𝑎𝑧

2 ∫
∞

0
𝑑𝑞

(𝑎2𝑖 + 𝑞)√(𝑎2𝑥 + 𝑞)(𝑎2𝑦 + 𝑞)(𝑎2𝑧 + 𝑞)
, (4.8)

which fulfills the relation
𝐿𝑥 + 𝐿𝑧 + 𝐿𝑦 = 1. (4.9)

By maximizing the polarizability, the resonance condition for an ellipsoid is obtained
as

Re 𝜀(𝜔) = − 1
𝐿𝑖

+ 1. (4.10)

Note that for a sphere, the geometrical factors are all equal and 𝐿𝑖 = 1
3 in which case

Eq. 4.10 is reduced to Eq. 4.6.
The resonance condition for ellipsoids (Eq. 4.10) implies that the resonance frequency

depends on the size of the appropriate geometrical factor 𝐿𝑖 which, in turn, depend on
the relationship between the semiaxes. For the purpose of this thesis, we are interested
in nanodisks, which are similar to an oblate spheroid (𝑎𝑥 = 𝑎𝑦 = 𝑎𝑥𝑦 > 𝑎𝑧 ), where the
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0 1 2
ω/ωp

−4

−2

0

2

4

ε(
ω

)

(a) Drude

Re ε(ω)
Im ε(ω)

0 1 2
ω/ωp

(b) Lorentz

0 1 2
ω/ωp

(c) Drude-Lorentz

Figure 4.1: DFs according to the (a) Drude, (b) Lorentz and (c) Drude-Lorentz models. The res-
onance frequency 𝜔0 for the Lorentz and Drude-Lorentz case coincides with the plasma fre-
quency.

incoming field is parallel to the xy-plane. In this case, the relevant geometrical factor is
𝐿𝑥 = 𝐿𝑦 = 𝐿𝑥𝑦 . The geometrical factor 𝐿𝑖 decreases as the semiaxis 𝑎𝑖 increases which
implies that 𝐿𝑥𝑦 < 1

3 according to Eq. 4.9. As a result, the resonance condition Eq. 4.10

shifts to more negative values of Re 𝜀(𝜔) as the spheroid aspect ratio 𝑎𝑥𝑦
𝑎𝑧 increases.

Although the results above are not strictly valid formany real nanoplasmonic systems
due to larger size ormore complicated geometries, they are a good starting point to gain
intuition about the general behavior of the LSPR peak. Most importantly, the fact that
the LSPR peak is expected to shift with increased aspect ratio.

4.2 The dielectric function
The connection between a material and its optical properties is the DF. If measured ex-
perimentally or calculated using ab initio methods, all relevant quantum effects, such
as electronic transitions, are included in the DF.The resulting DF can be applied in e.g.
Mie theoryor electrodynamic simulations (suchasFDTDsimulations, Sect. 2.4) to study
macroscopic optical properties. To gain a qualitative understanding of the connection
between the DF and the underlying physical phenomena, classical models of the DF are
very useful. For the scope of this thesis, i.e. Pd-alloy hydrides, the Drude and Lorentz
models are of particular importance.

The Drudemodel [107, Chapter 9]

𝜀(𝜔) = 1 − 𝜔2𝑝
𝜔2 + 𝑖𝛾𝜔 , (4.11)
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where 𝜔2𝑝 is the plasma frequency (corresponding to the bulk plasmon) and 𝛾 is a damp-
ing constant, models the optical properties of a free-electronmetal (Fig. 4.1a). A Drude-
likemetal is highly reflective at frequencies below the plasma frequency, which typically
includes the visible spectra. Above the plasma frequency, theDF approaches the permit-
tivity of vacuum and the metal becomes transparent.

The Lorentz model [107, Chapter 9]

𝜀(𝜔) = 1 + 𝜔2𝑝
𝜔20 − 𝜔2 − 𝑖𝛾𝜔 (4.12)

models the optical properties of a harmonic oscillator with resonance frequency 𝜔0,
where the oscillator represents a bound electronor an ion (Fig. 4.1b). A Lorentz-typema-
terial has an increase in reflectance close to the resonance frequency due to increased
absorption and behaves like vacuum far from the resonance frequency. Note that if the
resonance frequency, or equivalently the spring constant of the harmonic oscillator, is
set to zero, the Drude model (Eq. 4.11) is recovered.

For many metals, the optical properties are influenced by both free and bound elec-
trons, where the bound electrons are described by multiple oscillators at varying fre-
quencies and amplitudes. The DF can then be modeled by a combination of the Drude
and Lorentz models, the Drude-Lorentz model

𝜀(𝜔) = 1 − 𝜔2𝑝
𝜔2 + 𝑖𝛾𝜔 +∑

𝑗

𝜔2𝑝,𝑗
𝜔20,𝑗 − 𝜔2 − 𝑖𝛾𝜔 , (4.13)

where the sum is over all relevant Lorentz-type contributions (Fig. 4.1c). For suchmetals,
the optical properties depend on where the bound electron contributions are spectrally
localized with respect to the free electron behavior. This is, for example, the origin of
the different colors of, e.g., gold and silver.

From the discussion in the Sect. 4.1, it is clear that the LSPR is intimately connected
to theDF. In order for the resonance conditions Eq. 4.6 (spheres) and Eq. 4.6 (ellipsoids)
to hold, however, the imaginary part of the DF has to be small or at least not highly
varying. In Fig. 4.2, the dielectric functions for Pd, Au and Ag are shown. Ag and Au
have qualitatively similar DFs with a sharp Drude-peak below 1 eV and an increase in
the imaginary part at about 2 eV for Au and 4 eV for Agwhich corresponds to the d-band
onset, i.e., the distance between the d-band and the Fermi level [68]. The energy interval
of the dip in the imaginary part of the DF below the d-band onset is ideal for strong
LSPRs. The real part of the DF in this region corresponds to values at (Ag) or below (Ag
and Au) the resonance condition (4.6), i.e. small spheres (Ag) or oblate ellipsoids (Au
andAg) should have strong LSPRs. For Pd, the imaginary part of theDF is very different
since the d-band edge is positioned slightly above the Fermi level [68], which allows for
transitions from the d-band at all energies. As a result, the imaginary part of the DF
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Figure 4.2: DFs for (a) Pd, (b) Au and (c) Ag obtained by ab-initio calculations from [68]. The grey
line indicates Re 𝜀(𝜔) = −2 which corresponds to the LSPR for small spheres according to Mie
theory.

is large over a wide energy interval which causes significant damping of the LSPR. In
addition, the resonance conditions fromMie theory donot necessarily hold and instead,
the frequencyof the LSPRwill be the result of a trade-off between the real and imaginary
contributions to the polarizability.

The bound electrons in the d-band can be viewed asmultiple Lorentz-type oscillators
that cause broad changes of the DF and general damping of the LSPR. In addition, met-
als can have spectrally localized interband transitions, corresponding to a single oscil-
lator, which causes a pronounced feature in the DF similar to the schematic example in
Fig. 4.1c [108, 109]. Such features cause an increase in absorptionand scattering, similar
to a LSPR. Contrary to a LSPR, however, an interband transition is a bulk phenomenon
and as such does not depend on the geometry of the system. If an interband transition
is spectrally close to a LSPR, they can couple which leads to avoided crossing behavior
[108, 109]. In Paper II, we found that this phenomenon is crucial for understanding the
size dependence of the optical response of hydrogenated Pd nanodisks as will be dis-
cussed in the following section.

4.3 Optical response of Pd–Au–H nanodisks
A qualitative understanding of the optical properties of the Pd–Au–H system in the Pd-
rich end canbe obtained from theDFs of purePd, Pd75Au25, and fully hydrogenatedPdH
(Fig. 4.3a-b). Addition of Au toPd should, at somepoint, shift the d-bandposition below
the Fermi level resulting in a decrease in the imaginary part of theDF as is characteristic
for Au (Fig. 4.2b). The shift in the d-band position is, however, not linear [68] and up to
25%Au is not sufficient to significantly alter theDF short of a slight blue-shift of the real
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geometries calculated within the scope of Paper II (c-e). The size of the nanodisks are indicated
by the grey labels as diameter × height in nm. Note that the extinction is normalized here, and
generally the extinction increases with nanodisk volume.

part (Fig. 4.3a). The blue-shift of the real part could, according toMie theory, result in a
blue-shift of the LSPR. At the same time, the imaginary part increases with decreasing
energywhichmake the predictions based onMie theory ambiguous. In (Fig. 4.3c-e), the
corresponding extinction spectra for three nanodisk geometries are shown. The differ-
ence between Pd and Pd75Au25 is small, and the introduction of Au seems to only lead
to a slight broadening of the plasmon peak and no change in peak position. This effect
could be explainedby the combined effects of a blue-shift (causedbyRe 𝜀) and abroaden-
ing due to increased damping (caused by Im 𝜀) where the latter would also cause a slight
red-shift due to the asymmetry of the peak, resulting in negligible net shift of the peak
position.

In Paper II, we show that the addition of H to Pd pushes the d-band edge to lower
energies, crossing the Fermi level at about 50%H. As a result, the imaginary part of the
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4.3. Optical response of Pd–Au–H nanodisks

DF is significantly reduced for fully hydrogenated PdH (Fig. 4.3b). In addition, the real
part of the DF display a significant blue-shift for PdH compared to Pd (Fig. 4.3a). These
two factors indicates that the plasmon peak of PdH nanodisks should be blue-shifted
in comparison to the case of Pd. Unlike the non-hydrogenated systems, the DF of PdH
exhibit a distinct Lorentz-type feature at about 3.5 eV, which likely corresponds to an
interband transition. The corresponding extinction spectra of the example nanodisks
in Fig. 4.3c-e is significantly different for PdH compared to Pd. Most notably, the pre-
sumed interband transition gives rise to an additional peak at about 3.5 eV.This feature
is more prominent for smaller nanodisks due to the fact that the amplitude of the LSPR
increaseswith volumewhich reduces the relative amplitude of the interband transition-
peak compared to the LSPR. In Paper II, we show that the two peaks exhibit avoided
crossing behavior, which is characteristic for coupled LSPRs and interband transitions
[108, 109]. Fig. 4.3c-e also shows the lower energy LSPR peak is blue-shifted compared
to Pd as predicted. Lastly, the LSPR peak in Fig. 4.3c shows significant sharpening for
the hydrogenated system, which is related to the dip in the imaginary part of the DF
close to 1 eV.
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5
Summary of papers

Paper I
Hydrogen-driven Surface Segregation in Pd-alloys from Atomic Scale Simulations
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Figure 5.1:TheH coverage and surface alloy composition as a function of bulk alloy composition
and H2 pressure for the Pd–Au and Pd–Cu systems.

The layer-by-layer surface segregation behavior of Pd–Au and Pd–Cu alloys is mod-
eled as a function of H2 pressure. fcc{111} surface slabs are modeled using CEs that are
trained with DFT data and sampled in MC simulations. For the surface CEs, we intro-
duce the concept of local symmetries (an effective merging of similar orbits) to reduce
the number of parameters, which is found to increase the accuracy of the models. The
effect of hydrogen is limited to adsorption at the surface, i.e., no absorption. Thismeans
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Chapter 5. Summary of papers

that the results are valid primarily in the pressure region before significant absorption
occurs, as discussed in detail in the paper.

The resulting H surface coverage and alloy surface compositing are displayed in
Fig. 5.1. For AuPd, we find that Au segregates to the surface in vacuum but as the H
pressure is increased, the surface composition quickly switches to 100 % Pd, closely fol-
lowing the increase in H coverage from 0 to 100%. For CuPd, surface composition and
H coverage vary gradually over a wide pressure interval and the behavior can be divided
into three pressure regimes. At moderate to high H pressures (≳10−6 bar), the surface
is covered with H and dominated by Pd. At lower pressures, the surface coverage de-
creases slightly and the surface composition increases in Cu. In complete vacuum (i.e.,
no H present, which corresponds to pressures below the range in Fig. 5.2), the surface
is again depleted of Cu, which is coupled to a pronounced enrichment of Cu in the sub-
surface layer. This complex, non-monotonic behavior shines new light on an apparent
discrepancy between primarily experimental and theoretical studies of surface segrega-
tion of the Pd–Cu system in vacuum.

Paper II
Computational Design of Alloy Nanostructures for Optical Sensing:
The Limits of TuningHydrogen Sensitivity via Composition and Geometry

The optical response of hydrogenated Pd-alloys is studied with the purpose of un-
derstanding the size and composition dependence of the hydrogen sensitivity in
Pd-based nanodisks. First, the DFs are calculated for the Pd–Au–H system in the con-
centration range 0–33% Au and 0–100% H using time-dependent density-functional
theory (TDDFT). Second, the extinction spectra for individual truncated-cone nan-
odisks on a silica substrate is calculated using FDTD simulations. The nanodisks
cover a wide range of sizes with heights 20–40 nm and aspect ratios 2–12. Third,
the hydrogen sensitivity, i.e., the ratio between the shift in optical response and H
content, is analysed as a function of geometry and composition. The shift in optical
response can be measured based on several different features. Here, we consider
three different definitions based on extinction peak position, extinction amplitude at a
certain wavelength, and wavelength onset of a particular extinction amplitude.

It is shown that the emergence of a second peak with increased H content is crucial
for the H sensitivity. This is especially clear if the sensitivity is based on peak position
(Fig. 5.2). Since themagnitude of the shift depends on which of the two peaks are dom-
inating at high H content, which in turn depends on the disk size, a discontinuity is
observed in the peak shift sensitivity as a function of disk diameter. For disk diameters
above roughly 100 nm, the LSPR peak dominates and the sensitivity is approximately
constant at 180 nm/cH. Below 100 nm, however, the interband transition-peak domi-
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Figure 5.2: The hydrogen sensitivity in Pd–Au nanodisks based on the extinction peak shift vs.
H uptake.

nates and sensitivity starts at a negative value and increases with decreased diameter,
due to the relative shift in energy between the (constant) interband transition at high H
content and the red-shifting LSPR at low H content. The corresponding experimental
results from [15], for an array of disperse nanodisks, on the other hand, suggest a contin-
uously increasing sensitivity. We believe the difference stems from broadening of the
experimental optical response due to, e.g., size and grain boundary distribution and
array effects, which effectively results in an averaging between particles with a negative
and positive sensitivity. Although our results do not accurately predict the sensitivity
of an array of disperse nanodisks, they suggest that there is an upper limit for the max-
imum sensitivity and that an increase in sensitivity can be achieved by producingmore
uniform nanodisks. In addition, they provide a physical explanation for the size depen-
dence in the sensitivity.
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6
Conclusions and outlook

In this thesis, thermodynamic and optical properties of Pd-nanoalloys in a hydrogen
environmentwere studied usingmultiscalemodeling. The aimwas to answer two ques-
tions:

• What is the surface segregation behavior of Pd-alloys in different environments?

• How does the composition and geometry affect the optical response?

The segregation behavior has been successfullymapped out for Pd–Au andPd–Cu alloys
with varyingH coverage for fcc-{111} surfaces. While these findings are enlightening for
the H dependence specifically, further studies are needed in order to fully understand
all aspects of surface segregation relevant for state-of-the-art experimental hydrogen
sensors, in particular the effect of Cu on CO poisoning. This includes studies of the
ternary Pd–Au–Cu system in contact with H, CO, and possibly other gases in multiple
surface directions. In addition, in order to accurately describe theH interaction at high
pressures, interstitial H sites should be included in the CE. This full system is signifi-
cantly more complex to model as it consists of at least a three-component metal lattice
(Pd/Au/Cu), a two-component interstitial lattice (H/vacancy) and a three-component
surface lattice (H/CO/vacancy), i.e., 8 components compared to the 4 components in
the present work. Still this can is in principle be achieved within the CE formalism.

A key advance made within this thesis is the introduction of local symmetries. This
approach enables amodular view onCE constructionwhere, for example, the bulk ECIs
can be trained using a separate data set prior to training the remaining ECIs on the sur-
face slab data. One could also imagine including ECIs for multiple surface orientations
and eventually constructing a CE for a NP. This added flexibility is expected to facili-
tate CE construction especially as systems become more complex by, e.g., introducing
interstitial H sites.
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Chapter 6. Conclusions and outlook

The optical response of single Pd-based nanodisks alloyed with a varying amount of
Au has been simulated as a function of H uptake, resulting in an understanding of the
composition and size dependence. Using the developed computational framework, an
extension to additional geometries and alloyants would be straight-forward. A remain-
ing challenge is to bridge the gap between the single particles studied within the scope
of this thesis and the array of diverse nanodisks used in the proposed sensing platform.

6.1 Limitations
Modeling always comes with approximations and limitations. This is especially true
in multiscale approaches where the accuracy of a modeling technique at a particular
scale often imposes limits at another scale. For example, using a higher accuracy func-
tional in the DFT calculations typically comes at an increased computational cost which
mightmake the construction ofCEmodels infeasible due to the large number of calcula-
tions required. Similarly,modeling the optical response of a randomarray of nanodisks
would be difficult using FDTD simulations without decreasing the spatial and temporal
resolution. The choices associated with each model are thus a compromise between ac-
curacy at a certain level and providing enough information for themultiscale approach.

In theDFT calculations, themajor source of approximation is the choice of functional.
In this thesis, the vdW-DF-cx functional is chosen based on its good performance for
similar systems compared to other functionals with similar computational cost. As dis-
cussed in Chapter 5, the vdW-DF-cx functional (as practically all other XC functionals)
is, however, associated with an error in the surface energy calculations, which affects
the credibility of the surface segregation predictions for Pd–Cu alloys. Other methods
based on the random phase approximation (RPA) have shown better performance for
surface and adsorption energies [110], at the price of a significant increase in computa-
tional cost. Another factor is the choice ofwave functionbasis set. Here, planewaves are
used which is the natural choice for periodic systems. The situation is, however, more
complex since surface slabs (which change the boundary conditions) with adsorbates
(whichmight benefit from localizedorbitals) are studied. Theplanewaves aremotivated
based on the assumption that the separation between periodic images is large enough
to avoid interaction and that the benefits for the crystallinemetal system is greater than
the possible disadvantages for the adsorbates.

Using CEs to model surface segregation in practice restricts the study to single crys-
talline, ideal surfaces. Real systems feature grain boundaries, multifaceted surfaces as
well as surface defects, which might alter the surface segregation. The differences be-
tween the real and modeled systems are thus hard to disentangle since both the under-
lying ab initiomethod and/or the limitations of the CEs could be the cause. The lack of
grain boundaries is also relevant for the optical properties since they are known to affect
the hydrogenation process of hydrogen sensors [111].
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