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Biomolecular spin relaxation processes, such as the NOE, are commonly modeled by rotational sc-
tumbling combined with fast motions on the sub-sc timescale. Motions on the supra-sc timescale, in con-
trast, are considered to be completely decorrelated to the molecular tumbling and therefore invisible.
Here, we show how supra-sc dynamics can nonetheless influence the NOE build-up between methyl
groups. This effect arises because supra-sc motions can cluster the fast-motion ensembles into discrete
states, affecting distance averaging as well as the fast-motion order parameter and hence the cross-
relaxation rate. We present a computational approach to estimate methyl–methyl cross-relaxation rates
from extensive (> 100 � sc) all-atom molecular dynamics (MD) trajectories on the example of the 723-
residue protein Malate Synthase G. The approach uses Markov state models (MSMs) to resolve transitions
between metastable states and thus to discriminate between sub-sc and supra-sc conformational
exchange. We find that supra-sc exchange typically increases NOESY cross-peak intensities. The methods
described in this work extend the theory of modeling sub-ls dynamics in spin relaxation and thus con-
tribute to a quantitative estimation of NOE cross-relaxation rates from MD simulations, eventually lead-
ing to increased precision in structural and functional studies of large proteins.
� 2022 The Authors. Published by Elsevier Inc. This is an openaccess article under the CCBY license (http://

creativecommons.org/licenses/by/4.0/).
1. Introduction One limitation of solution NMR is the size of the systems under
The importance of the NOE for the field of biomolecular NMR
spectroscopy cannot be understated. To this day, it remains the
central method to infer distances between spins and to use them
as restraints for solving three-dimensional structures of biological
macromolecules [1–4]. In its most simple form, an isolated spin
pair approximation is used to obtain an upper-distance limit
between two spins from the linear regime of the NOE build-up.
In this regime, magnetization is transferred directly between spin
pairs and is not significantly modulated by the presence of other
nearby spins, simplifying the analysis [5]. This property thereby
sidesteps the need for more complex relaxation pathways in the
analysis of dipolar couplings. More advanced approaches center
around the idea to obtain exact distances between spins and to
use those interpretations to determine the structure of proteins
[6–8] and account for spin diffusion [9,10].
study. In recent years, there have been many advances, both on the
spectroscopic [11–14] as well as on the biochemical side [15–19],
to study the structure, function, and dynamics of ever-larger sys-
tems using methyl labeling and spectroscopy [20–24]. The study
of those systems is mainly possible because of the favorable spec-
troscopic properties of methyl groups even in cases of slow molec-
ular tumbling. In addition, methyl-labeled proteins on a highly
deuterated background have a reduced number of spins, which
leads to fewer overall signals and hence, a diminished spin diffu-
sion effect. Importantly, since the spin density in methyl-labelled
systems is low, also long NOESY mixing times sm can be used, lead-
ing to substantial cross-peak intensities even for long interspin dis-
tances. In such experiments, the isolated spin pair approximation
breaks down and second-order magnetization effects have to be
accounted for. A quantitative interpretation of the resulting NOESY
cross-peaks therefore not only requires full relaxation matrix anal-
ysis but also a model that accounts for the dynamics of the system.

A major reason for the versatility of protein function and regula-
tion is their conformational plasticity [25,26]. This also means that
most biologically relevant systems have complicated energy land-
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scapes with multiple states [27]. Prominent computational methods
to sample the conformational space of biomolecules are molecular
dynamics (MD) simulations, which are, however, limited by the time-
scale involved [28–30]. In experiments, on the other hand, it is often
difficult to observe conformational changes at the single-molecule
level [30,31]. Nuclear spin relaxation experiments are often used for
parameterizing and assessing the quality of the force field employed
in the MD simulation [32–34], and a quantitative interpretation of
NOESY spectra provides a valuable tool. However, dynamics on a
wide range of timescales from pico- to milliseconds (i.e.,
10�12 � 10�3 s), modulate NOE signals, complicating their analysis.
Early efforts found that MD simulations are a useful tool to analyze
the motional effects of proteins, as they permit the direct calculation
of correlation functions to determine the effects of motional averag-
ing [35]. While there have been attempts to model the internal
dynamics of proteins using MD, the simulation timescale was often
a limiting factor to model the cross-relaxation rate accurately
[36,37]. Despite the extensive theoretical knowledge that is available
on cross-relaxation in nuclear spin systems [38–43], we currently
have very limited means to quantitatively interpret NOE cross-
peaks of biomolecular systems. Inmethyl-labeled systems, it is partic-
ularly important to obtain a comprehensive understanding of the
underlying dynamics since much of the state-of-the-art work on
the structure, function, and dynamics of large protein relies on an
interpretation of methyl NOE cross-peaks [23,44,8,45]. In addition,
NOE spectroscopy is one of the central methods for the assignment
of methyl-labelled systems [46,18,47,4].

In this work, we investigate the effect of sub-microsecond
dynamics on cross-relaxation rate averaging in methyl-labelled
systems using explicitly solvated MD simulations with multiple
force fields, taking the well-studied large protein Malate Synthase
G as a model system. We distinguish between a sub-sc (sex � sc)
and a supra-sc (sc � sex) regime relative to the rotational correla-
tion time of the protein and demonstrate how the presence of
exchange in either regime affects the cross-peak build-up. The dis-
crimination between those two regimes is done using hidden Mar-
kov state models (hMSMs). These models estimate the Markovian
operator of the conformational dynamics via statistical analysis
of MD simulations. Through these models, we get access to struc-
tures of important metastable states and the kinetics of conforma-
tional exchange, thus providing a quantitative yet interpretable
description of the underlying dynamics. We then compare the
cross-relaxation rates and show how their different averaging
can have tremendous effects on the resulting NOE build-up.

2. Theory

Consider a system of n spins 1=2. NOE signal intensities can be
well approximated by [42]
I smð Þ ¼ I 0ð Þ � exp �Rsmð Þ; ð1Þ
where I smð Þ is the matrix of signal intensities after mixing time
sm; I 0ð Þ is the vector of initial signal intensities, and exp �Rsmð Þis
the matrix exponential of the n� n relaxation matrix R for the Solo-
mon equations [39]. The symmetric matrix R contains the auto- and
cross-relaxation rate constants, q and r, respectively

R ¼

qi rij � � � rin

rji qj
..
.

..

. . .
.

rni � � � qn

2
6664

3
7775: ð2Þ
Cinternal
ij sð Þ ¼ 4p

5
1
9

X3
q¼1

X3
p¼1

r�6
pq tð Þ

* +�1
������
X2
m¼�2

1
9

X3
q¼1

X3
p¼1

Ym
2 hmol

pq tð Þ;umol
pq tð Þ

	 

Y

r3pq tð

*

2

For a pair of protons i and j, the cross- and auto-relaxation rate con-
stants can be described as

rij ¼ 1
10

K2 6Jij 2xHð Þ � J 0ð Þ� � ð3Þ

and
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Consequently,

qi ¼
Xn

j¼1;j–i

qij ð5Þ

with the constant K

K ¼ l0

4p
�hcH: ð6Þ

J xð Þ is the spectral density function for a molecule undergoing iso-
tropic tumbling (see Section 2.1).

Due to the particular chemical structure of methyl groups, the
auto-relaxation rate of methyl groups consists of a linear combina-
tion of intra- and inter-methyl relaxation terms to account for the
effects of fast internal motion and the close proximity of the three
protons. A detailed description of these terms can be found in the
appendix, Section A.2.

2.1. 1H� 1H time correlation functions and S2 order parameters

A common framework to account for fast internal dynamics is
the Lipari-Szabo model-free formalism [48], which defines the
order parameter S2 as

S2ij :¼ lim
t!1

Cinternal
ij tð Þ; ð7Þ

where Cinternal
ij is the internal correlation function between methyl

groups i and j. Describing the cross-relaxation of methyl groups,
we are mainly interested in the internal motion of intermethyl 1-
H–1H vectors. For dipolar relaxation, the autocorrelation function
is determined by the time-dependent dipolar coupling Hamiltonian,
which we can express in terms of the internuclear distance r and
the second-rank spherical harmonics functions Ym

2 h;uð Þ [41]:

C sð Þ ¼ 4p
X2
m¼�2

Ym
2 h tð Þ;u tð Þð ÞYm

2 h t þ sð Þ;u t þ sð Þð Þ�
r3 tð Þr3 t þ sð Þ

� �
; ð8Þ

where h and u are the polar and azimuthal angles of the inter-spin
vector in the laboratory frame, at time points t and t þ s, respec-
tively. �h i denotes time averaging. There are several particularities
that need to be considered when calculating the NOESY build-up
of methyl groups: [41] proposed to model the internal motion of
methyl groups by assuming that the protons randomly execute rota-
tional jumps about the methyl axis between the three sites. This
means that the position of themethyl protons is explicitly taken into
account instead of placing a pseudo-atom that represents all three
protons. Hence, when calculating the distance averaging, there are
9 different vectors involved. Since the cross-relaxation rate heavily
depends on the internuclear distance, a proper averaging is crucial
[36,49]. Eq. 8 for methyl–methyl correlations then becomes the nor-
malized time correlation function in the molecular frame:
m
2 hmol

pq t þ sð Þ;umol
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�

Þr3pq t þ sð Þ

+������: ð9Þ



Fig. 1. Schematic overview of the two different exchange regimes. Markov state
models can be built from MD simulations to estimate the exchange rate between
different states. (I) Situation with a time constant of exchange sex between
conformations A and B that is much faster than the rotational correlation time of
the protein. The resulting S2 order parameter and distance will be averaged over the
whole ensemble. (II) Situation in which the exchange is slower than sc. Each state, A
and B, consists of a subclustering of fast motion ensembles with a separate S2 order
parameter and distance average. The resulting cross-relaxation rate becomes the
linear combination of the weighted contributions from each state. I ¼ k; . . .f g and
J ¼ l; . . .f g are the sets of states for methyl groups i and j, respectively.
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Here, we make the assumption that the internal correlation time of
the methyl group sinternal is much faster than the overall rotational
correlation time sc. Given that sinternal is usually in the timescale of
tens of picoseconds [50–52] and sc is at least one order of magnitude
slower for large proteins, where methyl labelling is usually
employed, this assumption is reasonable. Similarly, we can calculate
S2 for fast internal motions as

S2ij ¼ 4p
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For isotropically tumbling molecules undergoing Brownian motion,

the overall correlation Coverall tð Þ can be approximated by a single
exponential of the form

Coverall tð Þ ¼ exp
�t
sc

� �
; ð11Þ

where sc is the rotational correlation time of the protein. Following
the Lipari-Szabo formalism and the decorrelation assumption [53],
the total correlation function Ctot is expressed as the product of

the correlation functions of overall tumbling Coverall tð Þ and internal

motion Cinternal tð Þ:

Ctot
ij tð Þ ¼ Coverall tð Þhr�6iCinternal

ij tð Þ
¼ hr�6

ij iS2ije�t=sc þ hr�6
ij i 1� S2ij

	 

e�t=sc ;

ð12Þ

where the internal motion lies below the rotational correlation time
of large proteins. The spectral density function is then given by

Jij xð Þ ¼ R1
0 Ctot

ij tð Þ cos xtð Þdt
¼ r�6

ij

D E
S2ij

sc
1þx2s2c

þ r�6
ij

D E
1� S2ij

	 
 se
1þx2s2e

ð13Þ

with s�1
e ¼ s�1

c þ s�1
internal.

2.2. Kinetic exchange in the sub- and supra-sc limit

NOE signals are modulated by conformational dynamics cover-
ing timescales over several orders of magnitude. Here, we examine
the effect of dynamics that occur above the timescale of the rota-
tional correlation time (supra-sc) but are a subclustering of differ-
ent states, each with fast internal motions. Consider two dipolar-
coupled spins 1/2, i and j. Fig. 1 shows how spin i visits two macro-
scopic states, A and B. In the first case, the time constant of confor-
mational exchange sex between the two states is below the
rotational correlation time of the protein, i.e., sex � sc. In this case,
the resulting spectral density function is [36]

Jij xð Þ ¼ 1
r6ij

* +
S2ij

sc
1þx2s2c

þ 1
r6ij

* +
1� S2ij

	 
 se
1þx2s2e

ð14Þ

with the cross-relaxation rate

rij
 � ¼ r S2ij; r�6

ij

D E	 

ð15Þ

These expressions imply that the distances between i and j are
ensemble averaged and there is no distinction between the two
macroscopic states. On the other hand, if the exchange is above
the timescale of sc and each of the macroscopic state is a cluster
of fast internal dynamics, we have to consider the two states sepa-
rately. This means calculating the distance averaging as well as the
order parameter for the 1H� 1H correlation independently. These
two signal regimes are shown schematically in Fig. 1.
3

The resulting cross-relaxation rate is a linear combination of
cross-relaxation rates of the different states k; l; . . .f g scaled by
their respective thermodynamic weights p

rij
 � ¼ X

l2J

X
k2I

pklrkl S2kl; r�6
kl

 �	 

; ð16Þ

where I ¼ k; . . .f g and J ¼ l; . . .f g are the set of states of methyl
groups i and j, respectively. For the within-state exchange, Eq. 14
and 15 apply. These equations hold up to the ls to ms timescale,
when line broadening effects and subsequently line splitting starts
occurring. Notably, the descriptions fall short in situations of
intramolecular motions near the frequency of the rotational tum-
bling, where interference effects may occur [53].

2.3. Estimation of exchange rates using MD simulations and Markov
modeling

We can use MD simulations and Markov models to directly
compute dynamic observables [54,55,49]. A number of methods
and tools are available to estimate the kinetics observed in the tra-
jectory [56–58]. A popular framework for the estimation of discrete
state kinetics are a class of statistical methods called Markov state
models [59,60]. This approach typically entails feature selection
and dimensionality reduction followed by clustering and finally
estimation of the transition matrix, T [61,62]. These models encode
transitions p j ! i; sð Þ between conformational states i and j in ele-
ment Tij. These Markov models are therefore time-discrete models
of conformational exchange. We can relate T to a rate matrix K
with the rates (in time�1) of exchange between the states i and j
in Kij and a lag time, s via the expression

T sð Þ ¼ exp �Ksð Þ: ð17Þ
Here, exp denotes the matrix exponential. Consequently, we can
compute the relaxation timescales of the molecular system using
the eigendecomposition of T:

sex;i ¼ � s
ln kij j ; ð18Þ
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where k is the eigenvalue of the ith process [61]. The eigenvectors
associated with each eigenvalue ki allow us to link the relaxation
timescale to the exchange processes between different metastable
conformational states. In the MSM field, the relaxation timescales
are referred to as ‘implied timescales.’

Here, we use Markov state models to discriminate between sub-
and supra-sc exchange. We classify a methyl pair to be in supra-sc
exchange if the estimated timescale exceeds � 10� sc. Note that
we do not rely on the exact estimation of the exchange rates.
Instead, we use a bandwidth filter of >10� sc and consider
exchange processes below as fast, sub-sc. The corresponding state
assignments are then used for the calculation of the dynamics
parameters, r�6

 �
and S2.

2.4. Calculation of the NOESY time correlation function from MSMs

Markov state models allow us to compute stationary and
dynamic expectation values for comparison with experiment
[55,63]. To compute the NOESY signal we need to compute the
appropriate time correlation function (Eq. 9): a sum over the five
second-rank spherical harmonic terms averaged over the ensemble
and over the methyl spins. In general, we compute dynamic equi-
librium correlation function (time correlation function) of an
observable function o xð Þ from an MSM via the expression

Co ksð Þ ¼ E o tð Þo t þ ksð Þ�½ � ¼ o�PTk sð Þo; ð19Þ
whereP is a diagonal matrix with the stationary probabilities of the
Markov states with transition probabilities T sð Þ;o is a complex-
valued vector of the function, o xð Þ, evaluated in the Markov states
and k is a positive integer value. In practice, we compute o as an
average function value over all configurations i in each Markov state
Sj. For the five rank-two spherical harmonics we get,

oj
m ¼ 1

9

X3
q¼1

X3
p¼1

Ym
2 hmol
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for every state, Sj in the MSM. Eq. (9) then becomes
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In practice, we can compute the correlation functions (Eq. 19) using
a sum of exponential decays emerging from the expressions spec-
tral form [55,63].

3. Results and Discussion

We ran MD simulations of Malate Synthase G, a 723-residue
protein with a molecular weight of 82.5 kDa using five different
force fields: a99SB-disp [64], CHARMM-36m [65], Amber99SB*-
ILDN-q [66], DES-Amber and DES-Amber-SF1.0 [67]. Even though
it would require tens of milliseconds of simulation times for MSG
to converge globally [14], it is possible for local subsystems to con-
verge on a much shorter timescale [68]. In order to classify the
kinetic exchange of methyl groups into sub- and supra-sc, we ran
5ls simulations in all force fields. With a rotational correlation
time sc of 37ns for MSG [69], we consider the supra-sc regime as
conformational exchange with a time constant of exchange sex of
more than 10� sc, i.e., > 370ns. The kinetic exchange was mod-
eled using hidden MSMs, which were estimated for every
methyl–methyl contact of up to 10 Å.

As a first step, we want to discuss a specific example in detail to
illustrate the effect. Fig. 2 shows the two methyl groups from the
simulation using the DES-Amber force field [67], Ile346d1 and
Leu362d2, that are within NOE distance to each other. In order to
4

identify metastable states, we performed time-lagged independent
component analysis (tICA) [70,71] on the side chain and main
chain dihedrals as well as the internuclear distance over the course
of the trajectory and projected the space onto the slowest indepen-
dent components, resulting in four clusters (Fig. 2A). Similar to
principal component analysis (PCA), tICA performs a linear trans-
formation of the given feature vectors. In tICA, autocovariance at
a given lag time is maximized, contrary to PCA, where for each pro-
jection of the data, variance is maximized. We then proceeded with
the use of hidden MSMs to model the exchange timescale between
the four clusters [72]. The implied timescale (ITS) plot in Fig. 2B
shows the slowest process of the system, and thus give an estimate
of the timescale of exchange at a given lag time. We can see that
the timescale for the slowest process (yellow line) is consistently
above the 10� sc threshold at any lag time and converges after
0:5ns. This means that all other processes are sub-sc, including
the exchange within the clusters (see supplementary material, fig-
ure S8). Therefore, we only have two metastable states that are in
supra-sc exchange with each other. From the implied timescale
plot, we see that the estimated exchange process is invariant of
the lag time, further confirming that the processes we are inter-
ested in modelling are very slow. The Markov state model was val-
idated by checking whether the model we have built makes
predictions which are consistent with the estimates from our sim-
ulation data. This was done using a Chapman-Kolmogorov (CK) test
(figure S1). In this test, k MSMs, which are integer multiples of lag
time s are estimated. The predicted populations at lag time s can
then be compared with those at multiples of the lag time ks (esti-
mated). In this manner, we test self-consistency of the MSM. After
statistical validation of the Markov state model, we can therefore
safely assume that the exchange between the two clusters is
supra-sc and the NOE signal that builds up between the two
methyl groups averages according to Eq. 16. In Fig. 2C, we show
five samples from each of those states. By visual inspection, it
can be seen that the distances between the methyl groups (dashed
lines) in state 2 are much shorter than in state 1, where the inter-
methyl distance clusters around 6 Å. This is also reflected more
quantitatively in the distance histogram (Fig. 2D). After validating
the Markov state model and identifying two states that are in
supra-sc exchange, we can calculate the state-specific dynamics
parameters, S2 and r�6

 �
. Hence, we obtain a cross-relaxation rate

constant that considers the two states separately instead of an
average over the whole ensemble. The resulting NOESY cross-
peak build-up between Ile346d1 and Leu362d2 is shown in Fig. 2E
as a function of mixing time sm. The plot contains two curves.
The dark-violet curve shows the build-up that results from treating
the two states as supra-sc exchange. In contrast, we show the light-
violet curve that would result from not discriminating between the
two states and instead, averaging the dynamics parameters over
the whole trajectory, i.e., treating the ensemble as sub-sc exchange
(Eq. 15). At all mixing times, we see an increase in signal intensity
of a factor of around 2 by accounting for supra-sc exchange. It is
important to note that for the calculations, in both scenarios, the
whole trajectory was considered. The key difference between
sub- and supra-sc averaging lies in the assignment of each time-
step to a state. In this example, we saw how discriminating
between the two exchange regimes can lead to a drastic increase
in the expected NOE signal. When expanding the same type of
analysis to the entire protein, we found that around 100 of the
� 1;500 local systems that are within a 10-Å distance cut-off
where affected by supra-sc exchange. These around 100 methyl
pairs are located throughout the protein without apparent cluster-
ing in specific regions (see figure S9). This is, however, not surpris-
ing given that dynamics on the supra-sc timescale often comprise
side chain rotations which can occur independent of the protein’s



Fig. 2. Dynamics of Ile346d1 and Leu362d2 of MSG. A: Plot of the slowest two time-lagged independent components (tICs) of the trajectory. The conformers cluster in two
metastable states that are in supra-sc exchange (blue and green). The exchange within each of the two cluster was determined to be sub-sc. B: Implied Time Scale (ITS) plots
showing the slowest process that corresponds to the exchange between state 1 and 2 (yellow line) as a function of lag time (Eq. 18). The different exchange regimes are shown
in purple dashes for orientation. The estimated timescales and the predictions from the data using the Chapman-Kolmogorov test are shown in dashed lines and solid lines,
respectively. The 95 % confidence interval is shown in the shaded area. The black line at the bottom represents the lag time threshold. C: 5 representative structures were
sampled from each of the two clusters (shown in blue and green, respectively). The distances between the two methyl groups (spheres) are shown in dashes and color coded
according to the color bar shown on the right. In state 2, the intermethyl distances are visibly shorter than in state 1. D: Distance histogram over the whole trajectory. The two
peaks were assigned to each of the states and color coded respectively. E: The resulting NOE build-up between the two moieties using supra-sc distance averaging (dark
purple, Eq. 16) and, for comparison, disregarding supra-sc exchange and using sub-sc averaging (light purple, Eq. 15).
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function. The dynamics of MSG related to its function have been
reported to occur mostly on even slower timescales (micro- to mil-
liseconds) [73,52,74].

3.1. Supra-sc dynamics in the internal 1H� 1H correlation function

After having inspected a first example for a spin system that is
affected by supra-sc motions, we now want to examine specifically
how supra-sc dynamics affect the correlation function as well as
the S2 order parameter and how the approach to separate the clus-
ters can model supra-sc motions. An suitable example is given by
Val611c2 and Leu712d2 (Fig. 4). The correlation function for this
spin system was calculated from the trajectory with force field
DES-Amber-SF1.0 using Eq. 8. 1H� 1H correlation functions are
typically characterized by a sharp initial drop due to the rapid rota-
tion of the methyl group about its symmetry axis followed by a
decay that converges to a stationary plateau value, around which
it oscillates. By definition [48], this plateau value is the order
parameter S2 (Eq. 7). In Fig. 3A, it can be seen that state 1 and state
2 each have two distinct plateaus at 0.46 and 0.63, respectively,
showing that the internal correlation is indeed different for the
two clusters. Furthermore, we see that each of the two processes
converges rapidly after the initial drop. The S2 order parameters
of the two states (shown in dashes) were calculated according to
Eq. 10. In stark contrast, when the two clusters are not considered
and the whole trajectory is averaged, the correlation function does
not converge to a stationary value. Furthermore, we show the cor-
relation function calculated from the hidden Markov model of the
5

system for comparison, calculated using Eqs. (19)–(21). In theory,
direct calculation of NOEs from correlation functions should
always yield the correct result [75]. A consistent MSM should then
accurately reproduce the results of the direct method. However,
due to imperfect sampling, statistical noise, and finite trajectory
length, the time correlation functions obtained from MD simula-
tions may not converge for slow processes. In particular, we expect
in the direct method large statistical errors for dynamic processes
of the order of� 1=10 of the trajectory length and slower. As can be
seen in panel B and C, only six transitions between the two states
were observed within the trajectory, which evidently represents an
undersampling of the process. Furthermore, the two states are dis-
tinctly separated with effective distances reff of 3.6 and 6.2 Å,
respectively. MSMs can therefore add a layer of interpretability
to the relaxation processes of the system. With our method, we
can show that for cases where we can deconvolute discrete states
of fast-exchanging subensembles (such as the one shown here), we
can use MSMs and the formalism derived here to calculate NOE
build-ups from MD trajectories. Furthermore, we want to point
out that fitting the time correlation function of the whole trajec-
tory using, for example, the extension of the Lipari-Szabo formal-
ism by [76] to obtain an order parameter of ‘fast’ (S2f ) and slow

(S2s ) motion would not lead to a valid result. Here, we show how
through a simple deconvolution of the two motional states that
are in supra-sc exchange, it is possible to obtain dynamics param-
eters that accurately reflect the underlying conformational
changes. The time correlations of all systems outlined in this study
are provided in the appendix.



Fig. 3. Time correlation function between Val611c2 and Leu712d2. A: Separating the two states, it can be seen that the time correlation function for the respective states
reaches a plateau at 0.46 (green) and 0.63 (blue). Those correspond to the S2 order parameter of the two states (shown in dashes). The full trajectory significantly
underestimates the correlation between the two 1H–1H vectors and does not reach a plateau value. The trajectories were averaged over 500 ns. Correlation functions
calculated fromMSMs directly are shown in purple. B: The transitions between the two states as a function of trajectory length. In total, six transitions can be observed. C: The
effective distance, i.e.,

ffiffiffiffiffiffiffiffiffiffiffi
r�6h i6

p
as a function of the trajectory length. The two states have distinct effective distances of of 3.6 and 6.2 Å, respectively.

C. Kolloff, A. Mazur, J.K. Marzinek et al. Journal of Magnetic Resonance 338 (2022) 107196
3.2. Effect of supra-sc dynamics on spin diffusion

In a next step, we show how supra-sc conformational exchange
affects the magnetization pathways and hence the cross-relaxation
rates that are mediated by spin diffusion. In Fig. 4, we show two
examples of how, depending on the local geometry, NOESY cross-
peak intensities can either be enhanced or diminished by the indi-
rect transfer of magnetization. Panel A shows the system Ile268d1–
Val118c2–Met508e, where Ile268 experiences a rotamer change on
Fig. 4. Different effects of supra-sc dynamics on spin diffusion. Two examples of local sys
Val118c2–Ile268d1–Met508e . The cross-peak build-up between Ile268d1 and Met508e is
Leu696d2 and Leu712d2 is shown.

6

the supra-sc timescale (ITS plot is provided in the supplementary
material, figure S2). Since the direct magnetization transfer
between Ile268d1 and Met508e is less efficient than the transfer
via Val118c2, the resulting cross-peak includes spin diffusion.
Separating the slow states, however, leads to increased cross-
peak intensity compared to sub-sc averaging because of two rea-
sons. Firstly, the effective distances of the states are 7.1 and 8.8
Å, respectively compared to 7.7 Å for the fast averaging. Secondly,
state two is in greater proximity to Val118 than state 1, leading to
tems, where cross-relaxation is mediated by spin diffusion, are shown. A: System of
shown. B: System Val611c2–Leu712d2–Leu696d2 with the NOE build-up between
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an increased spin diffusion effect. The second example (Fig. 4B)
shows the system Val611c2–Leu712d2–Leu696d2, where Val611 is
the residue that experiences a rotameric exchange on the
supra-sc timescale. The example now highlights the cross-peak
between Leu696d2 and Leu712d2. Albeit the difference being only
minor in this example, it illustrates that the discrimination
between slowly exchanging states can also lead to a decrease in
cross-peak intensity. The decrease comes from the fact that, while
the presence of Leu712d2 enhances the signal between Leu696d2

and Val611c2 (shown in the supplement figure S4), it is this
increase in signal intensity that reduces the amount of magnetiza-
tion that is exchanged between Leu696d2 and Leu712d2. The justifi-
cation for the supra-sc treatment of Val611c2–Leu712d2 is shown in
the supplementary material (figure S3). This example shows that
for a quantitative analysis of NOESY spectra, not only is it neces-
sary to account for all magnetization pathways by means of full
relaxation matrix analysis, it is also important to consider that
supra-sc exchange has an influence in how magnetization propa-
gates through the spin system.
4. Conclusion

Here, we have studied the effects of supra-sc dynamics on the
build-up of NOE cross-peaks in methyl-labelled proteins. Using
MD simulations and Markov state models, we could identify con-
formational exchange on the timescale well above the rotational
correlation time sc of MSG (37ns). We find that the supra-sc
motions are not always decorrelated from sub-sc motions, such
that they can be treated separately, but that there exist convolu-
tions of supra- and sub-sc motions in a way that requires their joint
analysis.

In particular, such analysis becomes essential if the correlation
functions of the slow processes do not reach a stationary point dur-
ing the course of the trajectory. This criterion is regularly met in
contemporary simulations of typical systems, as shown in this
work. If supra-sc exchange can be deconvoluted into discrete
states, one can obtain state-specific order parameters and averaged
distances, which can then be used to calculate the cross-relaxation
rate.

The work thus highlights the importance of considering molec-
ular motions in the supra-sc regime and extends the theory of
modeling spin relaxation to that timescale. In addition, our contri-
bution also adds to the repertoire of methods to parameterize MD
force fields, given the high sensitivity of cross-relaxation rates to
minor structural changes. We envision improving MD force-fields
by adjusting the force field parameters to match the experimental
observables. Alternatively, one might adjust inaccurate simulation
data to match experimental observables post hoc [63].

Our method provides a way to model the cross-relaxation rate
between methyl groups that cluster in metastable states and
exchange on the supra-sc timescale and thus contributes to a
quantitative description of NOE cross-peaks.
5. Materials and Methods

5.1. Molecular dynamics simulations

The initial structure was obtained from [77] with 723 residues.
SWISS-MODEL [78] was used to model the residues missing from
the crystal structure. Protein hydrogen atoms were added accord-
ing to neutral pH with one of the five different force fields (FFs):
a99SB-disp [64], CHARMM36m [65], Amber99SB*-ILDN-q [66],
DES-Amber and DES-Amber-SF1.0 [67]. In the case of DES-Amber
and DES-Amber-SF1.0, the TIP4P-D [79] water model used while
7

a99SB-disp employed TIP4P-D with modified protein and water
van der Waals interaction terms [64]. For Amber99SB*-ILDN-q,
two water models were tested, either TIP3P or TIP4P [80]. For,
CHARMM36m, TIP3P was used. In total there were six systems
studied. For each system, the protein was placed in the center of
dodecahedron box with a 11 nm edge. Approximately 31,000 water
molecules were added to each box. The overall charge of each sys-
temwas neutralized by the addition of � 150 mM sodium chloride.
Energy minimization was performed using steepest descents for
6 5;000 steps with a 0:01nm step size. Equilibrations in the NVT
and NPT ensembles were performed for � 0:01ls in total with
position restraints applied to protein backbone atoms, while no
restraints were applied to the solvent. All unrestrained production
simulations were run in the NPT ensemble starting from different
velocities and were performed for 5ls each, using GROMACS2018
[81]. For all FFs, equations of motion were integrated via the Verlet
leapfrog algorithm with a 2fs time step. All bonds connected to
hydrogens were constrained with the LINCS algorithm. The cutoff
distance was 1:2nm in case of CHARMM36m and 1:0nm in case
all Amber-based FFs, for the short-range neighbor list and van
der Waals interactions. The Particle Mesh Ewald method [82]
was applied for long-range electrostatic interactions with a 1.2
and 1:0nm real space cutoff for CHARMM36m FF and Amber based
FFs respectively. The velocity rescaling thermostat was used to
maintain the temperature at 310 K. Pressure was maintained at
1 bar using the Parinello-Rahman [83] barostat. Simulations were
performed on an in-house Linux cluster composed of 8 nodes con-
taining 2 GPUs (Nvidia GeForce RTX 2080 Ti) and 24 CPUs (Intel�

Xeon� Gold 5118 CPU @ 2.3 GHz) each.

5.2. Markov state models

Local Markov state models (MSMs) of methyl–methyl contacts
of MSG were estimated to discriminate between sub- and
supra-sc kinetic exchange. In this work, the following methyl

groups were considered: Alab1, Iled1, Leud2, Valc2, Thrc2, Mete

(AILVTM), a total of 288 methyl groups. MSMs were then build
for all methyl–methyl pairs that are below 10 Å, resulting in a total
of � 1;500 MSMs per force field. Features included side chain and
main chain torsion angles of both residues as well as the distances
between them. We then used time-lagged independent component
analysis (tICA) [84,71] with a lag time of 1ns to reduce dimension-
ality to the two slowest independent components. Clustering was
then performed in the reduced space using the k-means algorithm
with 100 centers. Bayesian hidden Markov state models (hMSMs)
were estimated for 2 to 3 hidden states depending on the amount
of processes that are >10� sc with a lag time of 1ns. Implied time
scale and tICA plots of the slowest methyl–methyl pairs for the
respective force fields can be explored using the dashboard and
database provided on GitHub (see Section 5.5). All analyses were
done in Python using MDAnalysis (v. 2.0.0) [56,85] and PyEMMA
(v. 2.5.7) [60].

5.3. NOESY build-up calculation

For the calculation of NOESY intensities, first, the dynamics
parameters ( r�6

 �
; S2, and weight p of each state) were calculated

for all AILVTM combinations following the calculations outlined
in chapter 2. Subsequently, R was obtained by calculating the
auto- and cross-relaxation rates using the pairwise-calculated
dynamics parameters mentioned above. Calculations assumed sc
of 37 ns [69], as well as the experimentally determined methyl
rotational correlation times sinternal determined by [52]. All calcula-
tions were done using an in-house written software implemented
in Python.
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5.4. Visualization

All figures displaying molecular structures were made with
PyMol [86]. Plots were generated using Matplotlib [87].

5.5. Data availability

A dashboard, designed using Dash by Plotly [88] and written in
Python, is available on GitHub for visualizing all correlation func-
tions, ITS and tICA plots as well as NOESY build-up curves for all
force fields of all methyl–methyl pairs within 5 Å. For systems that
are in supra-sc exchange, data are provided for contacts of 6 10
Å of distance. The dashboard can be found under the following
link.

The processed MD data used for MSM estimation as well as all
NOESY build-ups are available on Mendeley Data and can be freely
accessed under the following link (DOI: 10.17632/d9r96x4c9x.3).
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Appendix A

A.1. Correlation function and supra-sc exchange

Here we show how, similar to [48,76], the correlation function
can be expressed in terms of a sum of exponentials of exchange
processes. The total correlation Ctot of a spin system in an molecule
undergoing isotropic Brownian motion can be factored as the pro-

duct between the overall correlation Coverall tð Þ and the internal cor-

relation Cinternal:

Ctot tð Þ ¼ Coverall tð Þ r�6 �
Cinternal tð Þ: ð22Þ

Following the rationale of [48]:
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CtotðtÞ ¼ CoverallðtÞ
Xn
i¼1

hr�6
i iCinternal

i ðtÞ

¼ CoverallðtÞ
Xn
i¼1

hr�6
i ipilimt!1

exp � t
sex;i

	 

Cinternal
i :¼S2i

;

ð23Þ

with p being the weight and
P

p ¼ 1; sex being the exchange time
constant, and S2 being the order parameter of state i. From Eq. 23,
it follows that

JðxÞ ¼ R1
0 CtotðtÞ cosðxtÞdt

¼ R1
0 exp � t

sc

	 

CoverallðtÞ

Xn

i¼1

hr�6
i iS2i Cinternal

i ðtÞ cosðxtÞdt

�
Xn
i¼1

hr�6
i ipiS

2
i

sc
1þx2s2c

:

ð24Þ
A.2. Autorelaxation rate

The autorelaxation rate constant q for a methyl moiety consists
of the following contributions:

1. intramethyl relaxation,
(a) proton–proton relaxation (qHH)
(b) proton–carbon relaxation (qHC)

2. intermethyl relaxation (qinter),
3. external relaxation (qext),

where qext accounts for other relaxation mechanisms, e.g., inter-
molecular dipole–dipole relaxation caused by dissolved oxygen or
other paramagnetic species present in the sample, chemical shift
anisotropy, etc.) It follows that q is given by the linear combination
of the different terms [89]:

q ¼ qHH þ qHC þ qinter þ qext: ð25Þ
A.2.1. Intramethyl relaxation
The close proximity of the three protons in the methyl group

causes them to relax, adding to the diagonal entries of R [90].

The spectral density function for two intramethyl protons, Jintra is
given by [49,90,40]:

Jintra xð Þ ¼ 1
r6methyl

1
4

sc
1þx2sc

þ 3
4

se
1þx2se

� �
; ð26Þ

where

1
se

¼ 1
sc

þ 1
sinternal

:

sinternal and rmethyl are the internal rotational correlation time and the
proton–proton distance of a methyl group 1.7 Å, respectively [49].

Consider the three protons of a methyl group: p; q and r. The
auto- and cross-relaxation terms of the protons within the methyl
group can be described as:

qHH ¼
2qpp rpq rpr

rqp 2qqq rqr

rrp rrq 2qrr

0
B@

1
CA:

Due to the chemical equivalence of the three protons, i.e., p ¼ q ¼ r,
the intramethyl proton–proton relaxation can be considered as the
average, reducing qHH

i to the scalar quantity

qHH ¼ 6qþ 6r
3

¼ 2qþ 2r:
ð27Þ

https://github.com/chrisdkolloff/calcnoesy-supplement-dashboard
https://data.mendeley.com/datasets/d9r96x4c9x/3
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Thus, the proton–proton relaxation contribution is given by:

qHH ¼ 2qþ 2r

¼ 1
5K

2
HH � 6Jintra 2xHð Þ þ 3Jintra xHð Þ þ Jintra 0ð Þ

h i
þ 1

5K
2
HH � 6Jintra 2xHð Þ � Jintra 0ð Þ

h i
¼ 1

5K
2
HH � 12Jintra 2xHð Þ þ 3Jintra xHð Þ

h i
:

ð28Þ

The second term in Eq. 25 accounts for the proton–carbon
relaxation:

qHC ¼ 1
10

K2
HC � 6J xH þxCð Þ þ 3J xHð Þ þ J xH �xCð Þ½ �; ð29Þ

where the distance in J is rHC, the proton–carbon distance that cor-
responds to 1.09 Å.

A.2.2. Intermethyl relaxation
Additional to the intramethyl relaxation terms, all other j pro-

tons in the surrounding methyl groups k also contribute to the
autorelaxation:

qinter
ij ¼

X
k;k–i

X3
j¼1

X3
i¼1

1
10

K2
HH � 6Jij 2xHð Þ þ 3Jij xHð Þ þ Jij 0ð Þ� �

: ð30Þ
Appendix B. Supplementary Material

Supplementary data associated with this article can be found in
the online version at https://doi.org/10.1016/j.jmr.2022.107196.
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