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A B S T R A C T   

In this paper we present a novel concept to efficiently harvest vibrational energy at low frequencies and very 
small displacement. We describe and evaluate an electromagnetic energy harvester which generates power from 
a magnetic circuit with motion induced variations of an air gap. External vibrations induce oscillations of the gap 
length around an equilibrium point, due to a linear spring counteracting the magnetic force. The relative position 
of the spring can be adjusted to optimize the harvester output for excitation amplitude and frequency. A 
simulation model is built in COMSOL and verified by comparison with lab measurements. The simulation model 
is used to determine the potential performance of the proposed concept under both harmonic and non-harmonic 
excitation. Under harmonic excitation, we achieve a simulated RMS load power of 26.5 μW at 22 Hz and 0.028 g 
acceleration amplitude. From a set of comparable EH we achieve the highest theoretical power metric of 1712.2 
µW/cm3/g2 while maintaining the largest relative bandwidth of 81.8%. Using measured non-harmonic vibration 
data, with a mean acceleration of 0.039 g, resulted in a mean power of 52 μW. Moreover, the simplicity and 
robustness of our design makes it a competitive alternative for use in practical situations.   

1. Introduction 

Advances in fabrication techniques for semiconductors have enabled 
the development of very low power processor and wireless transmission 
systems. Research in energy harvesting (EH) aims to increase the num
ber of small-scale applications which can be powered by ambient energy 
sources. The most evident benefit of self-sustained electronics is in cases 
where access is difficult or impossible and in cases where many units 
result in high maintenance costs or cumbersome power cabling. Areas 
that may benefit from energy harvesting are wireless sensor networks 
[1], such as the Internet-Of-Things [2,3] or smart agriculture [4–6], 
wearable electronics [7,8], autonomous vehicles [9–11] and predictive 
maintenance [12,13]. 

For automotive applications, specifically for autonomous vehicles, 
there is a need for increased safety for passengers and driving. This can 
be accomplished by integration of a large number of sensors. However, 
this is challenging to realize if batteries must be utilized (due to 
replacement need, inaccessible deployment, large quantities and 

environmental impact). Alternatively, wired power distribution is 
needed, increasing weight/cost and complicating the installation due to 
limited space. The most promising solution is self-powered sensor sys
tems. In this way, it reduces the weight and saves cost by reducing the 
amount of cables in the car without reducing the robustness of the 
system, allowing to increase the number of sensors in the car, reduce 
risks and increase safety. 

One common source of ambient energy is movement, for example 
generated from moving/vibrating parts in devices or vehicles. This 
source of energy is one type utilized for our specific automotive appli
cation and is described here. The main requirements are low frequency 
(typically 20 Hz to 80 Hz), very low acceleration with a typical spectrum 
shown in Fig. 5, very small displacement (tens of microns range), non- 
harmonic and random displacement/excitation and small harvester 
size (below 20 cm3). There are many transduction mechanisms which 
can be utilized to convert movement, i.e., mechanical energy, to elec
trical power. The general term for such a system is a vibrational energy 
harvester (VEH). 
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Peak transduction efficiency, resonance frequency, absolute and 
normalized bandwidth, applicable displacement range and size are key 
characteristics in any VEH. A multitude of techniques have been applied 
to improve these parameters when operating in the low frequency range. 
Non-resonant VEH have the benefit of intrinsically working in the ultra- 
low frequency (ULF) range and having a wide frequency operating 
range, the downside being that there is no enhancement of displacement 
amplitude (due to lack of resonance) [14,15]. Implementing non-linear 
behavior is a method which can be used to adjust the frequency range up 
or down as well as increase bandwidth (e.g., bi-stability [15,16], stop
pers [17,18], spring non-linearity [19,20], non-linear damping [21] or 
non-linearities due to material properties [22–24]). 

In this work, we will describe a novel concept for a VEH with 
beneficial characteristics for sensor applications in an automotive 
setting. Our concept builds on electromagnetic induction as its trans
duction mechanism and incorporates spring non-linearity for bandwidth 
widening and has the potential of dynamic frequency tuning. 

An electromagnetic energy harvester (EMEH) relies on Faradays law, 
which relates the change in magnetic flux in a closed loop to electro
motive force (EMF), as for example, by relative displacement between 
coil and magnet. The magnitude of this effect is relative to the local 
gradient of the magnetic field in the region of the coil, the rate at which 
it is displaced and the number of loops in the coil. The first two are key 
design factors to enhance when generating EMF. Local high gradients in 
the magnetic field can be achieved by e.g., magnet array configurations 
and/or by use of flux guiding components. The rate of displacement can 
be increased by e.g., frequency up-conversion as mentioned previously. 

For the case of small displacements, in the range of tens of microns, 
and at low frequencies (<100 Hz), it becomes increasingly challenging 
to achieve sufficiently large magnetic field gradients and/or rate 
enhancement. We therefore propose to use the, to our knowledge, pre
viously unexplored method of inducing flux variation in a coil by only 
altering the reluctance of a flux guiding circuit, while both coil and 
magnet remain static. We propose a solution where vibrational excita
tion induces variations in the air gap of a magnetic circuit, which is 
proportional to a change in reluctance. 

Similarly with relative displacement of coil and magnet, the rate of 
displacement is also a key design factor. However, in our solution it is 
the displacement relative the total air gap distance which is most rele
vant and will be exploited in our VEH design. To achieve a significant 
coupling between EMEH movement and the time differential of mag
netic flux in the air gap, as well as through the coil, the total air gap 
distance should be close to the amplitude of the air gap displacement. A 
large magnetic remanence from the magnetic field source is also a ne
cessity to achieve large flux variation. For displacements in the range of 
tens of microns, these requirements give rise to a large force, acting to 
close the air gap. Our design therefore incorporates a low-profile spring 
to counteract the attractive force within the airgap. The stiffness of the 
spring is chosen to result in a small equilibrium distance of the air gap, 
around which external vibrations induce perturbations. We will show 
that the relation between spring force and magnetic force determines the 
resonance frequency of the system, as well as the energy which can be 
harvested from vibrations. With this in mind, we also explore the pos
sibility of frequency-tuning by adjusting the position of the spring base 
relative the air gap. We will also show that the coupled magnetic and 
spring force results in a non-linear system with the effect of increased 
bandwidth. 

To our knowledge, this method of electromagnetic energy harvest
ing, with the potential of frequency tuning by air gap variation, has not 
been previously explored. This method has the advantage of allowing 
not only frequency tuning, but also excitation amplitude tuning, i.e., to 
allow harvesting from smaller excitation force we can reduce the equi
librium distance of the air gap and vice versa. The design complexity of 
the magnetic source is also reduced as we do not need to design for large 
magnetic field gradients. The method also allows for a low-profile design 
(i.e., size in the main direction of vibration) as the change in reluctance, 

and thus harvesting performance, benefits from a large area rather than 
height. 

Our method is well suited for applications in automotive safety as it 
can be tuned to the typical vibration environment of low frequency and 
small displacement. The possibility of frequency tuning together with 
the wideband operation of our EH is also beneficial for the typically 
stochastic in-car vibrations. Another benefit is the potentially low- 
profile design which simplifies integration with existing structures. 

Section 2.1 of this paper will describe the prototype design in detail 
as well as the operational behavior. A more detailed description of the 
novel concept, together with the simulation FEM model, will be given in 
Section 2.2. Section 2.3 will describe the measurement setup and test 
procedure. Measurement and simulations results are given in Section 3 
together with a discussion of the results and a comparison with the state 
of the art. A brief discussion on what future work may entail is also 
given. 

2. Experimental methods 

2.1. Magnetic energy harvester design 

The concept of the spring balanced magnetic circuit is implemented 
in an axisymmetric design. Fig. 1 shows the constituents of the proposed 
EMEH. A cylindrical, ring shaped, magnet generates the magnetic flux. 
Two separate soft magnetic parts guide a portion of the flux into a coil. 
The two soft magnetic parts (henceforth called “the core”) can move 
relative to each other, tethered by a spring. The spring may be posi
tioned on the outside of the EMEH (easier to optimize but increases 
EMEH size) or in the air gap (most efficient use of space but increases 
design complexity). The amount of flux being guided into the coil de
pends primarily on the magnetic reluctance of the air gap relative to the 
reluctance of the region outside the EMEH. In this case, the air gap 
reluctance varies due to a varying air gap size. As the flux focuses along 
the shortest path around the magnetic circuit, regions far away from the 
magnet are best utilized for the proof mass. 

2.2. Concept theory and FEM model 

Figure 2a outlines the basic principle of the proposed concept. It 
shows the two counteracting forces, the repulsive spring force (red) 
working to increase the air gap and the attractive magnetic force (blue) 
working to close the air gap. As the spring is compressed at decreasing 
air gap it follows the linear relationship F = k(β − x), where x is the air 
gap distance, k is the spring constant and β is the offset of the spring base 
relative the air gap closed state (i.e. x = 0), henceforth referred to as 
“spring offset”. The spring offset can be seen as a tuning parameter, 
which in Fig. 2a is given an arbitrary value. The magnetic force in Fig. 2a 
is extracted numerically from the FEM simulation tool COMSOL using 
the same model geometry as in Fig. 1 and idealized material parameters. 
To simplify the description of the basic principle, the magnetic hyster
esis is here assumed negligible when generating the blue curve for 
Fig. 2a. In all following simulations, the effect of magnetic hysteresis is 
included. It is assumed that the basic principle described here still holds 
if a sufficiently small magnetic hysteresis is achieved. 

There are two points where the total force sums to zero. At the stable 
point (A) there is a net restoring force in each direction, equal to the 
difference between the blue and red curve. At the unstable point (B), the 
air gap will either be reset to the stable position or seal shut. In practice, 
the unstable position is always reached with some remaining mo
mentum. It will thus always end up in the shut state, unless a stopper is 
implemented, or the counteracting force is modulated (by e.g. spring 
non-linearity or a secondary linear spring). Fig. 2b shows the corre
sponding potential energy of the magnet-spring system, with a potential 
well at point A. 

The non-linearity of this EMEH stems from the non-linear magnetic 
force (Fig. 2a), resulting in a non-linear restoring force. The coupled 
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non-linear magnetic and linear spring force, effectively results in a non- 
linear spring system, with a potential energy diagram according to 
Fig. 2b. Decreasing the offset of the spring position relative the magnetic 
circuit leads to a downward shift of the linear spring force (red) in 
Fig. 2a. This results in a reduced potential well at point A, both in width 
and depth. In this case, the energy required to reduce the air gap de
creases as well as the range of movement before the unstable point (B) is 
reached. The inflection point in Fig. 2b (C) corresponds to a local 
maxima in restoring force, i.e. between point B and C the force required 
to decrease the gap distance also decreases with gap distance. At this 
point (C) the non-linearity between the external acceleration and the 
proof mass displacement will significantly increase. 

The concept has been implemented and numerically evaluated in the 
FEM simulation tool COMSOL. A 2D axisymmetric model is used, with a 
cylindrical geometry (see Fig. 1). The radius of the EMEH in the COM
SOL model is 18.5 mm and the height is approx. 18 mm (including proof 
mass displacement). COMSOL modules “Magnetic Fields” and “Elec
trical Circuit” are used to calculate the magnetic flux, resulting magnetic 
forces and the EMEH power output over time. An ordinary differential 
equation (eq. (1)) is used in COMSOL to model the change in air gap 

distance (or equivalently, proof mass displacement) resulting from an 
external force (FExt), linear spring force (k(β − x)) and magnetic force 
(Fmag). 

Mẍ+Fmag +Cẋ − k(β − x)+FExt = 0 (1)  

The velocity and position of the proof mass are denoted as ẋ and x. Mass, 
mechanical damping and spring coefficient are respectively denoted as 
M, C and k. Fmag is numerically determined by the Magnetic Fields 
module within COMSOL and includes the effect of electrical damping 
from the coil and damping from eddy currents in the core. As the spring 
is assumed to act only in the linear regime, all non-linear characteristics 
of the EMEH are contained in Fmag. The external force is denoted by FExt. 
Both a prescribed harmonic force and a stochastic external acceleration 
have been used (FExt = Mÿ). The corresponding free body diagram is 
shown in Fig. 3. 

The Electrical Circuit module in COMSOL uses a simple resistive 
load, matched to the resistance of the coil. Rectification and power 
storage are not included in the model. The electrical module includes 
both the resistance and inductance of the coil. 

The COMSOL model uses event handling to account for collision with 
a stopper. For simplicity, the collisions are assumed to be completely 
inelastic. For a stiff stopper this assumption is likely realistic. However, 
an elastic stopper (or spring) would be preferable in order to preserve 
and harvest more energy. 

Magnetic hysteresis is included in the model even though it is 
neglected in the above concept description. This is a necessary inclusion 
to be able to compare the COMSOL model with a non-ideal prototype. 
The flux guiding core therefore uses a 5-parameter Jiles-Atherton (J-A) 
model [25,26] for magnetic flux calculations, which includes a hyster
etic effect when magnetizing and demagnetizing the core. The J-A model 
accounts for an impedance to magnetic domain wall movement and 
rotations, which in turn leads to a hysteretic effect. The considered 
impedance arises from “pinning sites” in the magnetic material, i.e. 

Fig. 1. Electromagnetic energy harvester concept design with ideal spring placement. Schematic of geometry and constituents.  

Fig. 2a. Magnitude of opposing forces. Blue: Magnet force. Red: Spring force. 
A: Stable equilibrium. B: Unstable equilibrium. C. Local maxima in restoring 
force. (For interpretation of the references to colour in this figure legend, the 
reader is referred to the web version of this article.) 

Fig. 2b. Potential energy of magnet-spring system. A: Stable equilibrium. B: 
Unstable equilibrium. C. Local maxima in restoring force. 

Fig. 3. Free body diagram. Fmag represents both magnetic force and damping 
from eddy currents and energy harvesting. C is the mechanical damping coef
ficient and k is the spring constant. β is the spring offset, i.e. the offset of the 
spring base relative the air gap closed state. 
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areas of decreased permeability for the magnetic domain walls due to 
imperfections in the magnetic material [25,26]. The J-A parameters are 
defined in Table 2 below. 

A number of in situ measured vibrational acceleration datasets, ac
quired in automotive settings, have been available during simulation 
[27]. We import a set of measured data to COMSOL and use it to 
determine FExt in eq (1). Fig. 4 shows the raw data from this dataset, 
which has been used in simulations for this work. The corresponding 
acceleration spectral density plot in Fig. 5 shows a concentration of ki
netic energy around 40 Hz. 

2.3. Prototype and measurement setup 

A prototype was built using commercially available magnet, spring 
and core material based on the concept shown in Fig. 1. The design was 
altered to fit with these commercial components. Supporting structures 
were 3D printed in polyamide. The proof mass and core components 
were CNC machined from brass and iron (AISI 1018 low carbon steel, 
with Saturation approx. 2.08 T, coercivity approx. 770 A/m and reten
tivity approx. 1.13 T [28]) respectively. The dimensions of the core 
components are the same as in the simulation model. A stainless-steel 
wave spring from Smalley is used to counteract the magnetic gap 
force. The spring constant is 100 N/mm +/- 10%. The magnet is of 
neodymium with an energy grade of N36 (remanence is approx. 1.2 T). 
The coil is wound with 0.1 mm copper wire (1680 windings). Once 
assembled, the prototype consists of three parts (see Fig. 6). The proof- 
mass, one flux guiding component and spring are glued together (first 
part). Magnet, coil, primary structural support and the offset plate are 
glued together (second part) and held static relative to the secondary 
structural support (third part). The vertical position of the offset plate 
determines the spring offset β and thus the working point of the spring, i. 
e. the spring force at a given air gap distance, and is used to tune the 
EMEH to higher efficiency. Thin shims of known thickness (0.1 mm to 1 
mm) are placed around the axis of the offset plate passing through part 
3. The number of shims and their thickness is used to adjust the vertical 
position of the offset plate. The offset plate has threads making it 
possible to lock it in place. Excluding the additional parts compared to 
Fig. 1 (structural supports and offset plate) the large proof mass adds 1.3 
mm of height (total height is then 19.3 mm) and extends the radius to 32 
mm. 

In the measurement setup, a shaker excites the EMEH by applying a 
harmonically oscillating force directly on the proof mass to simulate 
vibrations subjected to the EMEH (Fig. 7a). The shaker is positioned to 
apply a small constant force bias to ensure contact with the EMEH 
throughout the displacement range. A calibrated thin film FlexiForce 
sensor (standard model A201, Tekscan) is placed in the interface be
tween shaker and EMEH. The net force in the interface is the difference 
between applied force (from shaker) and mass times acceleration of the 
proof mass. The proof-mass is in this configuration facing down. The 
driving current to the shaker is adjusted until a force amplitude of 
roughly 0.3 N measured. The EMEH load voltage is continuously 
sampled at 51.6 kb/s via a digital-to-analog converter (DAC) using 

MATLAB software. The load voltage is measured over a 300 Ω resistor 
(closely matching the measured resistance of the coil used in the lab 
prototype). 

The frequency response of the EMEH was measured by sweeping the 
shaker frequency from 40 Hz to 130 Hz. During the frequency sweep the 
DAC continuously samples the load voltage with a sampling time of 1 s. 
The frequency of the signal driving the shaker is not known in the DAC 
sampling software and must be extrapolated from measured data. 
MATLAB is used to extract the load voltage RMS value and frequency for 
each time-resolved data set. The frequency corresponding to each data 
set is determined from the frequency spectra of the data set. Built in 
MATLAB functions for the Fast Fourier Transform (FFT) are used to 
generate the spectra. The frequency of the measured data set is then 
taken to be the largest component in the frequency spectrum for the data 
set. 

A separate test-rig was built to measure the gap force for varying gap 
distance (Fig. 7b). From the diagram in Fig. 6, only the magnet and core 
components were used. The spring is not included and thus only the 
force resulting from magnetic flux in the air gap is measured. Magnet 
and one core component were mounted statically. The second core 
component was mounted on a rod passing through the center of the 
magnet and resting on a vertically adjustable base. The force was 
measured by placing a FlexiForceTM sensor between rod and base. A 
second rod was used to limit horizontal movement with minimal fric
tion. Shifts in the vertical position of the rod and core component were 
measured using a digital dial indicator (Mitutoyo 543–782). 

3. Results and discussion 

The purpose of the results within this work are to validate the 
COMSOL simulation model and to determine the potential performance 
of the EMEH system under both harmonic excitation and real vibration 
conditions. 

3.1. Validation of simulation model 

Validation of the COMSOL simulation model is achieved by 
comparing results from prototype measurements and equivalent simu
lations. The first characteristic to evaluate is the effect of magnetic 
hysteresis in the prototype EMEH. As we are only interested in the 
resulting hysteresis in air–gap force vs air–gap distance, we do not 
measure the B-field in the core as a result of magnetization (typical B vs 
H curve), instead we use the measurement setup described earlier. The 
gap force is proportional to the square of the magnetic flux through the 
gap (and in the same manner proportional to the B-field) [29]. The flux 
is in turn proportional to the gap reluctance (or indirectly the gap dis
tance). Fig. 8 shows the gap force vs air–gap distance, both measured 
(blue) and simulated in COMSOL (red). When measuring the force, the 
gap distance was varied approx. 4.5 mm. The gap distance was swept 
twice between the endpoints which is the reason for the overlapping 
data (blue). In both simulated and measure data, the part of the curve 
with larger force corresponds to increasing the gap distance. To quantify 
the difference in gap force hysteresis, we compare the relative difference 
(arbitrarily chosen at a gap distance of 1 mm) between the force during 
magnetization and demagnetization of the core. The simulated data 

Fig. 4. In situ measured vibrational acceleration data from automotive source. 
Dotted red line shows the mean of the acceleration magnitude at 0.039 g. (For 
interpretation of the references to colour in this figure legend, the reader is 
referred to the web version of this article.) 

Fig. 5. Acceleration spectral density of measured acceleration.  
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shows a relative difference of 8% whereas the measured data shows a 
difference of 16.5%. In absolute terms the difference in force is approx. 
7.2 N larger for the measured curve. As the excitation amplitude used in 
the lab setup is only 0.3 N, the effect of this larger hysteresis on the 
EMEH output is likely significant. 

We could not find the JA parameters for AISI 1018 low carbon steel 

described in literature. The JA parameters used in our simulations are 
therefore based on those derived by Jiles et. al. [26], valid for Fe-C 0.06 
wt% (other constituents of the alloy were not mentioned in [26]). Other 
components such as manganese may also be of importance. E.g., pre
vious work by Jiles et. al [25], using 1% manganese steel showed a 

Fig. 6. Exploded diagram of prototype. Top: Part 1 consisting of proof mass, spring and core component. Middle: Part 2 consisting of magnet, coil, core component, 
offset plate and support structure. Bottom: Part 3 is used as support structure. 

Fig. 7a. Test setup for applying harmonic excitation force on EMEH.  Fig. 7b. Setup to measure gap force at varying gap distance. Only the force due 
to magnetic flux in the airgap is measured, i.e. no spring. 
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roughly 3x larger value of “a” and 3x smaller value of “k”. AISI 1018 low 
carbon steel has a carbon content of 0.14%- 0.2% and manganese con
tent of 0.6%-0.9%. This difference in alloy composition may have a 
significant effect on the JA parameter values. We chose to use values of 
“α”, “Ms” and “a” that closely match those given by [26], while “c” is set 
to a factor of 10 smaller. “k” was varied in order find a value giving a 
closer match between measured and simulated gap force hysteresis. 
Between a “k” value of 2000 A/m and 3000 A/m, we did not see a 
significant increase in gap force hysteresis. This set of parameter values 
(see Table 3) still does not manage to recreate the same degree of hys
teresis as in the measured data. It is possible that the range of our 
parameter space was insufficient to find a better match. The geometry 
and alignment of the magnetic core components determine the pro
portionality between magnetization and gap force. It is unlikely that 
small geometric discrepancies are the reason for the difference in gap 

force hysteresis between simulated and measured data. 
Frequency sweeps of a sinusoidal excitation force were performed 

both in simulation and using the measurement setup. A set of power 
spectra were acquired with varying spring offset β (in the case of the 
measurement setup, the position of the offset plate, see Fig. 6, was varied 
and measured). The hysteresis is the same as shown in Fig. 8. Fig. 9 
shows the set of simulated power and the measured power. Due to the 
limited precision of the spring offset in the measurement prototype (0.1 
mm) we could not match exactly the spring offset used in simulation. 

The applied force amplitude used in the simulations is 0.3 N and is 
measured to be approximately the same in the lab. The minimum spring 
offset used in the lab measurements is 1.95 mm. At 1.85 mm the EH 
would get stuck in a closed state (as described in Section 2.2). Both 
measured and simulated data follow the same pattern for increasing 
spring offset, i.e an increase in resonance frequency and a decrease in 
bandwidth. Simulations were performed in the time domain for each 
excitation frequency, after which the RMS power was derived for each 
frequency. To achieve reasonable simulation times for each power 
spectra the time step could not be set too small. For certain sets of JA 
parameter values this leads to significant computational errors. 
Although these computational errors hamper the comparison between 
peak power (see Fig. 9) results indicate a larger simulated peak power 
compared to what was measured. The bandwidth of the measured 
spectra is overall larger than the simulated results. The difference in 
peak power and bandwidth could, in part, be due to the larger hysteresis 
in the prototype (Fig. 8). 

The increase in peak power at increasing spring offset is most likely 
due to the EMEH configuration being increasingly efficient at the spe
cific excitation force amplitude of 0.3 N. For a given excitation force 
there is likely an optimum spring offset and vice versa. 

The shaker will experience some force feedback from the EMEH. 
How the shaker responds to this has not been accounted for in the 

Fig. 8. Gap force resulting from magnetic flux in the air gap (i.e., spring is not 
included). Measured (blue) and simulated (red) gap force. Top part of hysteresis 
curve corresponds to increasing the gap distance. (For interpretation of the 
references to colour in this figure legend, the reader is referred to the web 
version of this article.) 

Fig. 9. Simulated (Top) and measured (bottom) 
RMS load power. Red, Green and Blue are used 
to indicate data sets using similar spring offset. 
The spring offset used in measurements is set to 
match the simulation model parameters as 
closely as possible. The full set of model pa
rameters values are found in Table 1 and 
Table 3. In both simulation and lab prototype, a 
further decrease in spring offset put the system 
in a permanently closed state. (For interpreta
tion of the references to colour in this figure 
legend, the reader is referred to the web version 
of this article.)   
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measured dataset above. 
The relationship between spring offset and resonance frequency of 

the EMEH (with a resistive load only) has not been rigorously estab
lished in this work. The simulated results in Fig. 9 indicate that, when 
using parameter values as in Table 1 and Table 3, a spring offset position 
precision of roughly 50 µm is required for a frequency tuning precision 
of 5 Hz, in the range 1.83 mm ≤ β ≤ 1.93 mm. The sensitivity is 
nonlinear with respect to spring offset and decreases with increasing 
spring offset, i.e. the increase in resonance frequency, per um shift in 
spring offset, decreases at increasing spring offset. Reducing the spring 
offset places the linear spring force curve closer to the knee of the non- 
linear magnetic force curve (see Figure 2). The difference between the 
curves, close to the working point, is in this case also reduced. It is our 
assumption that this behavior is what defines the change in resonance 
frequency when adjusting the spring offset. The lowest resonance fre
quency would then correspond to the working point where the slopes are 
most similar. The lower frequency limit is at the point when the spring 
force is always smaller than, or equal to, the magnet force. The upper 
frequency limit is when the magnet force is approximately linear, and 
the difference between the curves becomes independent of spring offset. 

To determine if the decreased measured power output, compared to 
simulations, (see Fig. 9) could be due to the larger hysteresis (Fig. 8), 
simulations were performed at decreasing degree of hysteresis. The 
hysteretic effect was in this case modulated by varying only the k- 
parameter in the J-A model. Table 4 quantifies the difference in hys
teresis by comparing the force during magnetization and demagnetiza
tion (at a gap distance of 1 mm). The remaining parameters were chosen 
to result in a relatively large hysteresis. 

Figure 10 shows the resulting simulated power spectrum for each 
value of k. As previously, an excitation force amplitude of 0.3 N is used. 
Although a magnetic remanence of 1.4 T was used for this set, the 
comparison with previous simulations, with regards to peak shifts, still 
holds. The initial decrease in power is assumed to be the same effect as 
seen in Fig. 9, which showed a decreased peak power at decreasing offset 
of spring force relative to the magnetic force. The increased peak power 
when decreasing k is primarily from the reduced hysteretic effect (also 
supported by Fig. 12). For each simulated data set, the spring parameters 
are unaltered, and as the magnetic force curve varies with varying k, 
there is thus a shift in resonance frequency. 

3.2. Performance evaluation 

To determine the potential capabilities of the EMEH described here 
in, we use the COMSOL simulation model with material and spring pa
rameters adjusted to best suit the intended use. We assume a minimized 
hysteresis is optimal and achieve this by using J.A. parameter values 
modeled by Thomas et. al. [30] (based on a laminated iron core). We 
have also assumed negligible damping from eddy currents. Fig. 11 shows 
the resulting hysteresis curve (red) together with the same measured 
hysteresis (blue) as in Fig. 8. The difference in force at 1 mm, for the 

simulated curve, is in this case approx. 0.1% or 80mN. 

3.2.1. Excitation using harmonically applied force 
We compare the frequency response of this low hysteresis model 

with the measured frequency response of the lab prototype (compare 
Fig. 9 with Fig. 12). The spring constant is here set to 50 N/mm and the 
approximate minimum spring offset, before the system gets stuck in a 
closed state, is 2.533 mm. As previously, increasing the spring offset 
increases peak power and increases the resonance frequency. Compared 
to the model used in Fig. 9 the resonance shift per mm increase in spring 
offset is significantly larger for the low hysteresis model. As previously 

Table 1 
COMSOL parameter settings. The mechanical damping is set to 
2% of critical damping. The load resistance is set to match the 
coil resistance as derived by COMSOL. The remaining parame
ters match those of the lab prototype EMEH developed within 
this work.  

Model parameters Value 

Proof mass weight 180 g 
Coil wire SWG 42 
Number of coil windings 1680 
Perm. Magnet remanence 1.2 T 
Load 271.5 Ω 
Mechanical damping, C 5.37 kg/s 
Spring constant, k 100 N/mm 
Core magnetization JA-model  

Table 2 
Definition of Jiles-Atherton parameters.  

J-A parameter Representation 

α [Unitless] Interdomain coupling 
a [A/m] Domain walls density 
Ms [A/m] Saturation magnetization 
k [A/m] Average energy required to overcome pinning site 
c [Unitless] Magnetization reversibility  

Table 3 
J-A parameters used to match characteristics of prototype core material as 
closely as possible.  

J-A parameters 

α 0.0016 
k 2000 [A/m] 
c 0.02 
Ms 1.7e6 [A/m] 
a 1500 [A/m]  

Table 4 
Left: k values used in sweep and resulting hysteresis quantification (defined at a 
gap-distance of 1 mm). Right: J-A parameters used during k-sweep.  

Parameter sweep 

k-value [A/m] Relative diff [%] Absolute difference [N] 

50  0.24  0.25 
700  2.86  2.96 
1500  5.25  5.35 
3000  8.61  8.57  

J-A parameters 

α 0.0016 
k Param. sweep 
c 0.02 
Ms 1.7e6 [A/m] 
a 1500 [A/m]  

Fig. 10. EMEH RMS load power spectrum for different values of the J-A 
parameter k. The remaining J-A parameter values are constant (see Table 4: 
Right). The models use a spring constant of 100 N/mm and spring offset of 2.11 
mm. The remanence of the magnet in each of these simulations is 1.4 T. 
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the sensitivity is non-linear with respect to spring offset and is between 
0.14 Hz/µm and 0.7 Hz/µm in the range 2.533 mm ≤ β ≤ 2.548 mm. The 
same excitation force amplitude as for previous simulations is used (0.3 
N). The results show that choosing materials with small hysteresis and 
optimizing the spring offset can result in higher power output at lower 
frequency. A similar result may be achievable by adjusting the design 
geometry to reduce the magnetization (resulting in a smaller hysteresis 
loop) while maintaining air gap flux. 

As stated earlier we expect the nonlinear behavior of our EMEH to 
increase with increasing excitation force (see Section 2.2). An expected 
effect of this is an increase in bandwidth. The bandwidth broadening 
was verified by simulating the frequency response at increasing excita
tion force. Fig. 13 shows the normalized (by maxima) frequency spec
trum at three different excitation forces. A 33% increase in absolute 
bandwidth, defined by the full width half maximum (FWHM), when 
increasing the force from 0.1 N to 0.3 N, was seen in simulation. The 
FWHM at 0.3 N force is 24 Hz and the resonance frequency is 20 Hz, 

leading to a relative bandwidth of 120% (absolute bandwidth/reso
nance frequency). 

3.2.2. Excitation using in situ measured vibrations 
Next we adjust the spring offset to give a power spectrum peak close 

to 40 Hz (see Fig. 14) as this is the frequency around which the vibration 
data from Fig. 4 shows most kinetic energy. The same material prop
erties as in Fig. 12 are used. With a harmonic force excitation of 
amplitude 70mN (corresponding to an excitation acceleration of approx. 
0.039 g), the peak power is 57.5 μW and the FWHM is 14 Hz. The 
relative bandwidth is then 36%. The simulated load power using vi
bration data as excitation is shown in Fig. 15. The generated mean 
power is 52 μW (RMS power is not used as the signal is non-harmonic). 

3.3. Comparison to state of the art 

Making a fair comparison with other energy harvesters is a relatively 
complex task, with a number of relevant parameters [31]. In the field of 
low frequency energy harvesters, the resonance frequency could be seen 
as a performance metric, with lower frequency being better. However, 
with our automotive application in mind the frequency range of most 
interest is between 20 Hz and 80 Hz. Thus, we do not find it relevant to 
benchmark our results against other EMEH with resonance frequencies 
far below this interval. In Table 6. We compare the performance of EH 
with an electromagnetic component and resonance frequency close to 
22 Hz. The results presented for our work are based on simulations using 
the same model as described earlier, with minimized hysteresis and 
negligible eddy current damping, and using an excitation force ampli
tude of 50mN. 

We have chosen to utilize the relatively simple performance metric 
Pavg/(volume*acceleration2

) [32–34] when comparing EH. Volume, 
resonance frequency, power output and acceleration amplitude are 
included as supporting information and should not be directly 
compared. We include the relative bandwidth, which accounts for the 
fact that a spectrum with low center frequency has an intrinsically 
limited maximum bandwidth and can been viewed as a measure of 
performance. Finally, we include the size of the harvester along the main 
axis of movement (LZ), as the power output typically has a larger 

Fig. 11. Measured gap force (blue) and simulated gap force (red) using Jiles- 
Atherton paramteres specified in Table 5. (For interpretation of the refer
ences to colour in this figure legend, the reader is referred to the web version of 
this article.) 

Fig. 12. Simulated load power using the low hysteresis model. The simulation 
model uses the low hysteresis J-A parameters of Table 5, a spring constant of 50 
N/mm and spring offset of 2.533 mm. 

Fig. 13. Effect of excitation force on frequency response bandwidth. The curve for 0.3 N is the normalized result of the simulated data in Fig. 12.  

Fig. 14. Frequency response using parameterization tuned to 40 Hz.  
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dependance on this size parameter compared to harvester size along the 
perpendicular dimensions [19]. LZ refers to the total size including proof 
mass displacement. 

Rigorous optimization has not been done in this work and only 
spring offset has been qualitatively analyzed for an optimal value. As 
stated earlier the model must implement either a stopper or additional 
spring. In our simulations we have only used a completely inelastic 
stopper. Both stopper position and elasticity (or in the case of an addi
tional spring, the spring constant) are significant parameters for opti
mization. There is also the possibility of implementing a non-linear force 
to counteract the gap force (by non-linear spring or additional magnet), 
which should enable resonance at lower frequencies. The effect on 
performance of our EH concept when scaling the size, both isotropically 
and anisotropically, has not been investigated. 

The simple and compact design of our EH should enable cost effec
tive fabrication and be beneficial for robustness. The required precision 
of tuning (with regards to the spring offset) needs to be addressed as it 
either requires precise manufacturing or a finetuning mechanism with 
an effective travel range (in μm) of approx. 10 times the desired fre
quency tuning. The possibility of active tuning, by e.g. a piezoelectric 
element, has not been explored within this work. The choice of material 
may become critical as size and environment requirements may limit 
choices of very low hysteresis materials. 

4. Conclusion 

This works presents a novel EH concept for efficiently harvesting 
energy from low frequency and low amplitude vibrations. The spring 
balanced displacements of a small air gap within a magnetic circuit are 
used to generate large magnetic flux variations for relatively small 
movements. The EH allows for frequency tuning by adjusting the rela
tive position of the spring. A simulation model is verified to show per
formance and characteristics comparable to equivalent measurements in 
the lab. The same results indicate that the principles of the proposed 
concept still hold under significant hysteresis. Our simulations also show 
that the degree of hysteresis can be drastically reduced by suitable 
material choice and that this enables lower resonance frequencies and 
larger power output in accordance with the proposed concept. Finally, 
we show that the performance of our EH, under stochastic vibration 
conditions, matches the performance under harmonic excitation of 
equivalent amplitude. 

For the low-hysteresis configuration used in this work, the EMEH has 
a tunable resonance frequency down to approx. 20 Hz, with a sensitivity 
(shift in frequency per change in spring offset) between 0.14 Hz/µm and 
0.7 Hz/µm in the range 2.533 mm ≤ β ≤ 2.548 mm (nonlinear sensi
tivity). The maximum RMS power achieved from a harmonic signal at 
22 Hz and acceleration amplitude of 0.028 g (corresponding to an 
average base excitation amplitude of 14.4 μm) is 26.5 μW. Measured 
vibration data, with most spectral power around 40 Hz and with a mean 
acceleration of 0.039 g, was also used in simulation and resulted in a 
mean power of 52 μW. 

The simulation results show potential performance metrics compa
rable to state of the art EH. From a set of comparable EH (Table 6) our 
simulations indicate we can achieve the highest power metric of 1712.2 
µW/cm3/g2 while maintaining the largest relative bandwidth of 81.8%. 

This design shows promising results regarding generated output 
power for safety sensors in modern automotive vehicles. The large 
normalized power density and relative bandwidth of our EMEH, 
together with results using in-situ vibration data, show that we can 
potentially generate a useful power output when harvesting energy in- 
car during normal road conditions, without making use of any dy
namic tuning. Although the full frequency tuning potential is not 
explored, we show that the tuning range of a single device is at least 20 
Hz to 45 Hz, a useful range considering typical in-car vibrations. 
Considering the simplicity and robustness of our design, our EMEH 
could become a competitive alternative for use not only for this auto
motive application but also for other practical situations where only 
very small excitation signals exist such as in machinery or construction 
equipment. 

Fig. 15. Simulated load power using measured vibration data as input. Dotted 
red line shows the mean power of 52uW. 

Table 5 
Jiles-Atherton parameter values corresponding to a laminated iron core [30].  

J-A parameters 

α 7.9520e-5 
k 59.3 [A/m] 
c 0.5476 
Ms 1.47e6 [A/m] 
a 40 [A/m]  

Table 6 
Performance metrics of a set of EH with similar size (cm range). The excitation is harmonic in each case. The results presented for this work are based on simulations 
using the same model as described earlier, with minimized hysteresis and negligible eddy current damping. For this work, the acceleration amplitude corresponds to an 
excitation force amplitude of 50mN acting on a 0.18 kg proof mass. Our frequency value is the resonance frequency of the simulation model under 50mN excitation 
(see Fig. 13).  

Ref Size 
(cm3) 

Type Freq. 
(Hz) 

Acceleration amplitude 
(9.82 m/s2) 

Average Power 
(mW) 

Performance metric 
(µW/cm3/g2) 

Relative Bandwidth 
(%) 

LZ 

(cm) 

[35] 8.1 EM 16 1 0.07 8.48 38 1.561 

[36] 19.9 EM/PE 17 0.8 1.8 141.3 26.5 4.8 
[37] 53.4 EM/PE 17 0.4 1.98 231.5 58.8 2.05 
[38] 397 EM 23 0.51 3.36 32.5 49 2.65 
[39] 63 EM 24 1 35 495.5 37.5 7 
Ours 19.4 EM 22 0.028 0.03 1712.2 81.8 1.80 

1. We calculate a minimum length of 1.85 cm based on the information specified in reference text, in which case the total size and performance metric would need 
adjustment. 
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