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Homogenization based macroscopic model of phase
transformations and cyclic plasticity in pearlitic steel

Bj€orn Andersson, Johan Ahlstr€om , Magnus Ekh , and B. Lennart Josefson

Department of Industrial and Materials Science, Chalmers University of Technology, Gothenburg, Sweden

ABSTRACT
In this contribution macroscopic modeling of phase transformations and
mechanical behavior of low alloy steels are developed and investigated.
Such modeling is of importance in simulations of transient thermo-mech-
anical processes which can cause phase transformations, examples from
the railway industry include train braking induced frictional heating as well
as rail grinding and welding operations. We adopt a modeling approach
which includes phase transformation kinetics and individual constitutive
models for the phases in combination with different homogenization
methods. Algorithmic implementations of the isostrain, isostress and self-
consistent homogenization methods are presented and demonstrated in
finite element simulations of a laser heating experiment. Stress field results
from the different homogenization methods are compared against each
other and also against experimental data. The importance of including
transformation induced plasticity in the modeling is highlighted, as well as
the multi-phase stages of the heating and cooling.
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1. Introduction

Heating and cooling of ferrous alloys can cause drastic changes to the material properties depend-
ing on both the temperature range and the heating rate. Permanent changes to the properties are
caused by changes within the material microstructure, see e.g. [1]. With this knowledge, alloys
and heat treatments are tailored to meet different specific needs, e.g. strength, formability or wear
resistance. However, local high temperature in operations can cause the structural properties of
the heat-affected region to deviate from its desired characteristics. To predict and understand the
consequences of local heating events, several constitutive models and numerical simulation tools
have been devised in the literature.

The underlying mechanisms occur on the micro- and macroscopic scale and consist of inter-
acting thermal, metallurgical and mechanical phenomena. Due to this inherent complexity, much
process modeling research is to varying degree application specific. Simulation of welding is one
such example, well presented in e.g. the review series by Lindgren [2–4]. Other examples of pro-
cess simulations include quenching, cf. [5–11], stamping, cf. [12–15], and additive manufacturing,
cf. [16–20]. Simulations of local heating in railway wheels caused by braking are another example,
cf. [21–26]. Even though the prime focus may differ, common for all these examples is that the
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material modeling is one of the most challenging and crucial aspects for the fidelity of the simula-
tion results.

The list of works published concerning modeling of mechanical behavior caused by phase
transformations in steel contains hundreds of titles and stretches over some five decades. Some
examples are: Inoue and Raniecki, [27], Sj€ostr€om [28], Leblond et al. [29,30], Denis et al. [31],
Fischer et al. [32], Hallberg et al. [33], Iwamoto and Tsuta [34], Mahnken et al. [35], Wolff et al.
[36], and Weisz-Patrault [37]. The list of works presenting underlying mechanisms which can be
accounted for in such modeling is equally long, such examples include: diffusion controlled trans-
formations (cf. Johnson–Mehl–Avrami–Kolmogorov [38–40]), diffusionless transformation (cf.
Koistinen and Marburger [41]), diffusional transformation under anisothermal conditions (cf.
Scheil [42]), transformation induced plasticity (cf. Greenwood and Johnson, [43], Magee [44]),
strain-induced martensitic transformation (cf. Olson and Cohen [45]), bainite transformation (cf.
Bhadeshia and Edmonds [46]) and plastic inheritance (cf. Petit-Grostabussiat [47], Levitas [48],
Ostwald et al. [49,50]).

The macroscopic response of a multi-phase steel can be computed by using different hom-
ogenization methods. The most high-fidelity method is to use the finite element method of a
microstructure model with boundary conditions fulfilling the Hill-Mandel conditions, cf.
Zohdi and Wriggers [51]. However, it is common to use more computationally efficient meth-
ods such as the Voigt assumption of uniform strain (cf. Mahnken et al. [35]), the Reuss
assumption of uniform stress (cf. [52]), the Hill condition taking the arithmetic average of
Voigt and Reuss (cf. [53]), the uniform work assumption (cf. [54,55]) or a mean-field hom-
ogenization approach such as the self-consistent scheme (cf. [56]). Several of these methods
are evaluated by Perdahcioglu [57] in FE simulations of sheet metal forming of dual-phase
steel. It is found that the choice of homogenization method gives significant influence on the
resulting stress state.

The most common approach in literature to model the mechanical behavior of steel with
phase transformations is to use linear mixture rules (e.g. [32]), especially those examining transi-
ent events such as quenching (e.g. [31]). Even-though the works using non-linear rules (e.g. [56])
often indicate that linear mixture rules may not be sufficient to replicate experimental material
behavior. In Mahnken [35] this is investigated by using finite element simulations of a cubic cell
to identify the mixture rule of the material hardening.

Inspired by findings indicating that linear mixture rules are sometimes insufficient, we exam-
ine different homogenization methods in this study. This means that material modeling of the
individual phases must be performed and is done for the application of transient heating and
cooling of pearlitic steel, where both austenitization and martensite formation are accounted for.
The work is an extension of a previous work [26], where only the isostrain assumption was
adopted, see Section 4.2. Motivated by the conclusion about the significant influence of the hom-
ogenization method in Perdahcioglu et al. [57] we also adopt the isostress assumption and the
self-consistent assumption. As compared to [26], the current work is also extended by accounting
for the TRIP-effect and by improving the procedure for updating internal variables as phase
transformations occur. Simulation results are compared to experimental residual stresses meas-
ured after laser heating experiments in [58] and to results obtained using the linear mixture rule.
The study highlights the importance of including TRIP modeling as well as choice of homogen-
ization method.

The structure of the article is as follows; Section 2 presents how the metallurgical changes are
modeled. The constitutive model for the phases is presented in Section 3. In Section 4, the
adopted homogenization methods are presented together with their numerical implementation.
Finally, results from finite element simulations with the different model assumptions are eval-
uated against data from laser heating experiments in Section 5.
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2. Phase transformations

2.1. Preliminaries

The study presented in this paper is limited to one single heating stage followed by a cooling
stage of an initially fully pearlitic rail steel R260 [59] with an approximate chemical composition
Fe-0.72C-0.3Si-1Mn. Thus, the material has a slightly hypo-eutectoid composition, but still exhib-
its a fully pearlitic microstructure after production. Hence, only the following temperature driven
phase transformations are considered:

1. Pearlite into austenite during heating
2. Austenite into martensite on high cooling rates
3. Austenite into pearlite and/or ferrite on lower cooling rates and/or bainite during moder-

ate rates

Note that this paper considers hypoeutectoid steels only, whereby cementite phase transforma-
tions are not considered. Throughout the paper, pearlite is referred to as a phase even though it
is in fact a microstructure with a lamellar arrangement of ferrite and cementite.

2.2. Phase transformation kinetics

In this section we briefly describe the kinetics governing these transformations, full details are
given in e.g. [26]. The following indices are used to denote the phases: austenite (a), pearlite (p),
ferrite (f), bainite (b), and martensite (m). During the heating and cooling, the sum of all phase
volume fractions, px, must equal 1:X

x

px ¼ 1 for x ¼ a, p, f , b, m (1)

To describe the kinetics of the first phase transformation, austenitization of pearlite, the IT-dia-
gram in Figure 1(a) is used. The line A1 is the temperature where 1% of the pearlite has trans-
formed while A3 is the temperature where 99% of the pearlite has transformed. For a constant
temperature in the IT-diagram, the transformation kinetics of the decreasing pearlite volume frac-
tion is described by the Johnson-Mehl-Avrami-Kolmogorov (JMAK) equation cf. [6, 62].

Figure 1. (a) TTA diagram describing phase transformation kinetics during austenitization at constant heating rates (reproduced
from [60]). (b) IT diagram describing isothermal transformation kinetics during cooling from austenite (reproduced from [61]).
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ppðt;TÞ ¼ ppð�tÞ exp �bpðTÞ ðt ��tÞnpðTÞ
� �

(2)

where npðTÞ is the Avrami exponent, bpðTÞ is the overall crystallization rate constant and �t is the
start time of heating. The nucleated austenite is then obtained as pa ¼ 1� pp: To handle the
varying temperatures of our intended applications using the IT-diagram, the Scheil’s additive rule
[42] is adopted see e.g. [63].

The kinetics of the second and third phase transformations are based on the IT-diagram in
Figure 1(b). The second phase transformation is the formation of martensite during rapid cooling
of austenite, i.e. quenching, below the temperature Tms: It is assumed to be diffusionless and is
modeled by using the purely temperature dependent Koistinen-Marburger [41] equation:

paðTÞ ¼ paðTmsÞ exp ð�kh ðTms � TÞÞ (3)

where pa is the remaining volume fraction austenite and the parameter kh determines the tem-
perature dependent increase of the martensite. Using the remaining volume fraction austenite, the
volume fraction of martensite can be computed as:

pmðTÞ ¼ paðTmsÞ � paðTÞ (4)

To facilitate FE-solver convergence during martensitic transformation a smoother evolution of
very low martensite volume fractions is adopted by replacing Equation 3 with a tangens hyperbol-
icus function to compute the volume fraction during the initiation of martensite.

Under low to moderate cooling rates, austenite transforms into ferrite, pearlite, and/or bainite
which is the third of the phase transformations considered in this paper. As these transformations
are of diffusive nature, we again use the JMAK equation and Scheil’s additive rule together to
describe the transformation kinetics shown in 1(b). This gives that the volume fractions of pearl-
ite, ferrite, and/or bainite increase according to:

pxðt;TÞ ¼ pxð̂tÞ þ pað̂tÞ 1� expð�bxðTÞ ðt � t̂ÞnxðTÞÞ
� �

for x ¼ f , p, b (5)

where t̂ is the time at which the cooling starts, bx is the crystallization rate constant, and nx the
Avrami exponent for each phase. From the austenite volume fraction at the start of the cooling,
pað̂tÞ ¼ paðTmsÞ, the remaining austenite phase fraction, paðt;TÞ, is computed according to:

paðt;TÞ ¼ pað̂tÞ �
X
x

ðpxðt;TÞ � pxð̂tÞÞ for x ¼ f , p, b (6)

In the numerical examples studied in this paper the bainitic phase transformation will not
occur. Therefore it is not considered in the remaining of the paper.

3. Constitutive model for individual phases

3.1. Preliminaries

The constitutive model for the mixture of phases in the steel, i.e. the multi-phase steel, is assumed
to be obtained from homogenization of individual constitutive models for the phases. The consti-
tutive models are run in parallel and the homogenization method accounts for the phase volume
fractions of the current time step. Phases which have yet to materialize, i.e. px ¼ 0, are assumed
to not accumulate hardening or plastic strain, thus behaving linear elastic. As a new phase starts
to nucleate during transformation from its parent phase, the stress-strain state enforced by the
homogenization method is imposed and the constitutive response hardens accordingly. For
phases reborn, e.g. austenite transforming back into pearlite, the internal variable history is, for
simplicity, maintained, i.e. reborn phases are assumed not to have so called virgin material state.
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However, as the examples presented in this study considers rapid cooling rates and no reheating,
this simplification does not effect the final results.

3.2. Kinematics and elasticity

For all phases x in the material, we assume that the total strain �x is additively decomposed as
(see e.g. [35]):

�x ¼ �ex þ �thx þ �tvx þ �px þ �tpx (7)

where �ex is the elastic strain, �thx the thermal expansion strain, �tvx the transformation strain, �px
the plastic strain, and �

tp
x the strain due to transformation induced plasticity (TRIP). Note that

the TRIP strain is implemented only for the austenite and martensite constitutive models (x¼ a
and x¼m). The elastic strain governs the stress and we assume linear isotropic elasticity by
adopting Hooke’s law:

rx ¼ Eex : �
e
x with Eex ¼ 2 Gx Idev þ Kx, b I � I (8)

with the fourth order deviatoric identity tensor Idev ¼ I� 1=3 I � I, the fourth order identity
tensor I and the second order identity tensor I1. Furthermore, the material parameters for elasti-
city are the shear modulus Gx and bulk modulus Kx, b: The stress can be decomposed into a
deviatoric and a volumetric part r ¼ rdev þ 1=3 rvol I with:

rx, dev ¼ Idev : rx ¼ 2 Gx �ex, dev and rx, vol ¼ I : rx ¼ 3 Kx, b �ex, vol (9)

The thermal expansion strain for the phases is assumed to be linear isotropic:

�thx ¼ ax DT I (10)

where DT is the temperature increase from a reference temperature T0 and ax is the thermal
expansion factor. The initial density of the material is q0 while for each phase the density is
assumed to be qx. Therefore, with the conservation of mass, a phase transformation will lead to a
change of volume which defines the transformation strain:

�tvx ¼ 1
3
�tvx, vol I ¼

1
3

q0
qx

� 1
� �

I (11)

The TRIP strain is caused by phase transformation under applied stress. The physics behind the
mechanism is described in e.g. [43,44, 64]. In this paper, we allow for TRIP to occur during the diffu-
sionless transformation of austenite into martensite by adopting the formulation proposed by [30,
32], with transformation stiffness parameters Ktp acquired by [35]. With our methodology of model-
ing each phase individually, the TRIP strain �tp is implemented in the individual material models of
both martensite and austenite to generate the correct TRIP strain output after homogenization, see
discussion in Section 5.4. In the martensite constitutive model, �tp is implemented as follows:

_�tpm ¼ 3
2

Ktp rm, dev
df ðpmÞ
dpm

_pm (12)

with

Ktpðrm, eÞ ¼ Ktp1 þ Ktp2 rm, e (13)

For better numerical stability when the constitutive model is implemented and used in an FE-solver,
we introduce an adaptation of the saturation function f ðpmÞ, still satisfying f ð0Þ ¼ 0 and f ð1Þ ¼ 1:

f ðpmÞ ¼ p2m ) df ðpmÞ
dpm

¼ 2pm (14)
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Together with the continuous evolution of martensite volume fraction during initial martensite
nucleation (pm � 1) this adaptation allows for a gentle start of the TRIP strain evolution. In these
expressions we have introduced the (volume) phase fraction of martensite pm and the equivalent

von Mises stress rm, e ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
3=2 rm, dev : rm, dev

p ¼ ffiffiffiffiffiffiffiffi
3=2

p jrm, devj:
Similarly, for TRIP strain implementation in the austenite constitutive model the expression

takes the following form:

_�tpa ¼ 3Ktp ra, dev pm _pm (15)

Note that the expression uses the martensite volume fraction evolution _pm: This prevents TRIP
strains to develop during austenitization.

3.3. Plasticity and hardening model

We adopt the Chaboche plasticity model proposed in e.g. [65] that includes the von Mises yield func-
tion, non-linear isotropic and kinematic hardening. The von Mises type yield surface is here defined as:

Ux ¼
ffiffiffi
3
2

r
jrx, dev � Xxj � ðRx þ rx, YÞ (16)

where Xx is the kinematic hardening stress (back-stress), Rx is the isotropic hardening stress
(drag-stress) and rx, Y is the initial yield stress. This yield function is used to distinguish elastic
and plastic response via the conditions:

Ux � 0, _kx � 0, _kx Ux ¼ 0 (17)

where _kx is the plastic multiplier. It is when _kx > 0 (and Ux ¼ 0) that plastic strain and hardening
variables evolve. The evolution equation for the plastic strain is assumed to be of associate type:

_�px, p ¼ _kx
@Ux

@rx
¼ _kx

ffiffiffi
3
2

r
rx, dev � Xx

jrx, dev � Xxj (18)

The total kinematic hardening stress Xx is obtained from adding nx kinematic hardening stresses
Xx, i each following [66] type of evolution law:

_Xx ¼
Xnx
i¼1

_Xx, i ¼
Xnx
i¼1

_kx

ffiffiffi
3
2

r
Cx, i

rx, dev � Xx

jrx, dev � Xxj � cx, i Xx, i

 !
(19)

Finally, the evolution of isotropic hardening is adopted as follows:

_Rx ¼ _kx bx ðRx,1 � RxÞ (20)

The material parameter values are assumed to be temperature dependent. We adopt the choices
of these for all the phases from [26].

3.4. Numerical implementations

We apply the implicit backward Euler time integration scheme to the constitutive equations and
follow the procedure to solve the arising nonlinear equations as outlined in e.g. [67]. The
assumptions are that a time increment Dt from time nt to nþ1t, the strain increment D�x and the
temperature increment DT are given. Thereby also the change of the volume fractions px are
given. In addition, the internal variables Xx, i, Rx, �x, p and stress rx are assumed to be given at
the previous time step nt: Output from the procedure (the constitutive driver) is internal variables
and stress for time nþ1t as well as algorithmic tangent stiffness Ex ¼ drx=d�x: We can note that
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for the case of martensite x¼m, the TRIP strain will cause Hooke’s law to become a nonlinear
equation in the deviatoric stress also for an elastic response.

4. Homogenization methods

4.1. Preliminaries

Four homogenization methods will be adopted: isostrain (Voigt), isostress (Reuss), self-consistent
and the Linear mixture rule. For all methods we assume that the temperature T is the same in all
the phases. Results from the first three will be compared against that from the last since that is
most commonly used. Further, the methods are implemented by using an incremental strain-
driven algorithm. The state from the previous timestep nt is assumed to be given in terms of
homogenized strain n�� and stress n�r as well as strain n�x, stress nrx and state variables for all the
phases. Then a strain increment d�� is applied whereby the updated homogenized strain can be
computed as ��¼n�� þ d�� but the increments d�r, d�x and stress drx are determined by the chosen
homogenization method.

During a time increment of the mechanical problem it is assumed that the temperature and
phase fractions remain constant. Hence, the relation between the homogenized strain increment
and strain increment of the phases can be written as:

d�� ¼
Xnx
x¼1

px d�x (21)

and similarly between the stress increments

d�r ¼
Xnx
x¼1

px drx (22)

In addition, the strains �thx and �tvx and their increment d�thx and d�tvx are given as the tempera-
tures at the start and end of the current time increment is known. For convenience, we introduce
the strain variable �tx ¼ �thx þ �tvx and its increment d�tx, which are also known.

4.2. Isostrain - Voigt assumption

For the isotrain (Voigt) assumption the strain increment of all the phases d�x are assumed to be
equal to the homogenized strain increment, i.e. d�x ¼ d��: Therefore, the homogenized stress
increment can be obtained as follows:

d�r ¼
Xnx
x¼1

px Ex : d�x � d�tx
� � ¼Xnx

x¼1

px Ex : d�� � d�tx
� �

(23)

where Ex is the consistent algorithmic tangent stiffness. By comparing to a homogenized model
d�r ¼ �E : ðd�� � d��tÞ we can obtain the homogenized tangent stiffness

�E ¼ d�r
d��

¼
Xnx
x¼1

px
drx
d��

¼
Xnx
x¼1

px
drx
d�x

¼
Xnx
x¼1

px Ex (24)

and the homogenized strain

d��t ¼ �E�1
:
Xnx
x¼1

px Ex : d�tx

where d��t ¼ d��th þ d��tv:
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4.3. Isostress - Reuss assumption

For the isostress (Reuss) assumption the stress increment drx is assumed to be the same in all
the phases and thereby equal to the homogenized stress, i.e. drx ¼ d�r: The homogenized strain
increment can be obtained as

d�� ¼
Xnx
x¼1

px d�x ¼
Xnx
x¼1

px E�1
x : drx þ d�tx

� � ¼Xnx
x¼1

px E�1
x : d�r þ d�tx

� �
(25)

By comparing to a homogenized model d�� ¼ �E�1
: d�r þ d��t we obtain the homogenized stiffness

�E ¼
Xn
x

px E�1
x

 !�1

and the homogenized thermal strain components

d��t ¼
Xn
x

px d�tx

However, since the model will be used together with FEM, our numerical implementation of
the cyclic plasticity model is based on a strain controlled algorithm (given d��). This means that
we need an additional Newton iteration scheme to find each phase’s individual strain increment,

d� ¼ d�1, :::, d�nx½ �T , such that the isostress criteria is fulfilled. This procedure is presented in
Algorithm 1, the reader may notice the similarity to a 2D plane stress algorithm.

Algorithm 1. Isostress - individual phase strain update

Initiate phase strain increments d� ¼ d�1, :::, d�nx½ �T
while error < TOL do

Compute individual phase stress increments drðd�,T, tÞ (See Section 3.4)

Compute residual Rðd�, d��, drÞ ¼ R�� , Rx½ �T

R�� ¼
Xnx
x¼1

pxd�x � d��

Rx ¼ drx � drxþ1 for x ¼ 1, :::, ðnx � 1Þ

Update individual phase strain increments d� ¼ d� � dR
d�

� ��1
: R

Compute error error ¼ jRj
end while

Compute individual phase strain derivative
d�
d�� ¼ d�1

d�� , :::,
d�x
d��

h i
¼ � @R

@�

� ��1 � @R
@��

Compute tangent stiffness d�r
d�� ¼

Pn
x
px d�r

d�x
: d�xd��

return d�, d�rd��

Algorithm 1 uses the unbalance tensor Jacobian computed as:

@R��

@�x
¼ px I,

@Rx

@�y
¼ dxy

@rx
@�y

� dðxþ1Þy
@rxþ1

@�y
for x ¼ 1, :::, ðnx � 1Þ, y ¼ 1, :::, nx (26)

where d�x=d�� is obtained from Rðd�x; d��Þ ¼ 0 for all d��:
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4.4. Self-consistent homogenization

By adopting the self-consistent framework described in [68], the strain increment in each phase
d�x can be expressed as:

d�x ¼ Ax : d�� (27)

with the fourth order concentration tensor Ax defined as:

Ax ¼ Iþ P : �E�1
: Ex � I

� �� ��1
(28)

P is the Eshelby tensor which is computed using the fixed-point iteration technique described in
[69,70]. The homogenized stress increment can be obtained as follows:

d�r ¼
Xnx
x¼1

px Ex : d�x � d�tx
� � ¼Xnx

x¼1

px Ex : Ax : d�� � d�tx
� �

(29)

By comparing to a homogenized model d�r ¼ �E : ðd�� � d��tÞ we can obtain the homogenized tan-
gent stiffness

�E ¼ d�r
d��

¼
Xnx
x¼1

px
drx
d��

¼
Xnx
x¼1

px
drx
d�x

: Ax ¼
Xnx
x¼1

px Ex : Ax (30)

and the homogenized strain

d��t ¼ d�� � �E�1
: d�r ¼ d�� � �E�1

:
Xnx
x¼1

px Ex : Ax : d�� � d�tx
� �

¼ I� �E�1
:
Xnx
x¼1

px Ex : Ax

 !
: d�� þ �E�1

:
Xnx
x¼1

px Ex : Ax : d�
t
x

(31)

The adopted fixed point iteration procedure to determine Ax is described in Algorithm 2. This is
used as a pre-processing step at the start of each time step to determine the strain increment of
each constitutive phase.

Algorithm 2. Self-consistent - Concentration tensor fixed-point iteration

Load previous time step global tangent stiffness tensor k¼0�E¼n�E
Load previous time step phase tangent stiffness tensors nEx
while error < TOL do

Iteration k ¼ kþ 1
Compute Eshelby tensor ðkÞP ¼ Pððk�1Þ�EÞ (see [69])

Compute concentration tensors ðkÞAx ¼ ðIþðkÞP : ððkÞ�E�1
:nEx � IÞÞ�1

Update stiffness tensor ðkÞ�E ¼Pnx
x¼1 px

nEx:ðkÞAx : ð
Pnx

x¼1 px
ðkÞAxÞ�1

Compute error ¼ jðkÞ�E�ðk�1Þ�Ej
return Concentration tensors Ax

4.5. Linear mixture rule

The linear mixture rule is the most used and most straight forward way of handling multi-phase
states in steel, see e.g. [23] and [32]. Therefore, we include this as a point of reference when com-
paring the isostrain, isostress, and self consistent homogenization methods. When using the linear
mixture rule the constitutive phases are not treated by individual material models, but as one
nominal model where all thermal and mechanical properties are computed as the volume fraction
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governed average of phases present, exemplified in Equation 32 for the fourth order elasticity ten-
sor Ee:

Ee ¼
Xnx
x¼1

pxEex (32)

5. Thermo-mechanical simulation of laser pulse induced white etching layer

The constitutive models presented in Section 3 and the homogenization methods in Section 4 are
implemented as user defined subroutines in Abaqus [71]. These are used in thermo-mechanical
FE-simulations of a laser heating experiment performed in [58, 72]. Experimental results are
phase transformations and residual stresses which are compared against simulation results. In
particular, the influence of including the TRIP-effect in the modeling, the choice of homogeniza-
tion method and effect of cyclic thermal straining are investigated.

5.1. Laser heating experiment and residual stress measurements

In the laser heating experiment [58, 72], martensitic spots, so called white etching layers (WEL),
are induced on the surface of pearlitic R260 rail steel by laser heating a small spot above austeni-
tization temperature for 1 second. As the heat-pulse is short, the surrounding material is still close
to room temperature, whereby heat diffusion causes rapid cooling and effectively quenches the
austenite to form a thin disk of martensite. Stereo and optical microscopy are used to characterize
the microstructural changes, and residual stress measurements are performed using X-ray diffrac-
tion. Figure 2 presents the laser heated spots, as well as the microstructural change of the WEL.

5.2. Description of FE-model and simulation

The FE simulations use a one-way thermo-mechanical coupling; results from a transient heat
transfer simulation drive the phase transformations and mechanical response in the subsequent

Figure 2. Experimental WEL on rail surface, from [58, 72]. (a) rail used in i experiment, (b) close up of laser heated WEL spot,
and (c) cross sectional view of WEL.
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structural simulations. This setup means that thermal aspects of plasticity induced dissipative heat
and latent heat are not accounted for. Both transient heat and structural simulations use the
same axisymmetric model, see Figure 3. The constitutive models of Section 3 are used close to
the heated surface (purple region in Figure 3). The surrounding region (green in figure) uses a
linear elastic material model (Young’s modulus E¼ 210GPa and Poisson’s ratio � ¼ 0:3) as, in
this far-field region, stresses do not reach the pearlitic steel initial yield limit and temperatures
stay below the austenitization temperature.

Figure 3 shows how the area of interest, where the heat is applied and the martensitic disk will
form, is meshed using a very fine resolution and how the mesh gets stepwise coarser further away.
The thermal and mechanical simulations uses the same mesh where the representative element length
of the fine resolution is approximately 0.02mm. The purple region is discretized using fully integrated
second order quadratic elements and the green far-field single-phase region using first order elements.
The figure shows the fixed boundary conditions of the internal rail boundaries and the free surface at
the top of the rail. For the heat transfer simulation, convective boundary condition is implemented
for the rail surface, as proposed in [73], while the internal boundary conditions are modeled as per-
fectly insulated. We deem the effect of the choice of internal boundary conditions as negligible since
the width of the FE-model is about 35 times that of the heated surface. Heat is uniformly applied for
1 s, after which the structure is left to cool for 100 s.

In this paper we adopt the temperature dependent model parameter values for the phases pre-
sented in [26]. TRIP strain related material parameters are obtained from [35] and are not tem-
perature dependent. The temperature dependent values were found by calibration against a
combination of cyclic experimental data and data predicted by the software JMatPro [74]. It
should be noted that the data used in [26] is for the pearlitic wheel steel ER7 [75], whereas the
experiment is performed using pearlitic rail steel R260 [59]. The wheel steel has a finer pearlite
lamellar spacing due to forced cooling in production while the rail steel has slightly higher carbon
content and thus higher pearlite phase fraction. This result in similar strength and cyclic plastic
behavior at room temperature. Since cyclic data at elevated temperatures is not yet available to us
for R260, we assume that the high temperature behavior is the same given the similarity in chem-
ical composition and microstructure. Also the main focus this paper is evaluating and comparing
the effect of three proposed homogenization methods rather than material model calibration.

Figure 3. Axisymmetric FE model with cylindrical coordinate system r � u-z, presenting boundary conditions, close up of area
with refined mesh, and the heated part of the surface.
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Furthermore, the heat load in the simulations is tuned such that the obtained WEL is of the
same size as that presented in Figure 2. Only the heat flux magnitude is tuned as the duration of
the experimental heat pulse is known. The magnitude of the heat flux is tuned to 50W/m2 with a
cutoff temperature of 1200 � C, noting that this cutoff temperature is higher than what is used in
many weld simulations [3]. Also, available knowledge of mechanical behavior is scarce in this
temperature range.

5.3. Simulation of temperature driven phase transformations

This section presents the metallurgical response of the transient heat driven structural simulation
described in the previous section. The simulation shows how a martensitic disk is formed, see
Figure 4, which after tuning the heat flux correlates in both size and shape with that seen in the
experimental results in Figure 2. The cooling stage of the simulation is presented in Figure 5,
where the temperature histories in the data points of the disk (defined in Figure 4b) are plotted
in relation to the IT-diagram used in the transformation kinetics model for illustrational purposes
only; the computations are (as defined above) step-wise isothermal using the additive assumption.

The strong temperature transients in the central locations are clearly seen. In all points where
the temperature has reached above the austenitization temperature the cooling is fast and a fully
martensitic structure is formed. Furthermore, by observing that the points in Figure 4(b) are
closely located it is clear that also the spatial temperature gradient is very high. This motivates
why a very fine mesh must be used in the FE simulations.

5.4. Simulation results motivating the importance of including the TRIP-effect

To study how results are affected by the TRIP-effect, we simulate an unconstrained thermal dila-
tation experiment with and without TRIP included. Figure 6 shows a single Gauss-point dilation
simulation where the pearlitic steel is heated from 20 � C to 1000 � C in 1 s and then cooled back
to 20 � C in 1 s. The top graph shows the applied temperature and the resulting uniaxial strains,
and the lower graph shows the phase transformations during both heating and cooling. To illus-
trate the influence of the TRIP-effect, different uniaxial stress conditions are applied just before
the martensitic transformation starts. The results show how the residual strain is significantly
altered from the yellow, stress-free curve by the contribution of �tp which according to (12)
increases in the presence of deviatoric stress rdev: These results are for the isostrain homogeniza-
tion method.

With our methodology of parallel constitutive models for all phases there is no inherent TRIP-
effect. The �NoTRIP, 100MPa curve in Figure 6 shows that with the TRIP strain �tp excluded the
straining from the 100MPa axial load remains constant during the martensitic phase transform-
ation, i.e. no additional strain is accumulated.

Figure 4. (a) Martensitic disk (WEL) obtained in the FE-simulation of the laser heting experiment. (b) definition of data points (in
the radial direction r and in the depth direction z as defined Figure 3) used for presentation of results.
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Figure 5. Temperature histories during the cooling in specific locations (defined in Figure 4(b)) shown together with the IT dia-
gram of the material.

Figure 6. One Gauss-point dilatation simulation under uniaxial stress, isostrain homogenization.

Figure 7. Residual strain from dilatation under uniaxial stresses. Experimental results [35] compared against single eight node
element FE-simulation, isostrain, isostress, self consistent and linear mixture homogenization.
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To validate the implementation of the TRIP-effect, Equations (12)-(15), the additional residual
strain from the axial load at the end of the thermal load cycle is compared to experimental results
presented by Mahnken [35]. The simulated thermal load cycle and axial loads are adjusted to
match that used in the experiment. Figure 7 presents the additional residual strain D� obtained
using the different homogenization methods presented in Section 4.

Based on the results presented in Figure 7 the simulation results correlate reasonably well to
experimental data. Whereby the TRIP-strain related parameters obtained from [35] are not
adjusted in our implementation, although these are for a different steel grade. The figure also

presents the additional residual strain obtained when excluding the TRIP strain �
tp
x presented in

Section 3.2, again highlighting the importance of incorporating the TRIP effect in the mater-
ial modeling.

5.5. Simulation results illustrating the effects for different homogenization methods

In this section we compare FE-simulation results obtained using the different homogenization
methods presented in Section 4.1, all including the TRIP-effect in the constitutive modeling of
the austenite and martensite phases. First, the single Gauss-point dilatation simulation presented
in Section 5.4 is used to illustrate local effects of the different homogenization methods. Figure 8
presents the temperature load, the resulting dilatation strain, and the phase volume fractions.
Depending on the homogenization method used, the stages where more than one phase exist
show a slight shift of the resulting strain. In stages where only one phase exists, as expected, all
methods give identical results.

Next, we compare results of the laser heating experiment FE-simulation obtained using differ-
ent homogenization methods. With individual phase constitutive models, the different homogen-
ization methods result in different strain and internal variable histories for the phases, due to the
discrepancies highlighted in Figure 8, and thereby different residual stress fields. This is illustrated
in Figure 9, where the residual radial stress fields of the isostrain, isostress and self-consistent
methods are presented, as well as that obtained using the linear mixture rule. It is noted that the
all homogenization methods give compressive stress in the martensite and tensile stress in the
surrounding pearlite, however the magnitudes of the stresses differ depending on homogeniza-
tion method.

Figure 8. One Gauss-point dilatation simulation using different homogenization methods. The top graph presents temperature
load and resulting dilatation strain under 100MPa axial load, the bottom graph presents phase volume fractions.
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To understand the residual stress differences, we study the stress evolutions during the laser
heating simulations in further detail. Radial stress, phase volume fractions, and temperature on
the heated rail surface are examined at different times during the heating and cooling stages of
the simulation by plotting the results along the surface, i.e. along r (distance from the axisymme-
try axis) at z¼ 0mm. In Figure 10 the results at 0.28 s into the heating stage of the simulation
are shown. Here we see how austenite starts to form and how the thermal expansion of the
heated region causes compressive stresses in the far-field region. As the volume of the nucleated
austenite is smaller than that of its parent pearlite phase, see Figures 6 and 8, the compressive
stresses decrease. The figure also shows how the homogenization methods produce significantly
different stress magnitudes within the two-phase region and how part of these differences remains

Figure 9. Residual radial stress simulation results rr for homogenization method (a) isostrain, (b) isostress and (c) self-consistent
(d) linear mixture.

Figure 10. Radial stress, volume fraction and temperature at the surface of the FE-model at 0.28 s into the heating stage of
the simulation.
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once the transformation is complete. The isostress method produces large strains in the softer
phase, thus causing more hardening of the softer austenite.

Figure 11 shows the state of the simulation at 1.0 s. Now the austenite disk is fully formed and
the heat source is removed. Again, the effect of the homogenization methods’ different strain his-
tories is seen.

After 1.20 s into the cooling stage, the rapid temperature drop has quenched the austenite and
martensite has formed, see Figure 12. Again, the isostrain assumption and the self-consistent
scheme gives similar results, whereas the linear mixture assumption gives higher compres-
sive stresses.

Figure 13 presents the residual stress state when the temperature is back at 20 � C and the
martensitic disk is fully formed. The figure also presents the experimental results of the residual

Figure 11. Radial stress, volume fraction and temperature at the surface of the FE-model at 1.0 s into the heating stage of
the simulation.

Figure 12. Radial stress, volume fraction and temperature at the surface of the FE-model at 2.20 s into the heating stage of
the simulation.
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stresses described in Section 5.4. Comparing these to the results of the simulations, we see that
none of the models give a perfect fit. However, despite the steel grade differing and the low level
of load case parameter calibration, the trend is still captured and results are of the same order
of magnitude.

By studying the series of graphs presented in Figures 10–13 we observe how the austenite
starts forming at r¼ 0mm of the heated surface, see Figure 3, and grows outwards (and down-
wards) into the surrounding material. The cooling is driven by heat conduction to the surround-
ing material, hence the quenching transformation starts at the periphery of the austenitic disk
and the transformation front moves toward the center (and surface) of the WEL-disk. These
sequential transformations and the thermal expansion causes cyclic straining, explained in detail
by Şimşir et al. [76]. Due to this pendulum transformation front from heating and cooling, the
choice of homogenization method has a pronounced effect on stress and strain field as well as
evolution of internal variables in the phases. This difference in internal variable histories for the
different homogenization methods is a result of the discrepancies highlighted in Figure 8 and it
explains the residual states presented in Figure 9.

To illustrate the effect of this cyclic loading for different homogenization methods we focus on
the austenitic phase and study its accumulation of the plastic strain multiplier k at measuring
point 0 in Figure 4. The result during the first 3 s of the simulation is shown in Figure 14,
together with phase volume fractions and temperature. Here we see that when using the isostress
method, enforcing the stress of the parent pearlite onto the nucleated austenite causes more plas-
tic material response than when enforcing the parent strain using the isostrain method. Using the
self-consistent scheme, the plastic response is very similar to that of the isostrain method. The
graphs also exemplifies our multi-phase simulation methodology where as mentioned in Section
4, the response of each phase is computed at every time step but the phase is only allowed to
accumulate hardening once its volume fraction is greater than zero. This is seen by how the aus-
tenite plastic strain multiplier curve starts to grow only once the austenite volume fraction is
greater than zero. The graph also shows how the plastic strain multiplier remains constant after
that the austenite volume fraction becomes zero.

By comparing the results from the homogenization methods we can observe how the short
multi-phase stages of the simulations govern the outcome. If other load cases were simulated, the
multi-phase stages would appear for different durations, at different stress states, and possibly in
different sequence. A corresponding comparison of the homogenization methods would then give

Figure 13. Residual stress, volume fraction and temperature at the surface of the FE-model at 100.0 s after the laser heating.

486 B. ANDERSSON ET AL.



a different outcome. We obtain this when re-running the simulation but with the heat source
removed gradually. This generates lower cooling rates whereby pearlite is forming instead of mar-
tensite. Figure 15 shows the results from the slower cooling rate simulation, presenting the
residual surface stresses, phase volume fractions, and temperature on the surface (z¼ 0mm) for
the different homogenization methods. The difference in plastic strain evolution during the auste-
nitization, seen in Figure 14, and also during the reforming of pearlite now causes a more pro-
nounced difference in the residual stress state also between the isostrain and the self-consistent
method. The underlying reason is that pearlite is softer than martensite and do not include any
TRIP-strain.

Figure 14. Accumulated plastic multiplier k for the three studied homogenization methods, phase fraction evolution, and tem-
perature at the WEL disk surface center.

Figure 15. Radial stress, volume fraction and temperature at the surface of the FE-model at 100.0 s into the slow cool-
ing simulation.
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6. Conclusions and outlook

This paper is an extension of the material model framework for phase transformations and cyclic
plasticity of pearlitic steels presented in our previous work [26]. The framework is extended by
investigating different homogenization methods, including the TRIP-effect, and also by more
physically realistic internal variable inheritance. We can conclude from the results that it is
important to include the TRIP-effect when modeling martensite formation in pearlitic steels. In
this paper we propose a modification of the saturation function from [35], see Equation 14,
which gives a smoother evolution of the TRIP strain while retaining the total magnitude after
complete transformation. This modification improves the numerical stability of the material
model which is important when implemented in an FE-solver.

Besides the isostrain homogenization method, the isostress and the self-consistent methods are
also investigated. The main purpose is to study the influence of the homogenization method in
applications of heating and cooling with resulting phase transformations of pearlitic steels. In this
context, numerical algorithms for implementing these homogenization methods are described.
Based on these and the results of the simulations we conclude that the additional Newton iter-
ation scheme required by the isostress method causes longer computational time and greater risk
for numerical instabilities as compared to the isotrain method. The reason for numerical instabil-
ities is that there is a significant difference in stress-strain response of the different phases at high
temperatures. Therefore, extreme strains can be produced when the stress state of the parent
phase is imposed onto the nucleated phase. The adopted algorithm (from [68]) of the self-consist-
ent method does not have this instability issue. However, it does demand a pre-processing step to
compute the concentration tensors and therefore requires more computational time than the iso-
strain method, but less than the isostress method. The computational time for each homogeniza-
tion method simulation is presented in Table 1. For comparison, the table also presents the
computational time of a simulation where phase transformations are not included, i.e. heating
and cooling of single-phase pearlitic steel modeled using the von Mises plasticity model described
in Section 3.3. The computational time increases significantly using homogenization methods
compared to neglecting the phase transformations using a single phase model. The isostrain
method increase the computational time with a factor of roughly 4.7 and the isostress method a
factor of 10 due to the additional algorithm, see Algorithm 1 in Section 4.3. The computations
were performed on a computer cluster using 32 cores (Intel Xeon Gold 6230) and 384GB RAM.

From the simulation results for the different homogenization methods we conclude that it is
the short multi-phase stages that generate the difference between the methods. Especially the evo-
lution of plasticity is affected, which results in different residual stress and strain states. In the
example of the laser heating, the isostrain and the self-consistent method differ the least after the
final cooling stage. The results from these methods indicate a better agreement with experimental
results as compared to results from the isostress method. We should emphasize that the available
experimental data is limited and therefore strong conclusions cannot be made.

The homogenization algorithms were also compared for the case when the rapid cooling in
the laser heating experiments was replaced by slower cooling. For this case austenite was trans-
formed back into pearlite instead of martensite. The results showed a more significant difference
between the isostrain and the self-consistent method. The residual stress computed with the self-
consistent method was in between the results from the isostrain and the isostress method. This
indicates that the self-consistent method is more accurate than the extreme cases of isostrain and
isostress. This is also in agreement with results in literature for other materials see e.g. [57].

Table 1. Computational time (wall-clock-time) for each homogenization method simulation.

isostrain isostress self consistent single-phase

Comput. time 4h 18min 9h 42min 4h 20min 56min
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Together with the relatively good computational efficiency of the self-consistent method, we
would like to indicate that it is the most promising of the investigated homogenization methods
for the investigated application. However, further experimental studies and comparison against
these are needed before a strong conclusion can be made.

Note

1. In a Cartesian coordinate system the components of the second order identity tensor is given by the
Kronecker’s delta dij, i.e. Iij ¼ dij: The components of I are given as Iijkl ¼ dikdjl: The open product defined
as ðA� BÞijkl ¼ AijBkl: Double contraction between a fourth and second order tensor ðA : BÞij ¼ AijklBkl:
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