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Abstract: The logistics sector plays one of the most important roles in the supply chain with the aim of providing a fast, flexible, safe, economical, efficient, and environmentally acceptable performance of freight transport flows. In addition, the popularization of the concept of a circular economy (CE) used to retain goods, components, and materials at their highest usability and value at all times, illustrates the importance of the adequate performance of reverse logistics (RL) processes. However, traditional RL is unable to cope with the requirements of modern supply chains and requires the application of Industry 4.0 technologies, which would make it more efficient. The main aim of this study was to evaluate the applicability of various Industry 4.0 technologies in the RL sector in order to point out the most applicable ones. To solve the defined problem, a novel multi-criteria decision making (MCDM) model was defined by combining the best—worst method (BWM) to obtain the criteria weights, and the newly developed comprehensive distance-based ranking (COBRA) method to rank the technologies. Another aim of the study was to validate the newly established method. The results indicated that the most applicable technologies were the Internet of Things, cloud computing, and electronic—mobile marketplaces. These technologies will have a significant impact on the development of RL and the establishment of CE systems, thus bringing about all the related positive effects.
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1. Introduction

With the spreading of the circular economy (CE) paradigm, the related environmental, social, and economic challenges have gained space in the agenda of decision makers [1], highlighting the fundamental role of the supply chain. The latter is defined as the set of all activities and processes involved in the production of goods, from raw materials to final customers, including every stage and the entire flow [2].

The CE and supply chain paradigms have been synthesized within the concept of a closed-loop supply chain (CLSC). CLSCs simultaneously consider both forward and reverse flows and strive to establish, implement, and control a system aimed at maximizing the extraction of values from different types and volumes of return flows throughout the entire life cycle [3,4].

This study focuses on the logistics (intended as the organization), planning, control, and the realization of the flow of goods from the point of origin—through production, distribution, and point of sale—to the end consumers, with the aim of meeting the market...
demands with minimal costs and minimal investment [2]. Generally, logistics is seen as the framework which encompasses all systems and processes enabling the movement of material and non-material flows.

Following the functional decomposition in terms of flows, logistics can be divided into two distinctive parts. The first part is forward logistics, which includes the flows of raw materials procurement, product development and manufacturing, and distribution to the end consumers. The second one is known as reverse logistics (RL) and includes the backflows of returns and recalls, which can be resold, reused, repaired, refurbished or remanufactured, and waste, which can be recycled or disposed. From an operational perspective, RL requires the management of inventories of returned products or disposed materials, while from a circular perspective, RL represents an opportunity to reduce a business’s environmental impacts.

Since Industry 4.0 solutions are identified as disruptive factors in the field of CLSC towards cleaner production processes [5,6], businesses need to accelerate the implementation of CE and new technologies to meet their sustainability goals [7].

The opportunities and potential of Industry 4.0 for both the circular economy and logistics have rarely been investigated simultaneously [8]. Technologies introduce significant innovation solutions which can allow logistics service providers to address new challenges, to redesign the traditional supply chain, to seek competitiveness, and to shift towards the digital era.

The extent of this study covers the RL—the reverse flows supply chain management (SCM)—whose operability can make the overall CLSC more efficient [9]. By combining the paradigms of Industry 4.0 and CE in a specific research scope, this study attempts to evaluate the applicability of Industry 4.0 technologies in RL through the development of a novel multi-criteria decision making (MCDM) model based on a new comprehensive distance-based ranking (COBRA) method. Accordingly, one of the main aims of the study is to validate the developed method and the established MCDM model to solve this type of problem.

Innovative Industry 4.0 technologies support economic, social, and environmental sustainability. They enable companies to operate more efficiently and achieve a competitive advantage in the market [10]. They generate changes in the labor market and contribute to the creation of new jobs and new profiles of workers [11]. Through the modernization of the production and service sector, they contribute to the overall economic development of the region and the areas in which they are applied [12]. They also significantly reduce negative environmental effects, primarily caused by production and transport processes [13]. Therefore, it is clear that Industry 4.0 technologies have a significant impact on the achievement of the goals of different stakeholders. However, the connection between Industry 4.0 technologies and stakeholders is mutually dependent. Due to the importance that these technologies hold for stakeholders, stakeholders influence and dictate the development of Industry 4.0 technologies. As these technologies differ in relation to the degree of the impact and scope of the effects they generate, it is logical that not all technologies have the same priority for development. Accordingly, another aim of this study is to evaluate and rank the different technologies of Industry 4.0 in order to identify those that are most applicable in the field of RL and thus provide the most positive effects for the widest set of stakeholders. The ultimate goal is to identify technologies that should be focused on specifically, that should be stimulated, and to which the resources and efforts for further development and implementation should be directed.

The results of this study indicate that the most applicable Industry 4.0 technologies in the area of RL are the Internet of Things, cloud computing, and the E/M marketplace. The study contributes to the body of literature with its systematic overview of the possible applications of the Industry 4.0 technologies in RL, the establishment of the framework for making a decision on the application of various Industry 4.0 technologies, the definition of a unique set of evaluation criteria, and the development of a novel MCDM method.
The remainder of this study is organized as follows: Section 2 presents the theoretical background of the study with a focus on RL, the role of Industry 4.0 technologies in logistics, and an overview of MCDM methods. Section 3 illustrates the novel MCDM model based on a newly established method for the evaluation and the final ranking of the alternatives. Section 4 presents a case study application, the main results, and their validation, while Section 5 discusses them. Section 6 concludes by giving suggestions for future research.

2. Background

2.1. Reverse Logistics

For the past few decades, the global population, as well as living standards, have continuously been growing, and with them has grown the consumption of a wide variety of products [14]. In addition, consumer habits have been changing due to the expansion of internet use, electronic commerce, and more liberal returns policies, among other reasons [15]. This has led to significant amounts of leftover materials and products being returned and disposed of, thus raising a number of questions concerning the environment, sustainability, regulations, resource conservation, and social awareness [16]. The concept of RL is developed and applied with the aim of providing solutions to these aforementioned problems.

There are many definitions of RL in the literature. Initially, RL was conceived to maximize ecological and financial value while simultaneously eliminating the maximum amount of waste [17]. It was later updated to include efficient product flow and information, contrary to the traditional supply chains [14]. According to the standard and most widely accepted definition, RL is a type of SCM whose goal is to optimize the backward flows of goods from the point of consumption to the point of origin in order to efficiently and effectively plan, implement, and control the proper disposal of materials, final products, and inventories, or recapture their value through resale, refurbishing, repairing, remanufacturing, or recycling [18,19].

Due to the growing importance of the relationship between environmental and economic impacts [20], RL is seen as the unifier of profit and cost optimization with environmentally friendly principles and rules [16]. RL immediately affects the financial performance of any firm by optimizing processes and activities that have an impact on environmental circumstances, such as the reduction of waste and the preservation of resources [21,22]. Pollution prevention activities can improve environmental performance, which has a favorable impact on industrial and commercial activities [23]. As a result, environmental considerations, such as waste disposal, greenhouse gas emissions, and energy usage during manufacturing, are considered the most critical priority for the development of RL [24]. With the world’s population rising and natural resources decreasing, RL will soon become a necessity for all businesses [14].

Recently, it has become unimaginable to speak about RL without mentioning circular economy (CE). CE can be defined as a restorative and regenerative industrial economy that aims to preserve the usability and value of finished goods, components, and raw materials at all times [25]. Unlike the “take, make, discard” linear economy model, CE strives to reduce the use of finite resources and raw materials in product manufacturing, thus becoming a promising option for conceiving sustainable development [26]. RL is strongly embedded in the CE paradigm. They share the same sustainability requirements [27] and technical principles based on the restoration and circularity of materials [28]. RL enables circularity by retaining the backflows within the supply chain to extract the value of materials [29]. The integration of sustainability principles with CE is a research area that ensures waste and resource conservation, material recovery, and the mitigation of negative environmental effects in the comprehensive development of RL systems and CLSC [30]. Significant support for this integration is provided by digitalization achieved through the application of various technologies that comprise the foundation of the Industry 4.0 framework [31–33]. Due to its continuous development, CE has recently become the subject
of numerous studies, the most important of which dealing with identifying of metrics for its evaluation and performance assessment [34,35].

On the other hand, RL specifically has recently been the subject of research, mainly dealing with network design, implementation decisions, 3PL service providers, facility location, routing, consumer behavior, hybrid manufacturing, and performance management [14]. However, the research dealing with RL has failed to keep up with modern trends brought about by the new industrial revolution, i.e., Industry 4.0, and the changes and possibilities it has generated. The possibilities of applying Industry 4.0 technologies in RL have remained largely unexplored. Based on the effects achieved in other branches in which these technologies have so far found wider application, it is more than obvious that there is significant room for research not yet explored. Keeping this in mind, this study tries to fill the gap in exploring the application of Industry 4.0 technologies in RL.

2.2. Industry 4.0 Technologies in Logistics

The term Industry 4.0, first used in a high-tech strategic project from 2011 [36], nowadays primarily denotes the fourth industrial revolution. However, there is a dispute among scholars on what this term actually represents. Some authors define it as the “application of new technologies and concepts in the organization of the value chain” (e.g., [37]); some as the “complex solution created in the sphere of common interest of engineering, computer science and management” (e.g., [38]); and still others as the “smart networking of machines and processes in the industry using information and communication technologies” (e.g., [39]). Common in all Industry 4.0 definitions is the cohesion of computer networks with the real-life physical processes through the application of advanced technologies such as the Internet of Things (IoT), blockchain, electronic and mobile marketplaces, cloud computing (CC), big data and data mining, artificial intelligence (AI), autonomous vehicles (AV) and automated guided vehicles (AGV), and augmented reality (AR), thus forming a cyber-physical System (CPS) [40].

Many authors have raised the question of whether Industry 4.0 is a revolution or an evolution, since most of the above-listed technologies already existed in some form before its beginning [38,41]. Industry 4.0 can be seen as an innovative concept since it has enabled the connection of already known solutions, applications, and technologies in a complex network of interdependent elements. Whether Industry 4.0 represents a revolution or an evolution, it has created a new framework for social, political, economic, and environmental actions [42].

Industry 4.0 set the stage for the creation of a smart framework based on technologies and applications enabling easy communication and connections between various objects [43]. This made the objects more autonomous and responsive to the environment and enabled them to learn how to improve their performance [44]. The main prerequisites to achieve this are the availability of real-time information, the ability to diverge from the best technique to perform the process at any point, the flexibility to adapt the products or services to uncertain user requirements, and the ability to undertake processes that add value by combining diverse types of data [40]. The development of the Industry 4.0 paradigm enables the reduction of manufacturing costs, improves logistics services quality, and enables more efficient energy (and other limited resources) utilization. It also increases the levels of economic competitiveness by creating opportunities for the establishment of new business models and strategies by employing advanced technologies for the planning and management of business processes across the entire value chain, thereby creating new jobs and professions [40]. Industry 4.0 is primarily viewed as a notion that dramatically alters manufacturing processes, although its implications span a wide range of human endeavors, including manufacturing, trade, health, agriculture, and logistics, among others [42].

New logistical requirements have been created as a result of a new industrial paradigm. As a result, Logistics 4.0 is becoming more widely recognized as a concept that is inextricably linked to Industry 4.0, with which it shares the same aims, values, expectations, and
operational settings [41]. Logistics 4.0, according to Jeschke [45], is an inherent aspect of Industry 4.0, which refers to the implementation of various Industry 4.0 technologies in logistics. Similarly, Barreto et al. [46] define Logistics 4.0 as the implementation of logistics processes through the use of innovative technologies and applications initiated by the development of CPS. Logistics 4.0, according to Timm and Lorig [47], is a “shift from hardware-oriented to software-oriented logistics”. Winkelhaus and Grosse [48] defined Logistics 4.0 as a logistics system that allows for the long-term fulfillment of unique client requirements while reducing costs and advancing industry and trade through the use of digital technology. After an extensive literature review, some of the most recent research of the application of Industry 4.0 technologies in logistics has been identified and presented in Table 1. Although there is plenty of research investigating the application of Industry 4.0 technologies in the field of logistics, in general, there is no research dealing with the overview of these technologies in the RL sector. There is also research dealing with the applicability evaluation of the Industry 4.0 technologies in various fields (e.g., [49–51], as well as in the field of logistics (e.g., [10]), but again there is no such research in the field of RL. In addition, all previous research only considers several Industry 4.0 technologies and does not evaluate them by comprehensively taking into account a greater number of criteria. These are all research gaps which this study endeavors to fill.

Table 1. Review of applicable Industry 4.0 technologies in logistics.

<table>
<thead>
<tr>
<th>Technology</th>
<th>Literature Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>Internet of Things (IoT)</td>
<td>[52–57]</td>
</tr>
<tr>
<td>Autonomous and Automated Guided Vehicles (AV and AGV)</td>
<td>[58–61]</td>
</tr>
<tr>
<td>Artificial (and Ambient) Intelligence (AI and AmI) and Augmented (and Virtual) reality (AR and VR)</td>
<td>[62–65]</td>
</tr>
<tr>
<td>Big data (BD) and Data mining (DM)</td>
<td>[57,66,67]</td>
</tr>
<tr>
<td>Data security and Blockchain (BC)</td>
<td>[57,68,69]</td>
</tr>
<tr>
<td>Management systems (MS) and Cloud Computing (CC)</td>
<td>[57,70–73]</td>
</tr>
<tr>
<td>Electronic Marketplace and Mobile Marketplace (E/M Marketplace)</td>
<td>[74,75]</td>
</tr>
<tr>
<td>3D printing</td>
<td>[76,77]</td>
</tr>
<tr>
<td>Advanced robotics</td>
<td>[78,79]</td>
</tr>
</tbody>
</table>

2.3. Literature Review on MCDM Methods

The research field of MCDM has grown exponentially, especially in the last decade. More than fifty MCDM methods can be found in the literature, but the total number is practically impossible to determine since every month or two a new method emerges. However, not all the methods find their wider application among the researchers or practitioners. They all have some advantages and disadvantages, but a wider application depends on their suitability in solving a particular problem and the amount of resources (human, financial, temporal etc.) needed for their application. There are no methods that are better or worse, just ones that are more (or less) suited to the problem needed to be solved and the resources available. Some of the most known and most used MCDM methods are presented in Table 2. Each method belongs to one of the following groups [80]: scoring (additive) methods (S), distance-based methods (DB), pairwise comparison methods (PC), and outranking methods (O).
Table 2. Most known and most used MCDM methods.

<table>
<thead>
<tr>
<th>Name</th>
<th>Acronym</th>
<th>Sources</th>
<th>Group</th>
</tr>
</thead>
<tbody>
<tr>
<td>“Delphi”</td>
<td>/</td>
<td>[81]</td>
<td></td>
</tr>
<tr>
<td>“Weighted Sum Model”</td>
<td>WSM</td>
<td>[82]</td>
<td></td>
</tr>
<tr>
<td>“Weighted Product Model”</td>
<td>WPM</td>
<td>[83]</td>
<td></td>
</tr>
<tr>
<td>“Complex Proportional Assessment”</td>
<td>COPRAS</td>
<td>[84]</td>
<td>S</td>
</tr>
<tr>
<td>“Additive Ratio Assessment”</td>
<td>ARAS</td>
<td>[85]</td>
<td></td>
</tr>
<tr>
<td>“Technique for Order of Preference by Similarity to Ideal Solution”</td>
<td>TOPSIS</td>
<td>[86]</td>
<td></td>
</tr>
<tr>
<td>“VšeKriterijumska Optimizacija I Kompromisno Rešenje”</td>
<td>VIKOR</td>
<td>[87]</td>
<td></td>
</tr>
<tr>
<td>“Multi-Objective Optimization by Ratio Analysis (plus the full MULTIplicative form)”</td>
<td>(MULTI)MOORA</td>
<td>[88,89]</td>
<td></td>
</tr>
<tr>
<td>“Weighted Aggregated Sum Product Assessment”</td>
<td>WASPAS</td>
<td>[90]</td>
<td>DB</td>
</tr>
<tr>
<td>“Evaluation based on Distance from Average Solution”</td>
<td>EDAS</td>
<td>[91]</td>
<td></td>
</tr>
<tr>
<td>“Combinative Distance-based Assessment”</td>
<td>CODAS</td>
<td>[92]</td>
<td></td>
</tr>
<tr>
<td>“Measurement of Alternatives and Ranking according to Compromise Solution”</td>
<td>MARCOS</td>
<td>[93]</td>
<td></td>
</tr>
<tr>
<td>“Analytic Hierarchy Process”</td>
<td>AHP</td>
<td>[94]</td>
<td></td>
</tr>
<tr>
<td>“Measuring Attractiveness through a Categorical-Based Evaluation Technique”</td>
<td>MACBETH</td>
<td>[95]</td>
<td></td>
</tr>
<tr>
<td>“Analytical Network Process”</td>
<td>ANP</td>
<td>[96]</td>
<td></td>
</tr>
<tr>
<td>“Potentially All Fairwise Rankings of all possible Alternatives”</td>
<td>PAPRIKA</td>
<td>[97]</td>
<td>PC</td>
</tr>
<tr>
<td>“Step-wise Weight Assessment Ratio Analysis”</td>
<td>SWARA</td>
<td>[98]</td>
<td></td>
</tr>
<tr>
<td>“Best—worst Method”</td>
<td>BWM</td>
<td>[99]</td>
<td></td>
</tr>
<tr>
<td>“Full Consistency Method”</td>
<td>FUCOM</td>
<td>[100]</td>
<td></td>
</tr>
<tr>
<td>“Élimination et Choix Traduisant la Réalité”</td>
<td>ELECTRE</td>
<td>[101]</td>
<td></td>
</tr>
<tr>
<td>“Preference Ranking Organization METHod for Enrichment of Evaluations”</td>
<td>PROMETHEE</td>
<td>[102]</td>
<td></td>
</tr>
<tr>
<td>“Factor Relationship”</td>
<td>FARE</td>
<td>[103]</td>
<td>O</td>
</tr>
<tr>
<td>“Kemeny Median Indicator Ranks Accordance”</td>
<td>KEMIRA</td>
<td>[104]</td>
<td></td>
</tr>
<tr>
<td>“Multi-Attributive Border Approximation area Comparison”</td>
<td>MABAC</td>
<td>[105]</td>
<td></td>
</tr>
<tr>
<td>“Indifference Threshold-based Attribute Ratio Analysis”</td>
<td>ITARA</td>
<td>[106]</td>
<td></td>
</tr>
</tbody>
</table>

From the MCDM methods listed above, the distance-based methods, such as TOPSIS, VIKOR, CODAS, EDAS, MOORA, WASPAS, and MARCOS, are especially emphasized since the method developed in this study also belongs to this group of methods. All of these methods have in common the logic behind the ranking of the alternatives, based on the various types of distances of the alternatives from the reference alternative (ideal, anti-ideal, average, etc.).

The TOPSIS method ranks the alternatives regarding the shortest geometric distances of the alternatives from the positive-ideal and negative-ideal solutions. The main advantages of this method are its clarity, coherence, accuracy, adaptability, and mathematical plainness [107]. However, it has certain limitations. The relative performance used for
The ranking is based on the simple aggregation of the distances from the positive and negative ideal solutions without considering their importance. Moreover, striving to approach the positive ideal solution, while moving away from the negative ideal solution, is not always the best-case scenario [108]. The TOPSIS method is very well known and broadly used in various fields, such as selecting green suppliers [109], selecting waste-to-energy technology [110], evaluating the profitability of green infrastructure [111], and vehicle routing [112].

The VIKOR method has a similar logic to the TOPSIS method: it evaluates the alternatives in relation to all criteria and ranks them according to the utility, regret, and unified (so-called VIKOR) measures of distances from the ideal and nadir solutions. However, the main advantage of the VIKOR over the TOPSIS method is that it proposes a compromising solution using an advantage rate which ensures that the best-ranked alternative is the closest to the ideal solution, which is not necessarily the case with the TOPSIS method [113,114]. The VIKOR method has also evidenced wide applications in various fields, with some of the most recent being the investigation of last mile delivery sustainability [115], the selection of logistics service providers [116], and the evaluation of a construction companies’ performance [117].

Unlike the TOPSIS and VIKOR methods, EDAS ranks the alternatives based on their positive and negative distances from the average solution in each criterion. The main advantage of the EDAS method is its high efficiency, or the possibility of obtaining high-quality results with less computation in relation to the previously mentioned methods [118]. EDAS is a relatively young method, but it has already garnered a wide applications in various fields. Some of the more recent applications include analyzing the barriers to RL [119], optimal industrial robot selection [120], and the ranking of renewable energy sources [121].

The MOORA method, instead, ranks the alternatives in relation to their square root ratio distances from the reference point. Similar to the EDAS method, the main feature of the MOORA method is that it requires less computational time to carry out mathematical calculations [122]. In addition, it is very simple to understand, easy to apply, provides stable results, and requires no extra parameters, such as parameter v in the VIKOR method [123]. Some of the most recent applications of the MOORA method include the evaluation of the logistics performance index values of transition economies countries [124], the potential mapping of minerals in green fields [125], and renewable energies projects selection [126].

The CODAS method ranks the alternatives by combining two types of distances, Euclidian and Taxicab, of the alternatives from the negative ideal solution in each criterion. In comparison to the other distance-based methods, CODAS has a higher degree of accuracy achieved through the application of two types of distances in the evaluation process [127]. It is also one of the new methods, but despite its recent development, it has been applied in various fields to select a logistics service provider [128], evaluate and select the tanker vehicle [129], and select the prospect hospital sites [130].

The WASPAS method is a combination of the weighted sum model and the weighted product model. The WASPAS method is characterized by its high reliability with the process parameter settings obtained from the existing combinations of data, without the need for additional evaluations by the decision makers [131,132]. Due to its simplicity, it has recently found a wide application in various fields including, but not limited to, the evaluation of goods distribution scenarios in the city [133], the sustainability assessment of renewable and conventional energy sources [134], and the selection of processes for aluminum separation from waste cables [135].

The MARCOS method ranks the alternatives using a compromising solution based on utility functions that aggregate the distances from ideal and anti-ideal solutions. The MARCOS method is characterized by its ability to effectively structure and optimize even the larger problems, obtain more accurate solutions by calculating the utility degree, which takes into consideration both the ideal and the anti-ideal solutions in the initial stages of the decision matrix construction, and provide reliable, realistic, and stable solutions even in the
environment of the dynamically changing evaluation scales [93,136]. This is the youngest of all previously mentioned methods, but it has immediately attracted a lot of attention and it has already been applied in various fields. It has been applied to assess drone-based city logistics concepts [137], evaluate safety at the railway crossings [138], and evaluate information and communication technology development [139].

As previously stated, what these methods have in common is the way in which they rank the alternatives based on some form of distance from some reference point. It is difficult to say which of these methods is better than the others or, in other words, whether it is better to calculate distances from the ideal, anti-ideal, both the ideal and anti-ideal, or average solutions, or whether it is better to use Euclidean or Manhattan distances. So far, the literature has not defined the method which ranks the alternatives based on the integration of several types of distances from various reference points, which is exactly the research gap this study tries to address. Accordingly, a new comprehensive method (COBRA) has been developed in this study to combine all the advantages of the previously mentioned distance-based methods, eliminating the need to discuss according to which distance and in relation to which solution the alternatives should be ranked. The motives for developing a new MCDM, in general, are to establish a method that is more precise, more credible, more consistent, more comprehensible, easier to use, and less complex. In addition to some of the previous reasons, the main reason for establishing the COBRA method in this study is to make the decision making process more comprehensive, more extensive, and more reliable.

3. Methodology

This study proposes a novel MCDM model based on the newly established COBRA method, which is used for the evaluation and final ranking of the alternatives. The model also includes the BWM method used to obtain the criteria weights. The conceptual representation of the proposed model is presented in Figure 1.

The model consists of the four main steps:

Step 1: Define the structure of the decision-making problem by identifying the alternatives and the set of criteria relevant for their evaluation.

Step 2: Define the evaluation scale. Evaluations of the criteria and alternatives can be quantitative or qualitative. Quantitative evaluations can be generalized and take the qualitative form, which cannot be done the other way around. Having this in mind, the qualitative evaluation scale is more general and universally applicable. In addition, the qualitative scale better suits the nature of human thought, i.e., decision-makers feel more comfortable giving the descriptive (linguistic) evaluations. Based on the above, the general form of the proposed model implies the application of the qualitative scale by using linguistic terms and their corresponding numerical values. In this study, a nine-point scale, presented in Table 3, was used for the evaluations. Decision makers evaluate the criteria and the alternatives using the linguistic terms which are then transformed into the numerical values suitable for the MCDM model.

Step 3: Calculate the criteria weights by applying the BWM method [99].

Step 4: Rank the alternatives using the novel COBRA method.

The last two steps consist of multiple sub-steps which are explained in more detail in the following subsections.
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Table 3. Evaluation scale.

<table>
<thead>
<tr>
<th>Linguistic Evaluation</th>
<th>Abbreviation</th>
<th>Numerical Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>None</td>
<td>N</td>
<td>1</td>
</tr>
<tr>
<td>Very Low</td>
<td>VL</td>
<td>2</td>
</tr>
<tr>
<td>Low</td>
<td>L</td>
<td>3</td>
</tr>
<tr>
<td>Fairly Low</td>
<td>FL</td>
<td>4</td>
</tr>
<tr>
<td>Medium</td>
<td>M</td>
<td>5</td>
</tr>
<tr>
<td>Fairly High</td>
<td>FH</td>
<td>6</td>
</tr>
<tr>
<td>High</td>
<td>H</td>
<td>7</td>
</tr>
<tr>
<td>Very High</td>
<td>VH</td>
<td>8</td>
</tr>
<tr>
<td>Extremely High</td>
<td>EH</td>
<td>9</td>
</tr>
</tbody>
</table>

3.1. BWM Method

The BWM method is based on the pairwise comparisons of the identified best and worst criteria in relation to all the other criteria relevant to the considered problem. The weights (importance, values) of the criteria have been determined by solving the maximin problem. Unlike the other pairwise comparison methods (the most-known of which are AHP and ANP), the BWM method requires less data (pairwise comparisons), has a higher degree of consistency, provides more reliable results, minimizes violation, enables less total deviation, minimizes duplication, and has a higher compliance in relation to the other MCDM methods [99,140]. The BWM method is widely applied in the literature to solve
various problems. Some of the most recent applications are for logistics service provider selection [141], cloud computing service selection [142], and the evaluation of the service level of bike-sharing companies [143].

To obtain the criteria weights using the BWM method it is necessary to apply the following sub-steps:

**Step 3.1:** Identify the best criterion \( B \) and the worst criterion \( W \) (e.g., least desirable, least important).

**Step 3.2:** Evaluate the preferences \((e_{bj})\) of the best criterion \( B \) over all the other criteria \((j)\) using the scale established in Table 3. The result is the vector of Best-to-Others evaluations denoted as: \( E_b = (e_{b1}, e_{b2}, \ldots, e_{bm}) \) where \( e_{bj} \) indicates the preference of the best criterion \( B \) over criterion \( j \).

**Step 3.3:** Evaluate the preferences \((e_{jw})\) of all criteria \((j)\) over the worst criterion \( W \) using the scale established in Table 3. The result is the vector of Others-to-Worst evaluations denoted as: \( E_w = (e_{1w}, e_{2w}, \ldots, e_{mw}) \) where \( e_{jw} \) indicates the preference of the criterion \( j \) over the worst criterion \( W \).

**Step 3.4:** Calculate the criteria weights \( w_j \) by solving the linear programming problem:

\[
\text{min } \xi, \quad \text{subject to:}
\]

\[
|w_b - e_{bj}w_j| \leq \xi, \quad \forall j = 1, \ldots, m, \quad (2)
\]

\[
|w_j - e_{jw}w_w| \leq \xi, \quad \forall j = 1, \ldots, m, \quad (3)
\]

\[
\sum_{j=1}^{m} w_j = 1, \quad (4)
\]

\[
w_j \geq 0, \quad \forall j = 1, \ldots, m, \quad (5)
\]

The obtained results indicate the consistency of the comparison. The closer the value of \( \xi \) is to zero, the higher the consistency.

3.2. **Comprehensive Distance Based RAnking—COBRA Method**

The newly established COBRA method, used in this study to obtain the final ranking of the alternatives, consists in several sub-steps:

**Step 4.1:** Establish the evaluations \( a_{ij} \) of the alternatives \( i \) \((i = 1, \ldots, n)\) in relation to criteria \( j \) \((j = 1, \ldots, m)\), thus forming the decision matrix \( A \):

\[
A = \begin{bmatrix}
a_{11} & \cdots & a_{1m} \\
\vdots & \ddots & \vdots \\
a_{n1} & \cdots & a_{nm}
\end{bmatrix}, \quad (6)
\]

where \( n \) is the total number of criteria, and \( m \) is the total number of the alternatives taken into consideration.

**Step 4.2:** Form the normalized decision matrix \( \Delta \):

\[
\Delta = [a_{ij}]_{n \times m}, \quad (7)
\]

where

\[
a_{ij} = \frac{a_{ij}}{\max_i a_{ij}}, \quad (8)
\]

**Step 4.3:** Form the weighted normalized decision matrix \( \Delta_w \) in the following way:

\[
\Delta_w = [w_j \times a_{ij}]_{n \times m}, \quad (9)
\]

where \( w_j \) is the relative weight of criterion \( j \).
**Step 4.4:** For each criterion function determine the positive ideal \((PIS_j)\), negative ideal \((NIS_j)\) and average solution \((AS_j)\) in the following way:

\[
PIS_j = \max_i (w_j \times a_{ij}), \quad \forall j = 1, \ldots, m \quad \text{za} \quad j \in J^B
\]

\[
PIS_j = \min_i (w_j \times a_{ij}), \quad \forall j = 1, \ldots, m \quad \text{za} \quad j \in J^C,
\]

\[
NIS_j = \min_i (w_j \times a_{ij}), \quad \forall j = 1, \ldots, m \quad \text{za} \quad j \in J^B
\]

\[
NIS_j = \max_i (w_j \times a_{ij}), \quad \forall j = 1, \ldots, m \quad \text{za} \quad j \in J^C,
\]

\[
AS_j = \frac{\sum_{i=1}^n (w_j \times a_{ij})}{n}, \quad \forall j = 1, \ldots, m \quad \text{za} \quad j \in J^B, J^C,
\]

where \(J^B\) is the set of benefit and \(J^C\) the set of cost criteria.

**Step 4.5:** For each alternative determine the distances from the positive ideal \((d(PIS_j))\) and negative ideal \((d(NIS_j))\) solutions, as well as the positive \((d(AS_j^+))\) and negative \((d(AS_j^-))\) distances from the average solution in the following way:

\[
d(S_j) = dE(S_j) + \sigma \times dE(S_j) \times dT(S_j), \quad \forall j = 1, \ldots, m,
\]

where \(S_j\) represents any solution \((PIS_j, NIS_j\) or \(AS_j))\), \(\sigma\) is the correction coefficient obtained in the following way:

\[
\sigma = \frac{\max_i dE(S_j)_i - \min_i dE(S)_i}{\min_i dE(S)_i}.
\]

\(dE(S_j)_i\) and \(dT(S_j)_i\) denote the Euclidian and Taxicab distances, respectively, which are for the positive ideal solution obtained as follows:

\[
dE(PIS_j)_i = \sqrt{\sum_{j=1}^m (PIS_j - w_j \times a_{ij})^2}, \quad \forall i = 1, \ldots, n, \quad \forall j = 1, \ldots, m,
\]

for the negative ideal solution obtained as follows:

\[
dE(NIS_j)_i = \sqrt{\sum_{j=1}^m (NIS_j - w_j \times a_{ij})^2}, \quad \forall i = 1, \ldots, n, \quad \forall j = 1, \ldots, m,
\]

for the positive distance from the average solution obtained as follows:

\[
dE(AS_j^+)_i = \sqrt{\sum_{j=1}^m \tau^+ (AS_j - w_j \times a_{ij})^2}, \quad \forall i = 1, \ldots, n, \quad \forall j = 1, \ldots, m,
\]

\[
dT(AS_j^+)_i = \sum_{j=1}^m \tau^+ |AS_j - w_j \times a_{ij}|, \quad \forall i = 1, \ldots, n, \quad \forall j = 1, \ldots, m,
\]

\[
\tau^+ = \begin{cases} 1 & \text{if } AS_j < w_j \times a_{ij} \\ 0 & \text{if } AS_j > w_j \times a_{ij} \end{cases},
\]

and for the negative distance from the average solution obtained as follows:

\[
dE(AS_j^-)_i = \sqrt{\sum_{j=1}^m \tau^- (AS_j - w_j \times a_{ij})^2}, \quad \forall i = 1, \ldots, n, \quad \forall j = 1, \ldots, m,
\]

\[
dT(AS_j^-)_i = \sum_{j=1}^m \tau^- |AS_j - w_j \times a_{ij}|, \quad \forall i = 1, \ldots, n, \quad \forall j = 1, \ldots, m,
\]
where
\[
\tau^- = \begin{cases} 
1 & \text{if } AS_j > w_j \times a_{ij} \\
0 & \text{if } AS_j < w_j \times a_{ij}
\end{cases}
\]

(24)

**Step 4.6:** Rank the alternatives according to the increasing values of the comprehensive distances \((d_C)_i\) obtained using:
\[
d_C_i = \frac{d(PIS)_i - d(NIS)_i - d(AS)_i^+ + d(AS)_i^-}{4}, \quad \forall 1 = 1, \ldots, n,
\]

(25)

### 4. Applicability Evaluation of Industry 4.0 Technologies in Reverse Logistics

The case study discussed in this paper implies the evaluation and ranking of Industry 4.0 technologies to identify those which have the highest chances for a wide application within the RL sector. The technologies represent the alternatives that could be evaluated in terms of various criteria, thus making this an MCDM problem. The problem is solved using a model based on the new COBRA method, thus proving its applicability.

#### 4.1. Industry 4.0 Technologies Applicable in Reverse Logistics

Winkelhaus and Grosse [48] established an integrated structure which unifies the concepts of logistics and Industry 4.0. The structure consists of three main dimensions, namely external, technological, and logistics. The external dimension is defined by globalization, requirements for sustainable development, the reduction of the product life cycle, the growth of the consumer society, and a change in the paradigm of the user’s requirements, such as higher personalization and customization of products, and especially by the establishment and a wider acceptance of the Industry 4.0 philosophy [48,144]. The technological dimension includes various Industry 4.0 technologies, such as IoT, AI, AR, AV, AGV, and CC, thus enabling the change of paradigm, generating the transformation of traditional logistics operations [48,144]. The logistics dimension is the most complex one and consists of three sub-dimensions, namely human factors, competencies, and functions. Human factors, such as social interplay, skills, knowledge, subjectivity, motivation, and physical constraints have a significant impact on the performance of logistics activities. The management of these activities within the main logistics systems, namely order processing, packaging, warehousing, inventories, and transport within the entire supply chain, are seen as the competencies [145,146]. Their main role is to enable the performance of the main logistics functions concerning the material flows, that is, the procurement, production, distribution, and reverse logistics [146]. In light of this subject, the remainder of this paper will be focused on this last function. The aim is to identify the most applicable technologies of Industry 4.0 in the RL sector that will be adopted as the alternatives in this study. These technologies and their potential application are described in more detail below.

**Internet of Things (T_I),** also referred to as “embedded internet” or “pervasive computing”, is used as a hypernym for various aspects of the internet and network integration with the physical world to provide communication and connections, in space and time, between all elements of the system [42,147]. This technology has found its wide application in the field of logistics [148]. Naturally, RL is one of the sub-areas of logistics in which the IoT has found possibilities for a wide application. It can be used to establish a system for acquiring information about different products promptly and accurately to overcome the uncertainty of all product attributes [149]. The upgraded system can track, collect, monitor, and analyze the data in real-time, thus creating databases that support the decision making process [150]. IoT can be used to establish a Kanban-based control system suitable for signaling the time and quantity of waste collection and managing a vast number of collection points over greater geographical distances [151]. IoT can also be used to develop a reverse supply chain management (SCM) system which integrates various IoT communication protocols and standards into a cloud-based environment and uses embedded sensors for the collection of data necessary for inventories optimization [152]. The system implies the establishment of a diverse IoT network enabling power and a cost-efficient SCM system. Another application
of the IoT in RL is for the evaluation of design alternatives for the products at the end of their life cycle, such as determining the conditions of returned products and deciding whether they should be disassembled, remanufactured, recycled, or disposed [153].

**Automated guided vehicles (T2)**, also referred to as “self-guided vehicles”, imply the transportation and materials handling system remotely or self-controlled by the help of magnets, radio waves, lasers, and cameras [154]. They are mainly used in logistics for the horizontal or vertical displacement of the load, transshipment, manipulation, storage/retrieval, and order-picking [42]. Having this in mind, AGVs can be used to perform the aforementioned activities within waste collection points, RL terminals, recycling (manufacturing) facilities, disposal facilities, or waste incineration facilities [155–159].

**Autonomous vehicles (T3)** can adapt, learn, and operate themselves without little, if not any, human intervention, using the ability to sense their surrounding environment, make independent decisions, and move safely through it. Unlike AGVs, with which they are often identified, they do not use a predefined fixed route, but, instead, can make independent decisions using advanced algorithms [42]. Their potential application in the RL sector is associated with their application in logistics in general. They can be used to perform both short and long-haul transport. Road and airborne AVs are primarily used to make the first/last-mile deliveries in short-haul transport [160,161]. In addition, the application of rail and waterborne AVs is also possible in long-haul transport to connect various facilities in the RL network [162,163].

**Artificial Intelligence (T4)** is the capacity of computers to behave in a way which requires intelligence and discernment, which are the features usually attributed to humans [164]. The possibilities of applying AI in RL are very broad. It can be applied for making decisions about RL network design, vehicle routing, product collection, transportation, disposal rules, warehousing, return forecasting, sorting, inspection and processing, as well as for selecting the alternatives to recycling, reassembly, and remanufacturing [165,166]. AI has also enabled the development of some other intelligent technologies, such as AmI, AR, and VR. Although each of these technologies has its specifics and potential, the possible applications within the area of RL have already been covered by the listed applications of the AI; therefore, they will not be further considered as separate alternative technologies in this study.

**Big data (T5)** refers to the sets of data with such a volume and complexity that traditional data processing software solutions are unable to collect, manage, and process them in a reasonable amount of time [167]. To make such a large volume of complex data valuable, it is necessary to apply advanced analytical tools, collectively called Data mining, to identify current patterns and trends and anticipate future changes [168]. Since these technologies are interconnected and achieve the best results by joint application, they are considered in this study as one alternative. Big data and Data mining can be applied in the field of logistics wherever large amounts of data useful for the improvement of the logistics service quality are being created [169]. In the area of RL, these technologies can be applied to the establishment of a decision framework for successful RL implementation [170], decision making (strategic and tactical), the estimation of the remanufacturing performance [171], the planning of the RL network—specifically the planning of collection points for multiple products and the connections between them [172], predicting product returns and estimating the return quality [173], predicting other reverse activities, avoiding returns, speeding up repair, and preparing for recycling behaviors [174].

**Blockchain (T6)** technology implies that the database is composed of multiple smaller bases (blocks) containing information on digital transactions which are mutually connected, thus forming chains [175]. Since the blocks are inextricably linked thanks to the code, any change in the data on the performed transactions, including their deletion, addition, and any other type of misconduct, is not possible. This makes the technology perfect for enabling secure transactions of any kind. In the RL sector, blockchain can be applied to develop the system of smart contracting between all players in the RL network, thus preventing any potential fraudulent behavior and providing support to consumers when selecting
a suitable payment program [176]. It can also be used to establish trust, traceability, and transparency in RL processes such as recycling, redistributing, and remanufacturing [177]. In fact, it enables the establishment of a framework that integrates supplier relationship management with customer relationship management as a means of building trust in a trustless environment [178].

Management and support to logistics processes and activities dealing with resource planning, warehousing, inventories, data and information exchange, transport, and packaging, require advanced software solutions [42]. These systems have been in use for a long time, but with the development of the Industry 4.0 philosophy and Cloud Computing (CC) technology, the importance and application of these systems are growing exponentially. CC is seen as a provider of shared computer resources (hardware and software) and as a service for a wider group of heterogeneous users [179]. The application of the aforementioned systems for the management of RL processes in the environment of CC technology creates the framework for the establishment of a RL management system in the cloud [180,181].

With the development and wider application of the Internet, new platforms for electronic trade called e-marketplaces have emerged [182]. The advancement of mobile devices (phones, tablets, notebooks, etc.) has made the e-marketplaces evolve into m-marketplaces. Both platforms were developed and used long before the establishment of the Industry 4.0 concept. However, with the technological and communication revolution brought by the development of smart mobile devices using advanced technologies such as wi-fi (wireless fidelity), NFC (near-field communication), WiMAX (Worldwide Interoperability for Microwave Access), and 5G networks, M-marketplaces have simply flourished.

The E/M-marketplaces (E/M) have a significant impact on the logistics market. They have integrated the logistics service markets within them and have formed an inseparable alliance that forces customers to buy the logistics service when purchasing the products. In RL, E/M-marketplace platforms enable the defragmentation of the RL market and thus facilitate the redistribution of returns to the market. It also enables the establishment of the return aggregators, the providers of which handle returns from many different users, thus bringing together suppliers and customers, facilitating the direct contact between various stakeholders within the RL chain [183]. The effects are a real-time identification of the reverse flow requirements, great visibility in the entire RL chain, the automation of the procurement of returns, the creation of value through high throughput and minimal transaction costs, the effective control of the volume of returns, and the minimization of returns uncertainty factors [183,184].

3D printing (3D) is a modern technology used in the manufacturing of three-dimensional objects using the successive application of material layers [185]. This technology has significantly affected the logistics sector as the final production can now be shifted much closer to the point of purchase and consumption. This means that, in RL, part of the reverse flows that includes recyclable materials—which can be used for 3D printing—could be redirected to local 3D printing facilities instead of landfills or recycling centers [186,187]. This would reduce transport costs, the number of vehicles needed to collect and transport the returned flows, the number of vehicle-kilometers traveled, and thus all the negative effects of freight transport. On the other hand, businesses that are dependent on production material could use this collecting system to establish a reliable and uninterrupted supply, independent of raw material suppliers [188].

Advanced robotics (Adv Robotics) refers to the application of robots, machines that perform the work usually conducted by people. The main reasons for the application of robots are their high efficiency, flexibility, reliability, and precision. In addition to these, one of the main reasons for their application in logistics is the lack of a workforce, especially for the repetitive and simple tasks which can be easily completed by robots [189]. Until recently robots were mostly immobile, senseless, and unaware of their surroundings and relatively unintelligent [189]. With the technological advancement brought by Industry 4.0, they became “smarter” and able to “see”, “think”, move freely on their own while interacting with the environment, thus becoming capable of performing more complex
logistics operations [189]. In RL, robots can be used for collection and transportation [155], as well as for classification, dismantling, storage and retrieval [190] of the returned products within various facilities of the RL networks.

4.2. Criteria for the Technology Applicability Evaluation

The criteria for the evaluation of the applicability of Industry 4.0 technologies in RL are inspired by the criteria used in other research [191–198]. However, the set of criteria established for this study is unique and developed exclusively by the authors for the specific investigated problem. The validity of the criteria was confirmed through roundtables with experts from the field of RL and Industry 4.0, other members of academia and practitioners (logistics service providers), other stakeholders, public administrators, and residents. In total, sixteen criteria were defined and grouped into three main categories. The overview of the criteria identified as relevant for the technology evaluation is presented in the following Table 4.

<table>
<thead>
<tr>
<th>Criteria Group</th>
<th>Criterion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Technological</td>
<td>C₁—Degree of development</td>
</tr>
<tr>
<td></td>
<td>C₂—Possibility of integration (modularity)</td>
</tr>
<tr>
<td></td>
<td>C₃—Complexity of implementation</td>
</tr>
<tr>
<td></td>
<td>C₄—Possibility of standardization</td>
</tr>
<tr>
<td></td>
<td>C₅—Adaptability</td>
</tr>
<tr>
<td>Socio-political</td>
<td>C₆—Safety</td>
</tr>
<tr>
<td></td>
<td>C₇—Labor market impact</td>
</tr>
<tr>
<td></td>
<td>C₈—Environmental impact</td>
</tr>
<tr>
<td></td>
<td>C₉—Cultural framework</td>
</tr>
<tr>
<td></td>
<td>C₁₀—Political framework</td>
</tr>
<tr>
<td></td>
<td>C₁₁—Regulatory framework</td>
</tr>
<tr>
<td>Economic-operational</td>
<td>C₁₂—Implementation costs</td>
</tr>
<tr>
<td></td>
<td>C₁₃—Energy consumption efficiency</td>
</tr>
<tr>
<td></td>
<td>C₁₄—Security</td>
</tr>
<tr>
<td></td>
<td>C₁₅—Organizational readiness</td>
</tr>
<tr>
<td></td>
<td>C₁₆—Logistics service quality</td>
</tr>
</tbody>
</table>

Degree of development (C₁) considers the level to which the technology has been developed, i.e., whether it is in the phase of an idea, concept, pilot, or real life application. Technologies in the later phases of development are more likely to be considered when planning or developing potential RL solutions/scenarios.

Possibility of integration (modularity) (C₂) implies the compatibility and likelihood of cooperation between the Industry 4.0 technologies themselves, as well as with the other former and current technologies, concepts, and organizations. Highly compatible and modular technologies are much more favorable for real-life applications.

Complexity of implementation (C₃) refers to the amount of effort needed to implement the technology, which includes finding the appropriate workforce, training and education, software and hardware development, and the development and implementation of various accompanying systems. Technologies requiring less effort are more favorable.

Possibility of standardization (C₄) discusses the prospect of the certain technological aspects, such as processes, procedures, or equipment to be standardized. Standardized technologies are more likely to find a wider application.

Adaptability (C₅) implies the possibility of modification and/or enhancement of the technology to adapt to the changes in the business environment. Highly adaptable technologies provide much more application comfort.

Safety (C₆) refers to the degree to which the technology affects, either positively or negatively, the wellbeing of the persons involved in the processes (workers, residents). Technologies that improve peoples’ safety are much more desirable for their application.
Labor market impact \((C_7)\) implies the effect the technology has on the job creation or reduction. Most of the Industry 4.0 technologies imply a certain level of automation and digitalization which reduce the need for manual labor and thus the number of jobs. On the other hand, new technologies create new types of jobs and can increase employment. Technologies that achieve a positive balance regarding job creation/reduction are more favorable.

Environmental impact \((C_8)\) investigates the effects of technology on the environment in terms of greenhouse gas, noise, vibrations, particle emissions, waste generation, the occupation of public spaces, and several others. Technologies that mitigate the negative environmental effects of RL operations are more favorable.

Cultural framework \((C_9)\) refers to the traditions, value systems, and way of living, doing business and caring for the environment. Not all technologies are equal in terms of cultural acceptance by the people affected by them. Technologies that demand more radical changes in people’s habits in any aspect of their lives tend to be much less favorable.

Political framework \((C_{10})\) refers to the actions undertaken by the administrations on various levels (city, state, country) aimed at promoting or degrading certain technologies. The results of these actions are seen in the form of development strategies, plans, incentives, or subsidies. The administration’s support for certain technology leads to a wider application.

Regulatory framework \((C_{11})\) encompasses the legal mechanisms that exist on various levels (local, national, and international) and form a legal background, thus operating as a pre-requisite for technology application. Certain technologies are much more demanding regarding this criterion and are thus less favorable.

Investment costs \((C_{12})\) include the costs of equipment, software, technology development, and implementation. Technologies which require more investments, particularly in the initial phases of the implementation, are less favorable.

Energy consumption efficiency \((C_{13})\) refers to the protection of the limited energy resources, that is, the use of the alternative energy resources, use of renewable energy, less energy consumption, and a better energy utilization. Technologies that enable more efficient energy consumption are much more favorable.

Security \((C_{14})\) refers to the vulnerability of the technology regarding the interception, theft, manipulation, or deletion of the data needed for the technology operation. Most of the Industry 4.0 technologies exchange a large amount of highly sensitive data and are thus more or less sensitive to their abuse. The potential consequences of this abuse determine the level of technology acceptance.

Organizational readiness \((C_{15})\) determines the number of changes within the organization, such as the changes in the business procedures and operations needed for the achievement of the technology’s full potential. Technologies that require more changes are less favorable.

Logistics service quality \((C_{16})\) refers to the impact of the technology on the reliability, flexibility, availability, accuracy, visibility, and traceability of the freight transportation flows in RL operations. The technologies that are better in terms of the aforementioned characteristics are much more favorable.

4.3. Application of the Model and Results

The first step of the model defined in Section 3 is the definition of the problem structure. This structure is established by introducing the various Industry 4.0 technologies as the alternatives and multiple criteria for their evaluation described in Sections 4.1 and 4.2, respectively. For the evaluation of the criteria and alternatives, the scale defined in Table 3 is used.

The third step of the proposed model was the evaluation of the criteria to obtain their weight. The criteria evaluations were carried out through the discussion groups with experts in the field of logistics, representatives of the logistics service providers, users of these services (shippers and receivers of goods), public administration, and residents. They
were presented with the background of the problem discussed within this study and asked to express their opinions regarding the criteria weights. They were asked to pinpoint the best and the worst criteria, namely, the criteria that have the most and the least impact on their applicability and to evaluate all the other criteria in relation to these two using the linguistic evaluations given in Table 3. The criteria indicated in most of the evaluations as being the best/worst were selected as such (Step 3.1). The evaluations of the preference of the best criterion over all the other criteria, which had the highest frequency in the population of respondents, were adopted as the representative evaluations (Step 3.2). The same procedure was followed for the evaluations of all the other criteria in relation to the worst one (Step 3.3). By solving the linear programming problem (1) subject to (2)–(5), the criteria weights are obtained (Step 3.4). The best and the worst criteria, their preference in relation to all the other criteria, as well as the final weights of the criteria obtained by using the BWM method, are presented in Table 5.

Table 5. Criteria weights obtained by using the BWM method.

<table>
<thead>
<tr>
<th>Criterion</th>
<th>Best/Worst</th>
<th>Other over Other</th>
<th>( c_{bj} )</th>
<th>( c_{pw} )</th>
<th>( w_j )</th>
</tr>
</thead>
<tbody>
<tr>
<td>C_1</td>
<td>L</td>
<td>H</td>
<td>7</td>
<td>0.082</td>
<td></td>
</tr>
<tr>
<td>C_2</td>
<td>FL</td>
<td>FH</td>
<td>6</td>
<td>0.061</td>
<td></td>
</tr>
<tr>
<td>C_3</td>
<td>VL</td>
<td>VH</td>
<td>8</td>
<td>0.123</td>
<td></td>
</tr>
<tr>
<td>C_4</td>
<td>EH</td>
<td>N</td>
<td>1</td>
<td>0.027</td>
<td></td>
</tr>
<tr>
<td>C_5</td>
<td>VH</td>
<td>VL</td>
<td>2</td>
<td>0.031</td>
<td></td>
</tr>
<tr>
<td>C_6</td>
<td>H</td>
<td>L</td>
<td>3</td>
<td>0.035</td>
<td></td>
</tr>
<tr>
<td>C_7</td>
<td>FH</td>
<td>FL</td>
<td>4</td>
<td>0.041</td>
<td></td>
</tr>
<tr>
<td>C_8</td>
<td>M</td>
<td>M</td>
<td>5</td>
<td>0.049</td>
<td></td>
</tr>
<tr>
<td>C_9</td>
<td>CW</td>
<td>EH</td>
<td>/</td>
<td>0.018</td>
<td></td>
</tr>
<tr>
<td>C_10</td>
<td>H</td>
<td>L</td>
<td>3</td>
<td>0.035</td>
<td></td>
</tr>
<tr>
<td>C_11</td>
<td>FL</td>
<td>FH</td>
<td>6</td>
<td>0.061</td>
<td></td>
</tr>
<tr>
<td>C_12</td>
<td>/</td>
<td>EH</td>
<td>9</td>
<td>0.202</td>
<td></td>
</tr>
<tr>
<td>C_13</td>
<td>M</td>
<td>M</td>
<td>5</td>
<td>0.049</td>
<td></td>
</tr>
<tr>
<td>C_14</td>
<td>H</td>
<td>L</td>
<td>3</td>
<td>0.035</td>
<td></td>
</tr>
<tr>
<td>C_15</td>
<td>EH</td>
<td>N</td>
<td>1</td>
<td>0.027</td>
<td></td>
</tr>
<tr>
<td>C_16</td>
<td>VL</td>
<td>VH</td>
<td>8</td>
<td>0.123</td>
<td></td>
</tr>
</tbody>
</table>

Following the same procedure as with the criteria evaluations, the most frequent evaluations by the respondents, regarding the applicability of the Industry 4.0 technologies in RL in relation to the defined criteria, were adopted as the representative evaluations, thus forming the decision matrix \( A \) (6) (Step 4.1). These representative evaluations are presented in Table 6.

The linguistic evaluations transformed into numerical values by the relations given in Table 3 were normalized using the relations given in Table 3, and by applying the Equation (9), the weighted normalized decision matrix was formed \( \Delta_w \) (Step 4.2). Using Equations (10)–(12), the positive ideal \( (PIS_j) \), negative ideal \( (NIS_j) \), and average solutions \( (AS_j) \) were obtained for each criterion function. Afterward, for each alternative, the distances from the positive ideal solution \( (d(PIS_j)) \) were obtained by applying Equations (13)–(16). Distances from the negative ideal solution \( (d(NIS_j)) \) were obtained by applying Equations (13), (14), (17) and (18). Positive distances from the average solution \( (d(AS_j^+)) \) were obtained using Equations (13), (14), and (19)–(21), and negative distances from the average solution \( (d(AS_j^-)) \) were obtained by applying Equations (13), (14), and (22)–(24). The final ranking of the technologies was obtained by arranging the values of the comprehensive distances \( (dC_j) \) of each technology, obtained by applying Equation (25) in increasing order. The results obtained by applying the new COBRA method for ranking the applicability of the Industry 4.0 technologies in RL are presented in Table 7.
Table 6. Evaluations of the technologies in relation to the criteria.

<table>
<thead>
<tr>
<th></th>
<th>T1</th>
<th>T2</th>
<th>T3</th>
<th>T4</th>
<th>T5</th>
<th>T6</th>
<th>T7</th>
<th>T8</th>
<th>T9</th>
<th>T10</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>H</td>
<td>VH</td>
<td>VL</td>
<td>L</td>
<td>M</td>
<td>H</td>
<td>FH</td>
<td>EH</td>
<td>FL</td>
<td>M</td>
</tr>
<tr>
<td>C2</td>
<td>EH</td>
<td>VL</td>
<td>L</td>
<td>H</td>
<td>H</td>
<td>VH</td>
<td>H</td>
<td>M</td>
<td>FL</td>
<td>VL</td>
</tr>
<tr>
<td>C3</td>
<td>H</td>
<td>L</td>
<td>VL</td>
<td>FL</td>
<td>VH</td>
<td>H</td>
<td>VH</td>
<td>VH</td>
<td>FH</td>
<td>FL</td>
</tr>
<tr>
<td>C4</td>
<td>M</td>
<td>H</td>
<td>FH</td>
<td>VL</td>
<td>M</td>
<td>FH</td>
<td>FH</td>
<td>FL</td>
<td>M</td>
<td>L</td>
</tr>
<tr>
<td>C5</td>
<td>VH</td>
<td>VL</td>
<td>L</td>
<td>FH</td>
<td>VH</td>
<td>EH</td>
<td>FH</td>
<td>FL</td>
<td>VH</td>
<td>VL</td>
</tr>
<tr>
<td>C6</td>
<td>H</td>
<td>FH</td>
<td>L</td>
<td>FL</td>
<td>L</td>
<td>FH</td>
<td>L</td>
<td>VL</td>
<td>M</td>
<td>M</td>
</tr>
<tr>
<td>C7</td>
<td>VH</td>
<td>L</td>
<td>M</td>
<td>FL</td>
<td>H</td>
<td>VH</td>
<td>FH</td>
<td>L</td>
<td>L</td>
<td>N</td>
</tr>
<tr>
<td>C8</td>
<td>H</td>
<td>L</td>
<td>FH</td>
<td>VL</td>
<td>VH</td>
<td>VL</td>
<td>FL</td>
<td>VH</td>
<td>VH</td>
<td>L</td>
</tr>
<tr>
<td>C9</td>
<td>FL</td>
<td>FH</td>
<td>L</td>
<td>L</td>
<td>M</td>
<td>VH</td>
<td>H</td>
<td>EH</td>
<td>FL</td>
<td>L</td>
</tr>
<tr>
<td>C10</td>
<td>FH</td>
<td>M</td>
<td>M</td>
<td>H</td>
<td>M</td>
<td>M</td>
<td>H</td>
<td>VH</td>
<td>M</td>
<td>FL</td>
</tr>
<tr>
<td>C11</td>
<td>H</td>
<td>VH</td>
<td>VL</td>
<td>FL</td>
<td>H</td>
<td>FH</td>
<td>EH</td>
<td>VH</td>
<td>M</td>
<td>L</td>
</tr>
<tr>
<td>C12</td>
<td>H</td>
<td>VL</td>
<td>N</td>
<td>FL</td>
<td>H</td>
<td>VH</td>
<td>VH</td>
<td>H</td>
<td>M</td>
<td>L</td>
</tr>
<tr>
<td>C13</td>
<td>VH</td>
<td>H</td>
<td>FH</td>
<td>H</td>
<td>H</td>
<td>VH</td>
<td>VH</td>
<td>L</td>
<td>H</td>
<td>M</td>
</tr>
<tr>
<td>C14</td>
<td>FL</td>
<td>FL</td>
<td>VL</td>
<td>FH</td>
<td>EH</td>
<td>FH</td>
<td>FH</td>
<td>M</td>
<td>FL</td>
<td>L</td>
</tr>
<tr>
<td>C15</td>
<td>FH</td>
<td>M</td>
<td>L</td>
<td>FH</td>
<td>H</td>
<td>VH</td>
<td>H</td>
<td>FH</td>
<td>M</td>
<td>FL</td>
</tr>
<tr>
<td>C16</td>
<td>EH</td>
<td>M</td>
<td>FH</td>
<td>H</td>
<td>VH</td>
<td>M</td>
<td>VH</td>
<td>M</td>
<td>L</td>
<td>L</td>
</tr>
</tbody>
</table>

Table 7. The results of COBRA method application for ranking the Industry 4.0 technologies.

<table>
<thead>
<tr>
<th></th>
<th>T1</th>
<th>T2</th>
<th>T3</th>
<th>T4</th>
<th>T5</th>
<th>T6</th>
<th>T7</th>
<th>T8</th>
<th>T9</th>
<th>T10</th>
</tr>
</thead>
<tbody>
<tr>
<td>d(PIS)</td>
<td>0.047</td>
<td>0.210</td>
<td>0.254</td>
<td>0.154</td>
<td>0.072</td>
<td>0.068</td>
<td>0.059</td>
<td>0.132</td>
<td>0.211</td>
<td></td>
</tr>
<tr>
<td>d(NIS)</td>
<td>0.236</td>
<td>0.094</td>
<td>0.063</td>
<td>0.125</td>
<td>0.223</td>
<td>0.232</td>
<td>0.247</td>
<td>0.232</td>
<td>0.143</td>
<td></td>
</tr>
<tr>
<td>d(AS+)</td>
<td>0.076</td>
<td>0.026</td>
<td>0.015</td>
<td>0.023</td>
<td>0.066</td>
<td>0.083</td>
<td>0.087</td>
<td>0.073</td>
<td>0.016</td>
<td></td>
</tr>
<tr>
<td>d(AS−)</td>
<td>0.005</td>
<td>0.099</td>
<td>0.135</td>
<td>0.052</td>
<td>0.018</td>
<td>0.034</td>
<td>0.027</td>
<td>0.010</td>
<td>0.030</td>
<td></td>
</tr>
<tr>
<td>dC</td>
<td>−0.065</td>
<td>0.047</td>
<td>0.078</td>
<td>0.014</td>
<td>−0.050</td>
<td>−0.048</td>
<td>−0.060</td>
<td>−0.059</td>
<td>0.001</td>
<td></td>
</tr>
<tr>
<td>Rank</td>
<td>1</td>
<td>8</td>
<td>10</td>
<td>7</td>
<td>4</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td>6</td>
<td>9</td>
</tr>
</tbody>
</table>

4.4. Validation of Results

In order to validate the results obtained by applying the newly developed COBRA method, the same problem was solved with some other, most often used distance-based MCDM methods, such as TOPSIS, VIKOR, CODAS, EDAS, MOORA, WASPAS, and MAR-COS. The obtained results are presented in Table 8 and Figure 2.

Table 8. Comparison of COBRA with most used distance based MCDM methods.

<table>
<thead>
<tr>
<th></th>
<th>T1</th>
<th>T2</th>
<th>T3</th>
<th>T4</th>
<th>T5</th>
<th>T6</th>
<th>T7</th>
<th>T8</th>
<th>T9</th>
<th>T10</th>
</tr>
</thead>
<tbody>
<tr>
<td>COBRA</td>
<td>1</td>
<td>8</td>
<td>10</td>
<td>7</td>
<td>4</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td>6</td>
<td>9</td>
</tr>
<tr>
<td>TOPSIS</td>
<td>1</td>
<td>9</td>
<td>10</td>
<td>7</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>VIKOR</td>
<td>1</td>
<td>8</td>
<td>10</td>
<td>7</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>6</td>
<td>9</td>
</tr>
<tr>
<td>CODAS</td>
<td>1</td>
<td>8</td>
<td>10</td>
<td>7</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>6</td>
<td>9</td>
</tr>
<tr>
<td>EDAS</td>
<td>1</td>
<td>8</td>
<td>10</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td>MOORA</td>
<td>1</td>
<td>8</td>
<td>10</td>
<td>7</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>6</td>
<td>9</td>
</tr>
<tr>
<td>WASPAS</td>
<td>1</td>
<td>8</td>
<td>10</td>
<td>7</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>6</td>
<td>9</td>
</tr>
<tr>
<td>MAR-COS</td>
<td>1</td>
<td>8</td>
<td>10</td>
<td>7</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>6</td>
<td>9</td>
</tr>
</tbody>
</table>

It can be seen that all methods provide similar results. To quantify this similarity, a Spearman’s rank correlation coefficient was used, and the results are presented in Table 9. The average Spearman correlation coefficient for all MCDM methods was above 0.97728, and for the COBRA method it was 0.98334. This indicates a very high degree of conformity of COBRA with other MCDM methods, which points to the conclusion that the newly established method is very much applicable and competitive with the other methods.
Table 7. The results of COBRA method application for ranking the Industry 4.0 technologies.

<table>
<thead>
<tr>
<th>T1</th>
<th>T2</th>
<th>T3</th>
<th>T4</th>
<th>T5</th>
<th>T6</th>
<th>T7</th>
<th>T8</th>
<th>T9</th>
<th>T10</th>
</tr>
</thead>
<tbody>
<tr>
<td>d(PIS)</td>
<td>0.047</td>
<td>0.210</td>
<td>0.254</td>
<td>0.154</td>
<td>0.072</td>
<td>0.088</td>
<td>0.068</td>
<td>0.059</td>
<td>0.132</td>
</tr>
<tr>
<td>d(NIS)</td>
<td>0.236</td>
<td>0.094</td>
<td>0.063</td>
<td>0.125</td>
<td>0.223</td>
<td>0.232</td>
<td>0.247</td>
<td>0.232</td>
<td>0.143</td>
</tr>
<tr>
<td>d(AS+)</td>
<td>0.076</td>
<td>0.026</td>
<td>0.015</td>
<td>0.023</td>
<td>0.066</td>
<td>0.083</td>
<td>0.087</td>
<td>0.073</td>
<td>0.016</td>
</tr>
<tr>
<td>d(AS−)</td>
<td>0.005</td>
<td>0.099</td>
<td>0.135</td>
<td>0.052</td>
<td>0.018</td>
<td>0.034</td>
<td>0.027</td>
<td>0.010</td>
<td>0.030</td>
</tr>
<tr>
<td>dC−</td>
<td>−0.065</td>
<td>−0.047</td>
<td>−0.078</td>
<td>−0.014</td>
<td>−0.050</td>
<td>−0.048</td>
<td>−0.060</td>
<td>−0.059</td>
<td>0.001</td>
</tr>
</tbody>
</table>

Rank: 1 8 10 7 4 5 2 3 6 9

4.4. Validation of Results

In order to validate the results obtained by applying the newly developed COBRA method, the same problem was solved with some other, most often used distance-based MCDM methods, such as TOPSIS, VIKOR, CODAS, EDAS, MOORA, WASPAS, and MARCOS. The obtained results are presented in Table 8 and Figure 2.

Table 8. Comparison of COBRA with most used distance based MCDM methods.

<table>
<thead>
<tr>
<th>T1</th>
<th>T2</th>
<th>T3</th>
<th>T4</th>
<th>T5</th>
<th>T6</th>
<th>T7</th>
<th>T8</th>
<th>T9</th>
<th>T10</th>
</tr>
</thead>
<tbody>
<tr>
<td>COBRA</td>
<td>1</td>
<td>8</td>
<td>10</td>
<td>7</td>
<td>4</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td>TOPSIS</td>
<td>1.00000</td>
<td>0.97576</td>
<td>0.98788</td>
<td>0.98788</td>
<td>0.96364</td>
<td>0.97576</td>
<td>0.97576</td>
<td>0.97576</td>
<td>0.98788</td>
</tr>
<tr>
<td>VIKOR</td>
<td>1.00000</td>
<td>0.97576</td>
<td>0.97576</td>
<td>0.98788</td>
<td>1.00000</td>
<td>1.00000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CODAS</td>
<td>1.00000</td>
<td>0.97576</td>
<td>0.97576</td>
<td>0.98788</td>
<td>1.00000</td>
<td>1.00000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EDAS</td>
<td>1.00000</td>
<td>0.97576</td>
<td>0.97576</td>
<td>0.98788</td>
<td>1.00000</td>
<td>1.00000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MOORA</td>
<td>1.00000</td>
<td>0.98788</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WASPAS</td>
<td>1.00000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MARCOS</td>
<td>1.00000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 2. Comparison of COBRA with most used distance based MCDM methods.

Table 9. Spearman correlation test for the distance based MCDMs.

<table>
<thead>
<tr>
<th>COBRA</th>
<th>TOPSIS</th>
<th>VIKOR</th>
<th>CODAS</th>
<th>EDAS</th>
<th>MOORA</th>
<th>WASPAS</th>
<th>MARCOS</th>
</tr>
</thead>
<tbody>
<tr>
<td>COBRA</td>
<td>1.00000</td>
<td>0.97576</td>
<td>0.98788</td>
<td>0.96364</td>
<td>0.97576</td>
<td>0.97576</td>
<td>0.97576</td>
</tr>
<tr>
<td>TOPSIS</td>
<td>1.00000</td>
<td>0.98788</td>
<td>0.96364</td>
<td>0.96364</td>
<td>0.97576</td>
<td>0.97576</td>
<td>0.97576</td>
</tr>
<tr>
<td>VIKOR</td>
<td>1.00000</td>
<td>0.97576</td>
<td>0.97576</td>
<td>0.98788</td>
<td>1.00000</td>
<td>1.00000</td>
<td></td>
</tr>
<tr>
<td>CODAS</td>
<td>1.00000</td>
<td>0.97576</td>
<td>0.97576</td>
<td>0.98788</td>
<td>1.00000</td>
<td>1.00000</td>
<td></td>
</tr>
<tr>
<td>EDAS</td>
<td>1.00000</td>
<td>0.97576</td>
<td>0.97576</td>
<td>0.98788</td>
<td>1.00000</td>
<td>1.00000</td>
<td></td>
</tr>
<tr>
<td>MOORA</td>
<td>1.00000</td>
<td>0.98788</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WASPAS</td>
<td>1.00000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MARCOS</td>
<td>1.00000</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.5. Sensitivity Analysis

In addition to the basic scenario (Sc.0), which included the results obtained in Section 4.3, five more scenarios were defined in which some of the model parameters were changed to investigate the eventual changes in the results and the final ranking of the technologies. In Sc.1, all criteria were assigned the same weight. In Sc.2, Sc.3, and Sc.4, one of the three criteria with the highest weight value, namely C_{12}, C_3, and C_{16}, were excluded. In Sc.5, all three criteria with the highest value were excluded. The results and the final rankings of the technologies obtained are presented in Table 10. The comparisons between the scenarios’ results are presented in Figure 3. It can be seen that there are no significant changes in the final ranking of the technologies. T_1 is ranked as the best one, and T_{10} as the worst one in all scenarios. The other technologies record minor oscillations but without meaningful significance. Based on the conducted sensitivity analysis, it can be concluded that the obtained solution in Section 4.3 is stable enough to be adopted as the final one.
Table 10. Sensitivity analysis.

<table>
<thead>
<tr>
<th></th>
<th>T1</th>
<th>T2</th>
<th>T3</th>
<th>T4</th>
<th>T5</th>
<th>T6</th>
<th>T7</th>
<th>T8</th>
<th>T9</th>
<th>T10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sc.0</td>
<td>dC</td>
<td>0.065</td>
<td>0.047</td>
<td>0.078</td>
<td>0.014</td>
<td>-0.050</td>
<td>-0.048</td>
<td>-0.060</td>
<td>-0.059</td>
<td>0.001</td>
</tr>
<tr>
<td>Rank</td>
<td>1</td>
<td>8</td>
<td>10</td>
<td>7</td>
<td>4</td>
<td>5</td>
<td>2</td>
<td>3</td>
<td>6</td>
<td>9</td>
</tr>
<tr>
<td>Sc.1</td>
<td>dC</td>
<td>-0.034</td>
<td>0.014</td>
<td>0.035</td>
<td>0.007</td>
<td>-0.015</td>
<td>-0.021</td>
<td>-0.015</td>
<td>-0.026</td>
<td>0.008</td>
</tr>
<tr>
<td>Rank</td>
<td>1</td>
<td>8</td>
<td>10</td>
<td>6</td>
<td>4</td>
<td>3</td>
<td>5</td>
<td>2</td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td>Sc.2</td>
<td>dC</td>
<td>-0.043</td>
<td>0.016</td>
<td>0.038</td>
<td>0.008</td>
<td>-0.027</td>
<td>-0.011</td>
<td>-0.025</td>
<td>-0.037</td>
<td>0.006</td>
</tr>
<tr>
<td>Rank</td>
<td>1</td>
<td>8</td>
<td>10</td>
<td>6</td>
<td>4</td>
<td>3</td>
<td>5</td>
<td>2</td>
<td>7</td>
<td>9</td>
</tr>
<tr>
<td>Sc.3</td>
<td>dC</td>
<td>-0.060</td>
<td>0.040</td>
<td>0.068</td>
<td>0.010</td>
<td>-0.040</td>
<td>-0.043</td>
<td>-0.051</td>
<td>-0.049</td>
<td>0.004</td>
</tr>
<tr>
<td>Rank</td>
<td>1</td>
<td>8</td>
<td>10</td>
<td>7</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>6</td>
<td>9</td>
</tr>
<tr>
<td>Sc.4</td>
<td>dC</td>
<td>-0.058</td>
<td>0.045</td>
<td>0.080</td>
<td>0.018</td>
<td>-0.046</td>
<td>-0.054</td>
<td>-0.056</td>
<td>-0.055</td>
<td>-0.004</td>
</tr>
<tr>
<td>Rank</td>
<td>1</td>
<td>9</td>
<td>10</td>
<td>7</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>3</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td>Sc.5</td>
<td>dC</td>
<td>-0.026</td>
<td>-0.001</td>
<td>0.024</td>
<td>0.006</td>
<td>-0.004</td>
<td>-0.008</td>
<td>-0.003</td>
<td>-0.018</td>
<td>0.006</td>
</tr>
<tr>
<td>Rank</td>
<td>1</td>
<td>6</td>
<td>10</td>
<td>7</td>
<td>4</td>
<td>3</td>
<td>5</td>
<td>2</td>
<td>8</td>
<td>9</td>
</tr>
</tbody>
</table>

Figure 3. Sensitivity analysis.

5. Discussion

The results of this study suggest that the most applicable Industry 4.0 technologies in RL are IoT, cloud computing, and an E/M-marketplace. IoT is considered the base technology for the establishment of the cyber-physical system and the main initiator of Industry 4.0 development. It is reasonably the best-ranked technology, since it initiates, stimulates, or accelerates the development of the other Industry 4.0 technologies. Cloud computing provides a great opportunity for companies and organizations to increase their adaptability and business stability, as well as to reduce the costs, especially under the new reality imposed by the COVID-19 pandemic. It significantly underpins the world’s economy, global supply chains, and remote workforce activities. The COVID-19 pandemic, in addition to all the other factors such as the exponential increase of online retailers, the number of
mobile devices, and the people with access to the internet, had a significant impact on the E/M marketplaces as well. As the past two years illustrate, somewhere between 19–52% of people in selected European countries shopped online more often than in the previous years [199]. The application of these technologies will have a significant impact on the development of a circular economy and all the positive effects it brings, such as the reduction of costs, the creation of additional value, a decrease in risk, and a completion of the product life cycle and more. The applications of the Industry 4.0 technologies in RL have been investigated in the literature individually. However, there is no research so far that comprehensively analyzes and ranks various Industry 4.0 technologies in the RL sector in relation to their applicability. The literature also lacks studies that are systematically dealing with the Industry 4.0 technologies in general, and trying to structure them in any way.

To solve the defined problem a novel method named COBRA was developed in this study. The method belongs to the family of distance-based MCDM methods. Pairwise methods require a significant number of comparisons to obtain the solution. On the other hand, outranking methods usually use complex problem structure representation. Therefore, the main advantages of the distance-based methods over these groups of methods are less complexity in the decision-making process and considerably less resources (time, human, financial, etc.) needed to make a decision. The scoring method, on the other hand, represents simple methods that use basic arithmetical operations to arrive at the solution. However, they are unable to capture the nature of the more complex problems under consideration.

The main characteristics of some of the most known and most used distance-based MCDM methods are listed in Section 2.3. The main advantage of the COBRA method over these methods, as the name suggests, is its comprehensiveness. The alternatives are ranked according to the comprehensive distances of each alternative from the three types of solutions, namely positive ideal, negative ideal, and average solutions, unlike the other distance-based methods which rank the alternatives using two such solutions at most. In addition, COBRA uses both Euclidian and taxicab distance measurements to calculate distances for all of these solutions, which ensures a higher reliability of the obtained solution. Two types of distance measurements also allow for a fine differentiation between the distance values which could otherwise be close and thus insufficiently reliable for making a decision. The main advantage of the COBRA method, at the same time, indicates its main disadvantage, which is its complexity. In addition to three types of solutions, it also requires obtaining four groups of distances, namely the distance from the positive ideal solution, the distance from the negative ideal solution, the positive distance from the average solution, and the negative distance from the average solution, as the combinations of two different types of distance measurements, as well as the comprehensive distances which integrate all of the above. Accordingly, the method requires more resources, time in particular, to obtain the results. However, despite these disadvantages, Spearman’s correlation index proved that the COBRA method provides solid results and has a high degree of conformity with the other, most often used MCDM methods. It is worth noting that COBRA even has a higher degree of conformity than TOPSIS, which is by far the most used distance-based MCDM method.

One of the main theoretical implications of this study is that it gives a comprehensive overview of the Industry 4.0 technology applications in the RL sector, which serves as the conception for some future possible applications. By doing so, on the one hand it broadens the space for the potential application of Industry 4.0 technologies, and on the other it introduces the RL sector to the environment of modern technologies, bringing it into a new technological era. Another important theoretical implication of the study is the development of a novel MCDM method, which enriches the family of MCDM methods and the multi-criteria analysis field in general. The new COBRA method can be used in various fields to solve all sorts of MCDM problems.
As for the practical implications of the study, the main one is the establishment of a framework that can be used as a tool by the experts, decision makers, policy creators, and practitioners in general working in the RL sector, to make decisions about implementing an Industry 4.0 technology in their core business processes. Another practical implication is the identification of the most promising Industry 4.0 technologies in terms of their applicability in RL, thus setting the course for their further development and application.

6. Conclusions

This study evaluated and ranked the Industry 4.0 technologies regarding their applicability in RL activities and processes. Ten main technologies, which can be applied in RL, are identified as alternatives and they are evaluated according to a set of 16 points of criteria. For the evaluation and ranking, a novel MCDM model is defined which uses the BWM method for the establishment of the criteria weights and a newly developed COBRA method for ranking the alternatives. As the result, IoT is identified as the most applicable Industry 4.0 technology, followed by cloud computing and the E/M marketplace. The least applicable technology is autonomous vehicles. The COBRA method is validated by comparing the results of its application with the results of other most well-known and used distance-based MCDM methods. The results showed that it has very a high degree of conformity, thus proving its competitiveness with the other methods.

This study contributes to the existing body of literature by providing a systematic overview of the possible applications of the Industry 4.0 technologies in RL and logistics in general. In doing so, it establishes the framework for deciding on the application of the various Industry 4.0 technologies for performing processes and activities in the RL sector. This includes defining the unique set of criteria for the evaluation of Industry 4.0 technology applicability and developing the new distance-based MCDM method, namely COBRA. Possible future research directions are numerous. One potential avenue is the establishment and evaluation of possible scenarios for RL operations based on the application and combination of Industry 4.0 technologies for performing various activities and processes. Considering the above, another future research direction could be the integration of these scenarios with the scenarios of the last-mile deliveries in the city, i.e., the establishment of the integrated first/last-mile delivery scenarios. The evaluation of these scenarios would imply the involvement of all stakeholders and the analysis of their aims and requests, as well as finding a compromising solution acceptable to all of them. Another class of future research could consider the newly developed MCDM method. The COBRA method could be used to solve any MCDM problem in various fields of research. The method could also be expanded to the environment of intuitive or interval sets (e.g., fuzzy, rough, grey). It could also be combined with other MCDM methods in its conventional form, or the intuitive or interval environment to create new hybrid MCDM models.
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