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Abstract
Background: Intelligent software is a significant societal change agent. Recent research
indicates that organizations must change to reap the full benefits of AI. We refer to this
change as AI transformation (AIT). The key challenge is to determine how to change and
which are the consequences of increased AI use.
Aim: The aim of this study is to aggregate the body of knowledge on AIT research.
Method: We perform an systematic mapping study (SMS) and follow Kitchenham’s
procedure. We identify 52 studies from Scopus, IEEE, and Science Direct (2010–2020).
We use the Mixed-Methods Appraisal Tool (MMAT) to critically assess empirical work.
Results: Work on AIT is mainly qualitative and originates from various disciplines. We
are unable to identify any useful definition of AIT. To our knowledge, this is the first
SMS that focuses on empirical AIT research. Only a few empirical studies were found in
the sample we identified.
Conclusions: We define AIT and propose a research agenda. Despite the popularity and
attention related to AI and its effects on organizations, our study reveals that a significant
amount of publications on the topic lack proper methodology or empirical data.

Keywords: AI transformation, digital transformation, organizational change,
systematic mapping study

1. Introduction

Artificial Intelligence (AI) technology can yield a competitive advantage and new business
models for many types of organizations [1] provided that they have sufficient knowledge,
skills, and a suitable infrastructure [2]. Technology adoption is one of the driving forces
of economic growth [3]. In particular, this adoption can help in tackling global challenges
such as health, education, environment, science and it has significant capability to address
our regional, local, and organizational challenges [4]. However, technology adoption itself
can be a challenge that leads to success or failure based on how it is tackled.

AI is intrinsically software-based and entails massive software engineering [5]. The
increased use of AI is closely connected to recent hardware development (the computational
resources are now sufficient) and developments in software engineering (it is now possible to
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design, implement, and test AI-based software systems) [6]. Most successful AI applications
are data-driven and use machine learning as core technology [7]. Organizations today are
either developers or users of data-driven products and services. An organization is deemed
data-driven, or AImature, if it possesses sufficient knowledge and skills to use AI internally (to
improve the organization) and externally (to improve products or services) [8]. The main ques-
tion for many organizations is how to successfully adopt AI (become data-driven and achieve
AI maturity). Despite the expansion, availability, and value of AI technologies, organizations
are still struggling to adopt AI [1]. Recent collaborative research made by researchers from
MIT, University of Toronto, and the US Census Bureau point out that the adoption rate of AI
technologies in organizations is low in general and concentrated to older and larger firms [9].

Organizations are difficult to change in the ways necessary for technology adoption. With
rapid development and change of AI technologies, organizations must change continuously.
Various factors that could potentially influence willingness or the ability to adopt AI include
the availability of relevant resources (computational, economical, and human), legislation
(governance and ethics), cost, limited computational capability and infrastructure, security,
organization size and structure, traditions, and organizational culture [10]. We identify
several studies that explore the phenomenon of digital transformation (DT). One existing
definition of DT states that it is a “radical improvement in business performance and
operations outcomes due to the use of technology” [11]. DT is thus a very broad umbrella
term encompassing all transformations relating to digital technologies.

We argue that the type of transformation that organizations need to undergo to
benefit from AI technology is sufficiently different from DT to deserve its own definition
and exploration. Our main motivation for making this distinction is connected to the
primary function of AI, which is to offload cognitive work from humans to computers. This
functionality will potentially lead to more drastic organizational changes than DT in general.
The key problem is that AIT is understudied as a distinct phenomenon. This means that
it is typically defined indirectly through digital transformation research and explorations
into which factors actually contribute to failure or successful AI adoption are scarce.

The aim of this study is to aggregate the body of knowledge concerning the relationship
between AI and organizational transformation (OT), to map the field by performing
a systematic mapping study (SMS) and, by doing so, identifying gaps in research that
represent opportunities for future studies. Our work can help organizations to optimize
AIT by finding approaches and models that have been successful in similar contexts.

This study is organized as follows: Section 2 discuss the concept of AI and organization.
Section 3 present the aim and the scope, lists and motivates the research questions, and
discusses the methodology and the threat and validity. Section 4 summarizes the results
for each research question and describes the overall implications of the results. Section 5
includes an assessment of validity threats as well as a discussion and definition of AIT.
Finally, Section 6 provides conclusions and pointers to future work.

2. Background

2.1. AI and organizations

AI changes the composition of human skills and tasks required in an organization [3].
Organizations need to develop new knowledge and competences to comprehend new
technologies so that they will be aligned with the strategy, processes, and structure.
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Organizational adaptation to AI can be viewed as an external catalyst for change, where
organizations react on a strategic and tactical level. It also acts as an augmentation to an
internal catalyst, where organizations change processes and their operation to meet the
technological and societal challenges [12]. Adaptation of AI is inevitable and will affect the
business models.

AI will eventually change the composition, business models, and the tasks required in an
organization. New business models can be a result of strategy or a strategizing action [13].
AI vastly changes organizations’ resources, operations and structure. It is argued that
organizations that adjust to this change will become more efficient [14].

Rapid change requires organizations to be flexible and to quickly adapt and adopt
new technologies while preparing the organization from a human, societal, and tech-
nological perspective to meet this dynamic change [15]. It is suggested that the social
and technological changes that organizations are experiencing in the new millennium,
will lead to changes in social values, practices, and in the structure and processes of
organizations [16]. It has been pointed out that AI has immense influence on organizations,
such as: reducing costs, improving human task solving efficiencies, and supporting business
customer relationships [17]. However, there are also limitations of AI, and humans will
still play an important role in the organization as well [17]. In addition, the importance
of human skills that cannot be learned by intelligent technologies, will only increase [18].
A reference is made to Michael Polanyi’s expression “we know more than we can tell” [19].
This is known as Polanyi’s Paradox [18]; where many decisions and actions made by humans
cannot be learned or described, which creates an implication for intelligent technologies to
duplicate human behavior or improve upon gut feelings [20]. Decision making based on
gut feeling cannot explain the reasons behind the decisions, which are often described as
feel-right decisions. Moreover, it is hard to identify which decisions are based on this kind
of intuition since many employees will find it hard to admit that a crucial decision they
have made is based on gut feeling [20].

The discussion of the effect of new technologies on organizations and the changes they
will lead to are not new, but rather a continuous discussion of previous industrial revolutions.
Research shows two different approaches toward AI: the utopian, where machines will
improve human life quality, and the dystopian, where machines will take over the human
society [21]. AIT triggers scholarly interests in various disciplines. The scientific literature
presents various models related to smart technology transformation, regardless of whether
the future of AI will be utopian, dystopian, or something in between, research must be
carried out to support the best possible use of AI.

We observe large organizations such as Apple, Amazon, Microsoft, Google, Facebook,
and other corporations that have the resources (capital and human) and the market
position to invest and develop their use of AI technologies to transform their organization.
In addition, research shows that companies upgrade their workflows and the way they
work based on AI technologies which lead to enhancement of their financial and market
performance [22].

2.2. What is AI transformation (AIT)?

Artificial Intelligence (AI) is used as a genre name and it is becoming increasingly discussed,
following the developments related to, for example: IBM Watson, Google DeepMind, Google
AlphaGo, and IBM Deep Blue. To the best of our knowledge, this is the most well-known
case dealing with AIT. However, AI transformation has also been observed in other studies,
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such as the impact of AI on business performance, business value, business capabilities etc.
One example is an in-depth study on the impact of AI on firm performance that presents
a framework for building on the business value of AI-based transformation projects based
on 500 case studies from IBM, AWS, Cloudera, Nvidia, Conversica, and Universal Robots
websites [23]. It becomes a dynamic tool that people and communities make use of to refer
to various technologies. AI does not have a specific, universal definition but its overarching
focus is intelligent systems that can think humanly, act humanly and learn as humans [24].
AI discussions often feature topics such as the possibility of machines to perform as humans
in terms of thought processes, reasoning, and behavior. From a technological point of
view, AI includes a number of subareas of importance [25]: machine learning deals with
the intellectual ability to learn from experience and to improve in order to increase the
performance at solving some task, natural language processing deals with the interpretation
and production of natural (human) language, computer vision deals with the parsing of
data from vision-based sensors to capture aspects of the physical world in the computer,
agent-based systems deal with simulation and optimization of micro an macro world
models [6].There are a number of additional subareas of AI and it is possible to view some
of these different subareas as complementary or overlapping in terms of the overall mission
to design intelligent computer-based systems. In this SMS, we view AI as an umbrella term
for all such subareas.

The focus on AI as an interdisciplinary research area is relatively new, and the capacity
of this technology is versatile and enormous [26]. The interest associated with AI involves
economical, psychological, technological, political, and ethical aspects [27]. AIT receives
scholarly interest from various domains as well as the attention of various industries in
recent years (see the linked data sheet for more detailed information [28]). We also observe
that there is a substantial scientific discussion around digital transformation [11, 29–31],
but few studies focused only on AI transformation.

Out of the 52 papers we identify in this study, 23% discuss digital transformation of AI
technologies (the technologies that are discussed in these papers are AI, Big Data Analytics
(BDA), and Data Analytics (DA)). We observe that other concepts such as various smart
industries, i.e., smart manufacturing, smart agriculture, and Industry 4.0 also discuss the
concept of AIT (see subsection 4.2). This helps us to distinguish between the two concepts
and to argue that this SMS mainly discusses AIT and focuses only on AI technologies,
which is partly discussed in DT.

AIT should be discussed distinctly from any other DT. The reason for this is that,
unlike other forms of DT, AIT will clearly shift cognitive work from human actors to
computers. The consequence for many organizations is significant.

2.3. Organizational transformation

Organizational transformation can be described from various perspectives; on the one hand
it denotes to be a radical change in the form or character of something or someone that
completely changes the organization. Transformational change is discussed as a complex
phenomenon, where the change requires a shifting of the current organization strategy,
structure, process, culture, work behavior and mindset [32]. This change occurs by a break-
through to pursue new opportunities. Furthermore, it is argued that organizations that
will not identify these types of needs for a change will be disrupted [32].

On the other hand, the change can also be considered to be incremental; an ongoing,
gradual, discontinuous process which leads to change [33]. It is argued that organizational
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change is a continuous process in organizations as a result of various activities that occur
on a regular basis, such as hiring new employees, getting new facilities, renewing the
organization strategy, implementing new technologies, and restructuring [34]. Continuous
and confluent organizational change can be described as a slow and evolutionary change
which is not episodic or a result of a crisis [35]. The organizational ambidexterity theory
states that organizations as part of their growth, in a simultaneous way, need to pursue
both an evolutionary change – a discontinuous incremental change where the organization
is expanding the existing business – and a revolutionary innovative change where the
organization is incubating novel opportunities [36].

3. Research methodology

The following section refers to present the aim and the scope, lists and motivates for the
research questions, and discusses the methodology and the threat and validity techniques
used to obtain and analyze data. This part outlines the approach used in order to fulfill
the purpose of this paper.

3.1. Aim and scope

The focus of this article is on change that is led by a particular purpose; AI, we are
interested in both incremental and radical change that will lead to a transformation
in the organization. We will follow AIT as a change agent; an incremental or radical
change that can happen in the organization. By using AI capabilities, the traditional
organization transforms its structure, processes, organizational learning, work routine,
knowledge management, products, and services [37]. We do not focus on the process of
the change or in a particular model or theory that explains the change, but rather on the
concept of AIT.

To explore AIT, it is important to understand the concept of AI and its implications,
while understanding its relationship to the organizational structure, leadership, culture,
vision, and mission and the human attributes within the organization. Organizations are
frequently integrating various technologies, but technology transformation related to AI is
considered to have a strong impact on organizations [12]. AIT is related to the integration
and adaptation of AI into an organization’s business, although it can also be considered as
a disruptive process that creates new forms of organizations [38].

The scope of this study is AIT. The aim is to follow the SMS process to aggregate the
body of knowledge on AIT research and to map the field and identify the research gaps
that represent opportunities for future studies [39].

3.2. Research questions

The research questions and the motivation for each question are formulated based on the
aim for the SMS. In this work, we seek to answer the following research questions:
RQ1. How is AI transformation conceptualized in the literature?

Motivation. To find existing definitions of AIT in the literature, to analyze these
definitions to identify contradictions, similarities, or issues. This analysis can be used
to establish a common and useful definition for AIT.

RQ2. What are the research methods used in AI transformation research?
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Motivation. An understanding of which research methods are applied, and how, allows
us to assess the maturity of the research, and to characterize the existing body of
knowledge generated in the field.

RQ2.1. What are the main theories and frameworks adopted in AI transformation re-
search?
Motivation. AIT is inherently interdisciplinary. Due to this, theories and frameworks
come from multiple disciplines, which makes it difficult for a specific discipline to make
sense of results and conclusions. An understanding of the underlying theories and
frameworks of AIT enables the establishment of a unified framework, in which results,
and conclusions could be reinterpreted by any discipline, and by stakeholders from the
private and public sector.

RQ2.2. What real-world scenarios and contexts are studied in AI transformation research?
Motivation. To identify the maturity of AIT in different domains, and to explore
unique characteristics related to AI transformation in these domains.

RQ3. What are the emerging questions for future research and the important research
gaps in the area?
Motivation. It is important to identify the major trends of AIT research and to identify
research gaps, as they seed new research opportunities. In addition, an ever-increasing
number of organizations are looking into how to transform due to AI. The identified
research gaps may allow new research that helps these organizations reap the benefits
and mitigate the risks involved in AIT.

By addressing these research questions, we aim to provide an insight concerning AIT
definitions existing in literature. Secondly, we propose categories, based on the theories
used in the literature, which may increase the clarity about existing research relating to
AIT. Thirdly, we strive to offer a foundation for future research by finding research gaps in
this research field.

3.3. Literature review procedure

Systematic mapping study (SMS) can be described as identifying, evaluating, and interpret-
ing the available knowledge within a particular phenomenon of interest [39]. We follow the
Kitchenham procedure [39] for performing the SMS. SMS is a form of literature review where
one can gain a transparent and rigorous assessment of the literature. Furthermore, they
aim to provide a foundation and empirical answer for one or more research question [39, 40]
and to discover research trends [41].

Three databases (Science Direct, Scopus, and IEEE Xplore) are used as main literature
sources. The motivation for this selection is that the first two databases are common in
management and organization studies, while the third is linked to the profile of this study,
which is interdisciplinary and can offer a technological perspective. Hence, our aim was
to find a good sample, rather than finding all articles [41]. The papers are first selected
based on title, keywords, and abstracts. The second screening is performed by two external
reviewers. The third screening is performed based on the Mixed Methods Appraisal Tool
(MMAT), and the two external reviewers independently involved in the appraisal process
review 15% of the articles (the selection is performed based on a random sampling). We
have selected two reviewers from two different fields (Computer Science and Business
Administration). The reason was to make sure that we are catching both approaches, and
not missing relevant articles. Having two different reviewers in the review process is useful,
so one researcher extract the data and the two others reviewing the extraction [39]. In this
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Start systematic 
review

Identify the need for a 
systematic review

Develop review 
protocol

Evaluate review 
protocol

Planning stage

Search for primary 
studies

Select primary studies

Extract data from 
primary studies

Conducting stage

Assess quality from 
primary studies

Disseminate results Reporting stage

End systematic 
review

Figure 1. SMS process [39]

way we also reduce the bias, though, given that this step involves human judgment, the
threat cannot be eliminated [39]. Based on the screening, a full text reading is conducted
to ensure that the right articles are selected. The search strategy and the selection criteria
are thoroughly described in Sections 3.3.3 and 3.3.4.

An SMS provides information about the effect of some phenomenon “across a wide
range of settings and empirical methods” [39] and gives a robust and thorough view of
the current status of research in a particular discipline, by collecting and summarizing the
empirical work that exist [42]. Worth mentioning in this context is that the purpose of
an SMS is not necessarily to be complete or exhaustive (something we can never assure)
but rather to be systematic and transparent. Concerning the former it will allow other
researchers to reproduce the results (now or in the future), and concerning the latter
an SMS provides a clear view of different sources of evidence and how said evidence is
weighted.

An SMS is conducted in three phases: planning the review, conducting the review, and
reporting the review. Each phase is divided into a step-by-step process, where an evolution
from phase-to-phase must occur. Once the last step is achieved one can progress to the
next phase (see Figure 1).

3.3.1. Define and evaluate review protocol

We develop a review protocol to specify the methods we use, and to reduce the possibility
for bias. The components of the review protocol are the research questions, the search
strategy for collecting primary studies, the exclusion and inclusion criteria, assessment
of quality, and data extraction strategy. The external reviewers evaluate and validate
the review protocol and, as per their suggestions, changes are incorporated to refine the
protocol.
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3.3.2. Source selection

We select as sources the following main literature databases:
1. Science Direct;
2. Scopus;
3. IEEE Xplore.

We have also carried out an additional pilot search in the proceedings of top-tier software
engineering conferences (ICSE, ESEC/FSE and ASE) and ACM digital library to ensure
the validity of the search results. We have followed the same search patterns employed for
the three already included databases, and we found 104 conference articles and 378 articles
at ACM digital library. We reviewed the title and the abstract but did not encounter any
additional papers that discussed AIT (the article’s focus was more on the technology than
the organization). Our mapping will provide a basis for more in-depth follow-up studies on
specific subtopics for which additional databases would be more appropriate. This work
can serve as a foundation for future research investigating AIT.

3.3.3. Search strategy

We divide the search into two stages: pilot search and primary search. For each search, we
perform the following:
1. Keywords: Keywords are identified based on the research questions,
2. Variants: Synonyms and alternate spellings of search keywords are identified,
3. Search keyword connectors: Combinations of OR and NOT are used to define sub

searches.
Following the SMS methodology and the research questions, in order to identify the

most relevant keywords, we perform a pilot search where we evaluate various combinations
of relevant keywords. Additionally, we check which word combinations provide the greatest
number of hits.

Based on this pilot, we identify the following keyword search terms:
transformation* OR organizational change* OR learning organization* OR change
management* OR organization restructuring* OR organization redesign* OR organi-
zation design* OR technology adoption* AND Artificial Intelligence* OR AI* OR
Machine learning* OR ML* OR Data mining* OR Data analytics* OR Decision
support system* OR Expert system* OR Knowledge-based system* OR Intelligence
system* OR/AND Human machine*
In addition, we consult with key stakeholders within the field of business administration,

economics, and AI, to review the keywords to make sure that we remain within the scope
of AIT.

3.3.4. Inclusion/exclusion criteria

To select the most relevant studies and exclude irrelevant studies, we establish inclusion
and exclusion criteria (see Table 1). We limit the study to existing management and
organization studies (MOS) during the period January 2010 to September 2020, since there
is a significant growth of publications on these issues within this time frame. We include
only studies that relate to AIT. For publications that are within the frame of our inclusion
criteria, the following filters are applied as exclusion criteria:
– Filter 1: remove publication types other than journal articles;
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– Filter 2: remove non-English language studies;
– Filter 3: remove duplicate studies.
For quality purposes, we limit the selection criteria to journal articles that are published
in the English language [43]. The reasoning behind this filtering is that, in most mature
areas journals are identified as a more influential and reliable source than other publication
channels.

Table 1. Exclusion/Inclusion Criteria

Inclusion criteria

Studies involving AIT
Studies published between 2010–2020
AI and organizational change
AI and organizational restructuring
Business, Management and Accounting
Decision Sciences, Psychology

Exclusion Criteria

Publication types other than journal articles
Duplicate studies
Non-English language studies

After the search, six stages of selection are used to reduce the initial 571 papers (Scopus),
252 papers (IEEE, only two duplicates), and 143 papers (Science Direct, 24 duplicates).
The search and selection processes are described below and summarized in Figure 2.
1. Screening the articles based on the title and abstract, and articles that we can identify

from the title and the abstracts that are relevant to the SMS, are categorized as include,
while articles that are irrelevant are categorized as exclude (see Table 2 – initial include).

2. A second screening of the included articles is conducted by two external reviewers who
evaluate and validate the screening incorporated changes to refine include articles (see
Table 2 – final include).

3. Krippendorff’s α (Kα) (inter-rater reliability statistic) is used to estimate the reliability
of the evaluation [45]. The Krippendorff’s α results for each database are presented in
Table 2. A Kα > 0.8 implies a strong inter-rater reliability, i.e., the reviewers were in
strong agreement.

4. A third screening is conducted based on the MMAT, which is a tool used to appraise
the quality of empirical studies and designed to support systematic reviews that have
various methods, i.e., qualitative, quantitative, and mixed methods [46]. The screening
questions are used as an indication of the level of quality of the empirical investigation.
The screening questions are: (1) Are there clear research questions? (2) Do the collected
data allow to address the research questions? Responding ‘No’ or ‘Can’t tell’ = 0
(the paper is not an empirical study), ‘Yes’ = 1 [46] (see Tables 3–5). Two external
reviewers are independently involved in the appraisal process. We randomly select:
Scopus: 14 articles (15% of 95 articles), IEEE: 2 articles (14% of 14 articles), Science
direct: 3 articles (18% of 17 articles).

5. The remaining 47 papers are used as the basis for the full-text review. The basic
structure of the search and selection process can be seen in Figure 1.

6. The last assessment is based on a full-text reading and leads to the further exclusion of
7 studies.
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Table 2. Overview of Inclusion/Exclusion

Number of Initial Final
Source articles include include K1

α

Scopus 571 129 95 0.91
IEEE 252 16 14 0.85
Science Direct 143 19 17 0.93
1Krippendorff’s Alpha (Kα) test score

Table 3. MMAT (Scopus)

Scopus MMAT Screening question

0 1

Qualitative 73 47 26
Quantitative 18 6 12
Mixed methods 4 2 2
Total 95 55 40

Table 4. MMAT (IEEE)

IEEE MMAT Screening question

0 1

Qualitative 11 9 2
Quantitative 3 1 2
Total 14 10 4

Table 5. MMAT (Science Direct)

Science Direct MMAT Screening question

0 1

Qualitative 15 11 4
Quantitative 2 1 1
Total 17 12 51

1Two articles have been excluded since it was out of
the frame of management and organization
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Figure 2. The phases of the SMS through PRISMA [44]

The remaining 40 papers are classified as primary studies and incorporated in the
analysis for this study. The basic structure of the search and selection process can be seen
in Figure 2.

As a final step, to control for bias, we conduct snowball sampling on the primary
studies according to suggested guidelines for secondary search procedures [47]. We identify
12 studies, from the selection of primary studies, to increase the numbers of articles which
discuss topics related to AIT. The motivation for selecting the 12 studies as the starting
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no new 
papers 
found. 

Backward: 

1. Look at title in 
reference list.

2. Look at the 
places of 
reference. 

3. Look at the 
abstract of the 
paper.

4. Look at the 
full reference 
paper. 

Forward:

1. Look at the title 
of the paper 
citing.

2. Look at the 
abstract of the 
paper citing.

3. Look at the 
place of the 
citation in the 
paper.

4. Look at the full 
paper citing. 

In each step in both backward and forward snowballing, it 
is possible to decide to exclude a paper for further 
consideration.  

Figure 3. Snowballing procedure [47]

set is based on: the variety in disciplines and publishers, the number of Google Scholar1

citations in relation to all 40 articles (we have decided to include), and the rank of the
journal. We also include articles that thoroughly discuss topics closely related to AIT.

Snowballing is a complementary tool that increases the likelihood of finding all relevant
papers on a subject [47]. We perform one-step backward snowballing, which means that we
review the reference list of each selected article and follow the same inclusion and exclusion
criteria as mentioned in Section 3.3.4.

The studies we review are published between January 2010 to September 2020 and for
this reason we cannot perform forward snowballing. However, to complement the snowball
sampling, we contact the authors of the primary studies to potentially identify some
additional papers. We evaluate the papers retrieved as a consequence of this contact and
determine, using our inclusion and exclusion criteria, that none of the papers are to be
included as primary studies. Figure 3 describes the snowball procedure we follow, and
Figure 2 shows the phases of the snowballing through PRISMA.

We screen the reference list of the 12 studies (in total 998 references) and based on
our exclusion and inclusion criteria, we exclude 949 articles. The remaining 49 articles
are scrutinized according to MMAT, and 37 articles are excluded. In total 12 papers are
included in the full-text review. Hence, after the snowballing procedure, a total of 52 papers
are selected as primary studies.

1Google Scholar, http://scholar.google.com
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3.4. Validity threats

There can be different threats to the validity of study results. There exist additional
databases which we are not including in this study. In addition, there are likely other
keywords, or combinations of keywords, that would result in different sets of found, included,
and excluded papers. We use a particular research design, but there are other ways to
perform SMS. One validity threat is human judgment in data extraction and analysis.
Additionally, the focus of this SMS is on articles published within the interval 2010–2020.
Since AIT is gaining traction in the research community, later SMS will most likely include
a significantly higher number of well-performed empirical studies.

To overcome the SMS limitations and to validate its results, several actions were taken.
By following the suggested SMS guidelines [39] and by performing our analyses in the
prescribed way, we reduce the risk of biased assumptions and conclusions. The analysis of
our SMS threats to validity, considering construct validity, reliability, internal and external
validity.

Construct validity refers to establishing the correct operational measures for the concepts
under study. It describes how closely the phenomenon under study represents what the
researchers had in mind and what is investigated according to the research questions [48].
The main constructs in our study are the concepts of “AI Transformation” and “systematic
mapping study”. Regarding the first, we identified some field roots and discussed related
work. We could have used keywords for specific AI-related technologies (NLP, ML, machine
vision, neural networks, deep learning, etc.), but our focus was on the broader concept of
AI and the related transformation of the organization to support or adopt AI technologies.
It is important to perform follow-up studies that focus exclusively on specific areas of AI
(such as Deep Learning, Neural networks, and Natural Language Processing) but in the
present study, we have chosen to focus on empirical work that considers the general toolbox
of AI, without specifying particular areas.

As for the second construct, we followed the guidelines [39] to design our research
questions, search criteria, and review protocol. We also did a pilot study and documented all
steps to address possible threats to construct validity. We used additional databases (such
as ACM) and different keywords (such as deep learning) in our pilot study, and based on the
results, we decided which databases and keywords to use. We used keywords that we argue
are sufficiently stable to be used as search strings. A broad search of general publication
databases, which index the majority of well-regarded publications, was conducted so that
all papers on the selected topic could be found. Moreover, we have also carried out an
additional search in the proceedings of top-tier software engineering conferences (ICSE,
ESEC/FSE and ASE) to ensure the validity of the search results. Hence, our work could be
complemented with a systematic literature review that covers a larger number of databases
and keywords in order to give a broader overview of this topic.

Reliability focuses on whether the data are collected, and the analysis is conducted in
a way that it can be repeated by other researchers with the same results. All steps and
processes have been well documented, so replications of our study should yield similar
results. The selection of databases was based on providing coverage for management and
organizational studies (the first two databases), while the last one was linked to the profile
of this study, which is interdisciplinary and can offer a technological perspective. Hence,
we have relatively good coverage of the topic of AIT. We established a rigorous search
strategy (see Section 3.3.3) and addressed relevant questions related to AIT. The search
strategy was tested and reviewed by two external reviewers, and Krippendorff’s α statistic
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was calculated to ensure that a high inter-rater agreement had been reached. The MMAT
tool was used to evaluate the quality of empirical studies and was designed to support
the systematic review. The design of this SMS followed a rigorous structure to ensure
reproducibility and control for bias.

Internal validity concerns the analysis of the data [48]. Selecting primary studies and
assessing them individually pose the greatest threats. Our major source of data was
a journal on AIT. In order to increase the reliability of our conclusions, we extended
our literature review to several rounds in order to integrate the most complete primary
studies possible. We recognize that a much broader search string could have been beneficial.
Furthermore, we could include data from a wide range of sources, include keywords strongly
associated with AI technology, and include all types of articles. Based on our pilot study,
we defined the scope of our study, which was not to obtain an exhaustive sample but
rather a representative sample. Since the topic we are interested in is multi-disciplinary, we
opted for breadth (disparate databases in terms of venues covered) instead of depth (e.g.,
exclusive focus on classical computer science or software engineering venues). The second
threat stems from the bias of individual researchers in assessing the primary studies they
have been assigned. In the analysis, we use various methods to increase the trustworthiness
of the results. By following this structure (i.e., by following a predetermined protocol and
determining the differences collaboratively), we decrease the risk of assumptions biases.

External validity refers to the domain in which a study’s findings are generalizable [48].
The scope of our systematic mapping study was on AIT within the interval 2010–2020.
There may be limitations in generalizing our findings to broader time periods, or broader
choices of primary research, for example, books and white papers. The results of our
current study were drawn from qualitative analysis. To enable analytical and statistical
generalizations, quantitative analysis can be considered to complement our findings.

4. Results

This section presents the results for each of the research questions as stated in Section 3.2.
The grounds for the results are the papers found in the SMS. The number of papers that
have been kept in each step described in Figure 2. It can be seen, that in the end 52 papers
have been kept to fulfil the aim and the scope of this SMS and to answer the research
questions. A complete list of papers included in the SMS can be found in Appendix A and
on the online link [28].

4.1. Evaluation of methodological quality

The primary use of the MMAT tool in this SMS is to support the identification of empirical
studies based on the screening questions. The 52 papers included in this review have
been re-evaluated based on the MMAT quality criteria for these empirical studies. MMAT
categorizes papers into: qualitative studies, quantitative randomized controlled trails,
quantitative non-randomized studies, quantitative descriptive studies, and mixed-methods
studies). We perform this categorization of the 52 included papers and assess their quality
based on the MMAT methodological quality criteria.

We rate the papers into two groups: low methodological quality studies and high method-
ological quality studies. Studies which score 0 in one or more of the MMAT methodological
quality criteria questions, are categorized as studies with a low methodological quality.
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Studies which score 1 in all of the MMAT methodological quality criteria, are categorized
as studies with a high methodological quality.

The MMAT-based quality assessment reveals that, for a subgroup of the qualitative
studies (11 out of 33), the methodological quality is considered low. These studies are lacking
adequate explanation of how the findings are derived from the data and an evaluation of
whether the results are sufficiently substantiated by data. This implies that the credibility
of the reported findings can be put into question. However, 22 out of the 33 qualitative
studies are considered as studies with high methodological quality. In the quantitative group
of papers, 7 studies out of 18 are considered to be of low methodological quality. These
studies are lacking discussion about the risk of non-response bias, which can indicate that
there are potential validity and reliability issues. The mixed-methods study is considered
to be of high methodological quality. We conclude that a majority of the studies (63%) are
of high methodological quality.

4.2. AI transformation conceptualization (RQ1)

Research question 1 (RQ1) concerns in which ways AIT is conceptualized in the literature.
The motivation behind RQ1 is to find existing definitions of AIT in the literature, and to
analyze these definitions to identify contradictions, similarities, or issues. This analysis can
potentially be used to establish a common and useful definition for AIT.

Method description and motivation

This research question is explored using content analysis, which helps to reduce and organize
large data to concrete concepts that describe a particular phenomenon [49]. It can be
employed using both quantitative and qualitative approaches. It can be used inductively or
deductively. Quantitative content analysis relies on the measurement instrument and its
reliability, while qualitative content analysis relies on the knowledge and experience of the
scholar [50].

Quantitative content analysis is defined as “the systematic, objective, quantitative
analysis of message characteristics” [51], in this view content analysis is a quantitative
method that includes human coding and computer text analysis. In addition, the quantita-
tive content analysis approach does not rely on the researcher. Moreover, the empirical
results can be reproduced if sufficient care has been taken during the design, execution, and
reporting of the research. On the other hand, qualitative content analysis follows a similar
coding process of a phenomenon, but mainly relies on the researcher’s comprehension of
the text/context.

In this study, we apply both methods: first we perform an inductive content analysis
(ICA) to improve our understanding of the existing definitions. Inductive content analysis is
used when there is insufficient or fragmented knowledge about a particular phenomenon [52].
It is used as a tool to identify repetition or commonality of use of a word, phrase, or text
which appears in a document. The concept of content analysis is to identify commonalities
in the text, gather it into groups, and evolve understanding of it [53].

The process of ICA comprises three steps: preparation, organization, and reporting
of results. In the preparation step, the focus is on collecting the data. In this study, the
collection of data for the analysis is performed based on the guidelines by Kitchenham [39].
In total, 52 primary studies were included in the analysis. This process and the systematic
procedure of the literature review strengthens the trustworthiness of the data collection [49].
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We argue that the methods for selecting the data for the SMS ensure an acceptable level
of trustworthiness for answering the research questions of our interest. In the organization
step, we review the conceptualization of AIT in the literature. This is a crucial step in
understanding the work that has been done within the field [54], and will help us to find
common understanding, definitions, and keywords used.

Results and analysis

When reviewing the articles in the final selection, we find that only 21% (n = 11) include
a clear definition of transformation related to technology. The remaining 79% (n = 41)
articles discuss AI transformation without providing a definition.

We follow the abstraction process [52] and identify five general themes. The purpose of
these themes is that they help us gain a better understanding of the different perspectives
discussed related to AIT, which is the main topic of our investigation.

The first theme is focused on transformation, where emphasis is put on the process
of change, and transition from the current state to a new state. This type of transition
seems to usually happen in the form of evolution or revolution. The second theme, fourth
industrial revolution, includes common phrases related to digital technologies that provide
intelligent and innovative solutions, such as smart city, smart manufacturing, and smart
agriculture. The third theme, the organization and its environment, consists of the forces that
influence the organization’s current status, such as adoption, adaptation, and integration
of smart technologies. The fourth theme, enterprise architecture is focused on the way the
organization strategizes and organizes, as well as its capabilities and structure. The last
theme, idea transformation, concerns how organizations transform through ideation as
a form of innovation. It can be radical, incremental, or a consequence of the ambidexterity
of the organization.

The overview of AIT literature by means of categories indicates that prior studies lack
an integrated approach to AIT and the associated challenges due to this transformation.
The literature uses digital transformation as a common denominator for any kind of
technological transformation. In all reviewed articles that discuss ideas related to AIT,
the authors use digital transformation as a concept. However, digital transformation per
se does not always involve AI. Hence, AI, in our view, is focused on smart technologies,
intelligent machines which can work, act and have human-like abilities [55]. We follow
the overarching definition of Russell and Norvig [24], which discusses the possibility of
machine to perform as humans in terms of thought processes, reasoning, and behavior, i.e.,
intelligent systems that can think humanly, act humanly, and learn as humans.

We are unable to find any definition for AIT in the literature. One likely reason for this
is the lack of a universal definition of AI. For example, depending on the context, AI is
sometimes described as including areas such as machine learning, big data analytics, and
even Internet of things. In other contexts, machine learning, natural language processing,
and computer vision are described as sub areas of AI. Some definitions of AI assume the
narrow, data-driven applied AI that is pervasive in many sectors today. Other definitions
assume the general, human-like AI. There are definitions of AI that benchmark the level of
intelligence by comparing with human performance. Other definitions assume objective
measures of intelligence. These multiple views of intelligence and of AI are captured well
in what could arguably be considered as the standard textbook on AI [24].
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It is important to define and clarify the meaning of AI before defining AIT. Once
a suitable definition of AI is adopted, it can serve as a starting point to define and describe
AIT. We propose a definition of AIT in Section 5.

Evaluation of validity

We performed an additional quantitative content analysis of the abstracts and titles of the
articles included in the study. We counted the frequencies of words (excluding punctuation
and stop words) to explored the patterns and clusters of terms used. This quantitative
content analysis is fully reproducible in that a researcher can perform the same analysis on
the same abstract and title corpus and achieve identical results2.

The top-20 most frequent words in the abstracts and titles of the articles included in
this study are listed in Table 6 [28]. It is clear that the most frequent words correspond
well together with the five manually identified themes. In Table 7, we report on an analysis
of bigrams (consecutive written words) in the abstracts of the papers included in this study.
When reviewing the list of most frequent bigrams, we identify a clear mapping to the five
identified themes and, in addition, some key phrases related to academic research.

Table 6. The top-20 most frequent words in the abstracts and titles of the articles
included in this study. For a full list of words, including common English language construct words

(refer to the linked data sheet for more detailed information [28])

Word Frequency Word Frequency

data 84 analytics 30
study 77 transformation 29
business 61 value 28
research 60 adoption 27
digital 52 paper 26
big 43 case 25
smart 40 technologies 24
technology 40 process 23
organizational 33 model 22
new 32 impact 21

Table 7. The top-20 most frequent bigrams (consecutive written words)
in the abstracts of the articles included in this study

No. Bigram Frequency No. Bigram Frequency

1 big data 45 11 originality value 11
2 artificial intelligence 20 12 publishing limited 11
3 data analytics 19 13 change management 10
4 digital transformation 19 14 data driven 10
5 dynamic capabilities 13 15 digital technologies 10
6 case study 12 16 firm performance 10
7 decision making 11 17 case studies 9
8 design methodology 11 18 industry 4.0 9
9 emerald publishing 11 19 smart manufacturing 8
10 methodology approach 11 20 business value 7

2The R scripts used to perform the content analysis are provided in the linked data sheet [28].
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AI receives significant attention and the discussions on AI and its consequences are
becoming more and more frequent. The question is what is actually known about such
consequences. We argue that there is a need for a useful definition of AIT. The reason
for this is that, unlike other forms of digital transformation, AI shifts cognitive work
from human actors to computers. The consequences for many organizations are therefore
likely be more significant. We also suggest more focused research related to specific AI
technologies and their respective impact on organizations.

4.3. The main research methods used in AI transformation research (RQ2)

Research question 2 (RQ2) concerns which research methods are used in research related
to AIT. The motivation behind RQ2 is that we want to acquire an understanding of which
research methods are commonly used, as well as gaining more knowledge concerning how
the methods are used and reported in published work. This allows us to assess the maturity
of the research, and to characterize the existing body of knowledge generated in the field.

We review the 52 primary studies included in this study. The analysis reveals that there
is a multitude of research designs employed in AIT research. The majority of research tends
to be qualitative (n = 33) in nature. Also, 18 articles employ a quantitative approach, and
one article uses a mixed-methods approach [28].

The quantitative studies are primarily based on surveys or questionnaires. Common anal-
ysis approaches include structural equation modeling and partial least squares, descriptive
statistic, correlation analysis, and basic regression analysis.

The qualitative studies primarily use case studies and interviews as the method of data
collection (n = 21). In some cases, secondary data are used for additional data collection.
This document analysis involves, for example: white papers, archive documents, and other
forms of documentation. Analysis is mainly performed through content analysis using
various coding techniques. The use of data triangulation increases the credibility of the
results. In these studies, the authors overcome a common bias that would occur when only
one research method is used. However, it does not imply that the results can be generalized.
In 33% of the qualitative studies (n = 11), the primary analysis method is not presented.
For the purpose of scientific clarity and reproducibility, the full disclosure and motivation
of the primary data analysis approach is paramount [56]. The lack of such descriptions and
motivations significantly reduces the credibility of the findings, and the conclusions that
have been drawn.

We identify one article which uses a mixed-methods approach to gather empirical data
from a real-world setting (Stantec in Edmonton, Canada) [57]. In this article, a case study
is performed. In the case study, interviews are combined with regular check-ins, document
analysis with data mining, social network analysis, surveys, and a snowball sampling
strategy. The use of mixed-methods to answer a specific research question provides both
breadth and depth evidence [46]

In many cases, it is difficult to classify published empirical research articles in a simple,
unambiguous way, according to which data collection and analysis method are used. One
reason is that many published research articles do not provide clear descriptions of how the
data collection and analysis are performed. Another reason is that some research articles
use multiple methods for data collection and analysis. We identify which of the selected
articles do not describe their analysis approaches (n = 11). We then study the remaining
articles (n = 41) to extract any listed data collection or analysis method. We argue that
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our categorization is sufficiently correct to allow us to summarize the nature and maturity
of the selected articles.

4.4. The theoretical perspectives and frameworks in the field (RQ2.1)

Research question 2.1 (RQ2.1) concerns which theories and frameworks are adopted in
AIT research. The motivation behind RQ2.1 is that we identify AIT as inherently interdis-
ciplinary. Due to this, theories and frameworks may come from multiple disciplines, which
could make it difficult for a specific discipline to make sense of results and conclusions. An
understanding of the underlying theories and frameworks of AIT enables the establishment
of a unified framework, in which results, and conclusions could be reinterpreted by any
discipline, and by stakeholders from the private and public sector.

The linked data sheet [28] describes the main theories and frameworks adopted in AIT
research (see Figure 4 for a stacked bar graph of the 52 included papers). Out of 52 articles,
14 (26%) of the studies clearly mentioned the use of a theory, model, or framework. These
14 studies are found to use 19 different theories that can be grouped into three major
categories. The first category uses theories/frameworks within the domain of business and
economics: socio-technical systems, the contingency theory, network theory, the theory of
the growth of the firm, the resource-based view, the organizational evolutionary theory,
and the dynamic capabilities view theory.

The second category uses theories/frameworks within the domain of psychology: the
stimulus-organism-response, the psychological reactance theory, decision making and mental
models, and the information processing theory. Additionally, one can find theory that is
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Figure 4. Stacked bar graph of the types of research methods used versus the theories
used with respect to the 52 included papers
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used within the domain of computer science and information technology, i.e., technology-
-organization-environment. In this category, we also decide to include the diffusion of
innovations theory even though it can be related to various domains (e.g., business and
economics, psychology, and so on).

We observe that 32 of the qualitative studies lack theoretical grounding, while only
five of the quantitative and the mixed-methods studies do not discuss theoretical grounds
(11 quantitative and 3 studies use theory a a foundation). Since qualitative studies tend to
be more descriptive and generally not aim for statistical generalizability, the use of theory
helps to clarify the logic behind the selected methods. Also, it allows the researcher to
reveal existing biases about a study and support the researcher with the primary analysis
and interpretation [58]. In quantitative studies, the theory is the foundation for testing
and answering the research question, and the research design is built on identifying the
theoretical framework that will support the research structure [59].

Based on the results of this SMS, we emphasize the need for more theory research
focused on the impact of AIT on organization.

4.5. The real-world scenarios and contexts
in AI transformation research (RQ2.2)

Research question 2.2 (RQ2.2) concerns which real-world scenarios and contexts are studied
in AIT research. The motivation behind RQ2.2 is that we want to identify the extent or
maturity of AIT in different domains, and to explore potentially unique characteristics
related to AIT in these domains.

The analysis reveals that AIT research is conducted related to a number of industrial
or societal domains. See Figure 5 for a horizontal bar chart of the 52 included papers.
We categorize the domains into general segments and describe sectors. The categorization
leads to four sectors: the industrial sector, the service sector, the knowledge sector, and
the extraction sector. In the industrial sector, manufacturing is the most common industry
discussed in the literature. In the service sector, the finance industry (banking, finance,
accounting and auditing, and insurance) is the most frequently studied, followed by
healthcare. The last two sectors are less represented. In the knowledge sector, high-tech
and information technologies are the main industries discussed in the literature. In the

2

1

4

3

2

3

3

6

3

2

2

1

2

4

4

2

1

5

4

3

6

7

1

1

12

10

0 5 10 15 20 25

Survey

Secondary Data

Observations

Literatur Review

Interview

Case Study

Number of sectors studied with respect to the 52 included papers 

Extraction Industry Knowledge N/A Service

Figure 5. Horizontal bar chart of the types of data collection methods used versus the sector
studied with respect to the 52 included papers

20

https://www.e-informatyka.pl/index.php/einformatica/volumes/volume-2022/issue-1/article-8/


Einav Peretz-Andersson, Richard Torkar e-Informatica Software Engineering Journal 16 (2022) 220108

extraction sector the studied domains include agriculture, oil, and gas (refer to the linked
data sheet for more detailed information [28]).

To identify the maturity of AIT research in different domains, we also review the
distribution of papers in terms of publication venue. The 52 primary studies included in
the review are published in 44 different journals that belong to 15 different focus areas.
Of these 44 journals, 33 are ABS3-listed journals, and three are CORE4-listed journals.
In addition, we present the three-citation indices based on Web of Science, which covers
the articles in this study in Appendix B the linked data sheet [28]. In total, 21 articles are
included in SSCI5, 6 articles are listed SCIE6, six articles are included in both, 7 articles
are included in ESCI7, and 4 articles are not listed in any index.

It is clear that AI is increasingly influential as technology area, and the results of this
SMS shows the attention AIT has within various domains. We observe for the results that
the most discussed sectors are the industrial sector (manufacturing), and the service sector,
while big data analytics is the most researched AI technology when discussing AIT.

4.6. Future research (RQ3)

Research question 3 (RQ3) concerns the emerging questions for future research and the
important research gaps in the area. It is important to identify the major trends of AIT
research and to identify research gaps, as they seed new research opportunities. In addition,
an ever-increasing number of organizations are looking into how to transform due to AI.
The identified research gaps may allow new research that helps these organizations reap the
benefits and mitigate the risks involved in AIT. The review of the 52 articles included in
this study identifies potential opportunities for future research and outline future research
directions related to AIT. This can be beneficial both to academics and professionals.We
summarize the “future research” section from primary study, and we discuss the gaps
appearing when mapping studies. We identify at least six avenues for future research.

Research methods

From a theoretical point of view, there is still a lot of potential for research in the field
of AIT. The use of multiple measurement methods, or the use of various approaches to
investigate AIT is suggested [60]. The use of mixed-methods approaches, increased sample
sizes and in different industries would be of significant value [57]. In addition, future
research could take alternative approaches, such as field experiments [61]. Moreover, the
need to use various primary data collections to validate research findings and uncover

3ABS ranking list is a guide to the range and quality of journals in which business and management
academics publish their research. Its purpose is to give both emerging and established scholars greater
clarity as to which journals to aim for, and where the best work in their field tends to be clustered.

4CORE provides assessments of major journals in the computing disciplines (https://www.core.edu.au/
home).

5SSCI, stands for Social Science Citation Index, which covers over 3, 400 journals across 58 social
sciences disciplines, as well as selected items from 3, 500 of the world’s leading scientific and technical
journals (https://clarivate.com/webofsciencegroup/solutions/webofscience-ssci/).

6SCIE, stand for Science Citation Index Expanded which covers over 9, 200 of the world’s most impactful
journals across 178 scientific disciplines (https://clarivate.com/webofsciencegroup/solutions/webofscience-
scie/).

7ESCI, stands for Emerging Sources Citation Index which cover all disciplines and range from inter-
national and broad scope publications to those that provide deeper regional or specialty area coverage
(https://clarivate.com/webofsciencegroup/solutions/webofscience-esci/).
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the impact of AI is emphasized [62]. Furthermore, the importance of the use of various
databases and sources is stressed [63]. More research is needed to strengthen the validity
of smart technology transformation research [64].

Theoretical foundations

Future research should consider potential links to existing theories, which help to explain,
predict, and understand AIT. The articles included in this study discuss potential opportu-
nities for theoretical assumptions, which should be reviewed as a basis for investigation of
organizational change fueled by smart technologies. Further research can be accomplished
by the use of various theories related to the interaction, assessment and comparison of
organizations ordinary capabilities vs. dynamic capabilities [65].

Societal aspects

Legal, ethical, societal, and economic changes which are the result of AIT are relevant for
future investigation [66]. Legal and ethical considerations in relations to societal anticipation
is an important aspect from an organizational perspective and it provides a broader
perspective of the consequences concerning AI [11]. When studying AIT, researchers should
consider the development of organizational and societal expectations, the outcomes related
to opportunities, and the challenges involving AI. These factors and their implications
from an organizational perspective, we argue, are highly relevant for future research.

The importance of ethical challenges related to smart technologies, new data sets,
algorithms, and various AI solutions and machine learning is stressed [67]. Additional
research, along those lines can be taken from different organizational perspectives (operation,
strategy, structure, process, human labor, and so on). This may lead to an increase of
the level of usage and understanding of the concept of AI. It is argued that an increased
understanding of the factors that shape experiences on the transition age, not only of
technological changes, but also of any social and economic changes, may lead to a better
adaptation of smart technologies. It is further argued that there is a high value in the
collaboration between academia and industry, which can help to identify business, technical,
and societal challenges in the implementation of smart technologies [68].

The impact of adoption and adaption

The value of exploring the impact of investing in big data analytics to create higher-order
capabilities or dynamic capabilities is discussed [62]. The impact of AI capabilities on firm
performance should be studied from an organizational perspective, in a way which makes
it possible to comprehend the importance AI personal expertise and AI infrastructure. In
this way, organizations will be able to improve their business value and to gain a better
understanding of AI. It is claimed that organizations, while adopting AI, should consider
the impact on the firms [57]. A comparison of various findings and trends related to
smart technologies can be beneficial to gain an understanding of the capabilities of smart
technologies and its effect on the organization. Further research could explore the advantages
and disadvantages of AI and its impact on organizational structures [57]. To extend the
concept of technological transformation one should examine the adoption of one specific
digital innovation in a particular organizational context, as well as verifying and elaborating
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on this particular context, and examine how boundary relations are reconfigured in other
contexts and with other digital innovations [69].

The effect on human capital

The discussion on the effect of new technologies on human capital and organizations is not
new, but rather a continuous discussion of previous industrial revolutions and changes in the
labor market. It is stated that “any worker who now perform his task by following specific
instructions can, in principle, be replaced by a machine” [70]. The authors further claim
that physical jobs that disappear from the market as a result of the industrial revolution
increase the need for the mental capacity of human labor and the importance of training
and retraining of the labor to better anticipate future structural changes. The importance
of creative imagination, entrepreneurship, and leadership are emphasized and viewed to be
irreplaceable by a machine: “without creative imagination, neither art nor science could
possibly advance” [70].

Furthermore, it is emphasized that an organization’s future, based on new technologies,
will cause some jobs to disappear [3]. But from the nature of capitalism (or humans) it will
create other jobs which we cannot easily predict [3].

The user perspective plays a vital role in the way AI transforms. Future research
that focus on potential moderators to the impacts of users’ psychological reactance is
suggested [71]. Moreover, it is pointed out that the most important factor in organizational
transformation is not the technological but rather the managerial factor, along with employee
attitudes [72]. A holistic view for future research is discussed, which should emphasize the
need for collaboration between researchers and practitioners to contribute for clarifying
the relevance of human resources in the firms’ transformation and processes [73].

A focus is suggested on the reciprocal and symbiotic relationship between intelligent
technologies and human capital, which will have a complementary role in the future
organization [74]. The investment made in organizations to develop new technologies, or
implementing new technologies such as AI, leads to investments in human capital in a way
that can complement and support the decision-making. However, this type of human
capital, that is complementary to AI decision support, is not adequately researched or
identified. It is emphasized that future research should emphasize and compare the behavior
of employees and managers in the context of delegation of strategic decision to a human
being or an algorithm [75].

Complementary contexts

Smart technologies and their effects on the organization are investigated in various contexts.
To enable a thorough understanding of AIT further research can be taken in various
contextual basis. Published studies could be repeated in developing countries and different
industries and sectors, or to compare between organizations of similar size [22]. Similar
ideas are suggested that urge to also test conceptual models and theories in various service
industries [71]. The research around AIT should extend the target research areas and cover
more regions such as specific European and American countries to compare findings in
emerging and developed economies and to increase generalizability [76].
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5. Discussion

5.1. Understanding and defining AI transformation

In the last sections, we elaborate on our impetus for conducting an SMS on AIT, as
a key concept for incremental and radical change that will lead to a transformation in
the organization. AI and its technologies (for example: computer vision, machine learning,
natural language processing, and robotics) are reshaping organizational structure, processes,
organizational learning, work routines, knowledge management, products, and services [37].
AI involves both challenges and immense opportunities, its capability to manage information
and knowledge required change in organizations culture, mindset and skills and organization
that will understand and act on it will probably get a competitive advantage. AI counter
business, and the reciprocity relations, and influence it has on each other is discussed [77].
AI changes organizations, but organizations influence the way AI develops. Understanding
this link between the two is highly relevant from a research perspective.

Researchers from various disciplines should collaborate to understand and improve
the connection between the technology and the organization. AI and its effects on the
organization is unavoidable [23], however, it is important to understand the concept of AI
and its implications, while understanding its relationship to the organizational structure,
leadership, culture, vision, and mission and the human attributes within the organization.

In this SMS, we aggregate the body of knowledge on the relationship between AI and
organizational transformation, map the field, and identify the research gaps that represent
opportunities for future studies. Our SMS follows Kitchenham’s suggestions on conducting
an SMS [39] and identifies 52 articles published in various journals. We present three
main research questions and adopt both qualitative and quantitative approaches based
on the analysis of the 52 articles to increase the trustworthiness of this study, and to give
a thorough understanding of the phenomenon from different perspectives. In addition, the
use of both methods was complementary; the strengths of one approach supplemented the
weaknesses of another [78].

In general, from the review, we observe that MMAT reveals that very little empirical
research is conducted on the topic of the SMS. We find that the topic is discussed in
various academic disciplines and uses various methods, and theories, however only a few
use established theories. We identify a number of themes as discussed in Section 4: The
organization and its environment, enterprise architectures, idea transformation, and the
fourth industrial revolution. Four sectors were identified: The industrial sector, the service
sector, the knowledge sector, and the extraction sector (agriculture, oil, and gas). However,
the most discussed sectors were the industrial sector and the service sector, while big data
analytics is the most reviewed AI technology when discussing AIT.

However, we were unable to find a concise and useful definition of AIT. The available
research that brings up this phenomenon is often focusing on digital transformation, and
there is a substantial scientific discussion around digital transformation but few studies
focused only on AI. However, we emphasize the need for a definition of AIT. The reason for
this is that, unlike other forms of digital transformation, AI will clearly shift cognitive work
from human actors to computers. The consequences for many organizations is significant.

We view AIT as an interdisciplinary phenomenon. In this context, we thus define
AIT as:
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Definition 1. the ongoing change in organizational dimensions (strategy, structure, people,
technology and processes), subject to constraints and interests of external forces (customers,
suppliers, partners, competitors, regulators), and manifested in AI readiness.

This division into organizational dimensions and external forces is suggested in an
existing work on e-business transformation [79]. In this definition, organizational dimen-
sions refer to strategy as the way organizations determine their goals, their actions, the
implementation, and the resource allocation required for achieving these goals [80]. The
structure is the way an organization is designed and the way it administrates, which is
linked to the effectiveness, the coordination, and the communication of the organization [80].
The organizational processes are linked with the strategy and structure. The processes are
essentially sequences of tasks, distributed in time and space. They are required to assign
tasks to people and to accomplish these tasks [81]. The external forces are uncontrollable
factors that can influence an organization. AI technology can refer to either the actual
hardware and software systems which are based on AI, or to the knowledge, skills, and
processes required to apply AI in the real world. These definitions of AI technology are
based on typical definitions of technology (see for example [82]). Most researchers discuss
the internal dimensions and the external forces as two separate agents of change. In our
view, AIT occurs when one or more of the organizational dimensions or the external forces
change due to the use of AI technologies. Transformation, on the one hand, can be of
a revolutionary nature, where the organization changes radically and quickly along one or
more of the organizational dimensions. On the other hand, transformation can also be of
a gradual or incremental nature, where the organization, in a discontinuous way, respond to
basic changes in its environment [83]. An organization that has a clear sense of its position
along the organizational dimensions is able to align itself properly to external factors.

The AIT Playbook8 discusses the journey of a successful organization’s transforma-
tion, and the leveraging of AI capabilities to significantly advance, due to the use of AI
technologies. Our definition of AIT is concretely connected to the knowledge and insights
about successful AIT provided in the playbook. The AI transformation playbook describes
various relevant organizational aspects (for example: resources, AI expertise, up-skilling
people, adjustment of processes and strategy).

Our definition categorizes these aspects into organizational dimensions. It also adds
the perspective of external forces (interests and constraints originating from outside
the organization), and introduces AI readiness to quantify the level of fulfilment of the
transformation. We argue that our definition provides the research community with a clear
description, which can be criticised, elaborated upon, and used to frame future work. It also
provides organizations with a foundation for their AI journey and a basis for evaluation of
the progress.

6. Conclusions

In this study, we systematically review the field of AI and organizational transformation,
and provide a thorough understanding of the field. By doing so, we identify gaps in research
that represent potential opportunities for future study. Despite the popularity and attention
related to AI and its effects on organizations, this Systematic mapping study (SMS) shows

8AI Transformation Playbook, https://landing.ai/ai-transformation-playbook/
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that the number of studies discussing this topic are opinion papers rather than scientific
research papers.

The results reveal that there is no existing useful definition of AIT and that in the
sample we identify there are few empirical research papers. Existing work on AIT originates
from various academic disciplines and domains. This shows that AI is interdisciplinary in
its nature and that it has impacts on various domains and industries. AIT researchers are
mainly using qualitative methods. We provide a new definition for AIT and attempt to
consolidate and relate existing work from the various disciplines and domains. We also
observe a clear need for research using mixed methods approaches.

This Systematic mapping study enriches the current state-of-the-art knowledge regarding
AIT research. We propose several directions for future research, including: a Systematic
mapping study to determine, for each specific AI technology, how it transforms organizations.
Another proposed direction for future work is to explore how one particular dimension of
the organization (i.e., strategy, structure, people, technology, processes) transform based
on the implementation of AI technology. It could be interesting to look into AIT in various
contexts, such as: private sector vs. public sector, different industries, different size of
organization and the context of various countries (developing countries vs. industrialized
countries and so on). The use of mixed-methods research approaches to investigate AIT
will give a more broad view about this phenomenon.

This SMS reveal that there is a substantial scientific discussion around digital transfor-
mation, but only few works discuss the concept of AIT. In this SMS we develop a definition
for AIT. This definition can be used as a foundation for future work involving the impact
of AI on organizations.

The selected 52 papers in this SMS should be interesting for industry, academia and
public sector since it may contain relevant information for practitioners. We believe that the
results of this SMS can be a foundation for improvements of the collaboration between these
three actors. The university responsibility should be knowledge production, the industry is
responsible for market and economic production and exchange, and the government stands
for policy making.

The results introduced in these papers can provide valuable insight for organizations
which are adopting AI.
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