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Feedforward Neural Network-Based EVM
Estimation: Impairment Tolerance in
Coherent Optical Systems

Yuchuan Fan
Aleksejs Udalcovs
Vjaceslavs Bobrovs
Marija Furdek

Abstract—Error vector magnitude (EVM) is commonly used for
evaluating the quality of m-ary quadrature amplitude modulation
(mQAM) signals. Recently proposed deep learning techniques for
EVM estimation extend the functionality of conventional optical
performance monitoring (OPM). In this article, we evaluate the
tolerance of our developed EVM estimation scheme against various
impairments in coherent optical systems. In particular, we analyze
the signal quality monitoring capabilities in the presence of residual
in-phase/quadrature (IQ) imbalance, fiber nonlinearity, and laser
phase noise. We use feedforward neural networks (FFNNs) to ex-
tract the EVM information from amplitude histograms of 100 sym-
bols per IQ cluster signal sequence captured before carrier phase
recovery. We perform simulations of the considered impairments,
along with an experimental investigation of the impact of laser
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phase noise. To investigate the tolerance of the EVM estimation
scheme to each impairment type, we compare the accuracy for
three training methods: 1) training without impairment, 2) training
one model for all impairments, and 3) training an independent
model for each impairment. Results indicate a good generalization
of the proposed EVM estimation scheme, thus providing a valuable
reference for developing next-generation intelligent OPM systems.

Index  Terms—Optical communication, optical fiber
communication, feedforward neural networks, signal processing,
monitoring.

1. INTRODUCTION

PTICAL communication networks are evolving towards
O simultaneous support of various types of data traffic
driven by fifth-generation (5G) mobile networks, cloud services,
and data centers. The massive increase in data traffic requires
advanced optical networks to meet the ever-growing capacity
demand [1]. These complex network architectures make better
use of available resources by integrating key enabling tech-
nologies such as reconfigurable optical add-drop multiplexers
(ROADMs), flexible grids, and advanced modulation formats
[2]. Optical performance monitoring (OPM) is crucial for adap-
tive, reliable, and efficient management and operation of optical
networks. Estimating transmission performance is required for
both the intermediate network nodes and the receiver [3], by
monitoring various network performance parameters to ensure
the best utilization of available resources. Monitored parameters
can include optical power, optical signal to noise ratio (OSNR),
error vector magnitude (EVM), etc. EVM is a measure of sig-
nal error statistics for m-ary quadrature amplitude modulation
(mQAM) formats, which can be related to OSNR and bit error
rate (BER) [4], [5] for each specific modulation format within
a certain range of practical impairments. Monitoring EVM can
extend the functionality of OPM modules by providing intuitive
error statistics of the system to network analytics functions.
Traditionally, EVM calculation requires receiving millions of
symbols [4]. Such a cumulative process is time-consuming
and inconvenient for OPM implementation. In addition, the
prohibitive cost of OPM equipment limits its placement to
only a subset of network nodes. Therefore, the development
of lower-complexity OPM strategies can enable its ubiquitous
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department at optical network nodes while enhancing the mon-
itoring capabilities and reduce the associated costs [3], which
motivates the need for a versatile and simple EVM estimation
scheme.

Deep learning (DL) techniques have been shown to achieve
state-of-art accuracy and efficiency [6]-[8] and are, therefore,
widely studied as enablers of intelligent OPM schemes. Re-
cently, DL-based EVM estimation schemes have been proposed
to monitor coherent system signal quality [9]-[12]. The first
attempt at intelligent EVM estimation used convolutional neural
networks (CNN5s) in conjunction with constellation diagram of
received signal [9]. The study in [10] provided insight into the
possibility of skipping carrier phase recovery (CPR) to simplify
and speed up EVM estimation. In [11], a scheme based on
a feedforward neural network (FFNN) was proposed to infer
the EVM from an amplitude histogram (AH) of a short signal
sequence captured before the CPR module. This approach im-
proves agility and energy efficiency for implementation thanks
to the simplified signal processing and light neural network
structure. An initial experiment of laser linewidth tolerance of
FFNN-based scheme study was conducted in [12]. However, it
is still unclear what is the contribution of individual degradation
sources. To address this gap, in this paper, we focus on assessing
the impact of physical layer impairments on the performance
of an EVM estimation scheme by using datasets obtained via
simulations and experiments. We use FFNN conjunction with
vectorized AHs as the EVM estimation scheme, since it par-
ticularly relaxes the training and inference time, and energy
consumption, compared with CNN-based scheme [11].

As the digital signal processing (DSP) techniques mature,
coherent optical systems can recover linear and nonlinear trans-
mission impaired signals [13]. However, practical imperfec-
tions common in deployed transceivers and systems might still
impact the recovered signal, which can induce impairments
such as in-phase/quadrature (IQ) imbalance, fiber nonlinearity,
laser phase noise, etc. IQ imbalance (IQI) refers to gain/phase
mismatch of the I and Q channels, which can be introduced at
the transmitter (Tx) or receiver (Rx) side [13], [14]. An imper-
fectly compensated system will result in the signal containing a
small amount of residual IQ imbalance. Besides, the long-haul
transmission systems require higher launch power (LP), which
exacerbates fiber nonlinearity. Moreover, semiconductor lasers
with Lorentzian linewidths (LW) in the 1-10 MHz range can be
used in coherent optical transceivers for metro and access range
applications [15]. These cost-efficient type lasers can induce
high phase noise to the systems. All these impairments trigger
transmission penalty even after DSP and may result in inaccurate
signal quality monitoring. Therefore, it is necessary to analyze
the performance of the signal quality monitoring scheme in such
systems.

In this paper, we investigate the robustness of the previously
proposed FFNN-powered EVM estimation scheme [11] for co-
herent transceivers in the presence of practical imperfections.
The main contribution of this work are as follows: (i) differ-
ent causes of degradation, i.e., residual 1Q imbalance, fiber
nonlinearity, and laser phase noise, are studied separately via
simulation; (ii) the capability of signal AH to represent laser
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phase noise features is examined; and (iii) a detailed insight into
residual imperfection evaluation of experimental systems is pro-
vided. The considered modulation formats are square 64QAM
(8g-64QAM) and circular 64QAM (C-64QAM) [16], with 64
constellation clusters. The included C-64QAM is an example
of geometric shaping to test the generalization of the EVM
estimation model. We simulate the considered impairments indi-
vidually with ASE noise and collect corresponding AH datasets
for further signal quality monitoring investigation. Moreover,
we conduct an experimental study of the effect of laser phase
noise on EVM estimation. The results show that the proposed
EVM estimator performs well when the system is impaired
by residual IQ imbalance or fiber nonlinearity. For laser phase
noise impaired systems, opposite estimation results are observed
when the FFNN models are trained with the simulation and the
experimental datasets. The trained model does not perform well
for the simulation dataset. This interesting finding indicates that
AH-based performance monitoring works better when the signal
phase distortions are coupled with other practical impairments
like the IQ imbalance, revealing extractable phase information
for estimation. This paper is organized as follows. Section II
describes setups for different impairment scenarios, dataset col-
lection, and the implemented EVM estimation scheme. In Sec-
tion III, the EVM estimation results are presented and analyzed.
Finally, Section IV concludes the paper.

II. OPERATING PRINCIPLES

This section begins by presenting signal collection setups for
IQ imbalance, fiber nonlinearity, and laser phase noise. The
collected signals are further processed into AH datasets as the
input of the EVM estimator. We use VPItransmissionMaker™
[17] to simulate all considered impairments, while an experiment
is conducted for laser phase noise in addition. At the end of
the section, we describe the operation principle of the EVM
estimator and the FFNN structure.

A. 1Q Imbalance

IQ imbalance is a typical impairment in coherent transceivers
induced by the hardware components introducing the signal’s
amplitude mismatch and phase deviation [13], [14], [18]-[20].
The amplitude mismatch sources include an electrical amplifier,
electro-optical response between I and Q channels, photodetec-
tor, and transimpedance amplifiers. Phase deviation in the phase
modulator and optical hybrid can introduce IQ imbalance for
Tx and Rx, respectively. The IQ imbalance of Tx is normally
pre-calibrated and compensated in commercial systems. In this
work, we mainly focus on residual IQ imbalance resulting from
the coherent receiver. The IQ imbalance scenarios include phase
imbalance ¢ = [—5: 4-5] deg and 1% amplitude mismatch in the
optical hybrid. Fig. 1 shows the 32 Gbaud single-polarization co-
herent back-to-back simulation setup for residual IQ imbalance
signals collection of both Sq-64QAM and C-64QAM. Each 1Q
imbalance case contains 10 different OSNR values ranging from
26 to 44 dB. The Tx and local oscillator (LO) laser linewidth
are 100 kHz in the simulation setup for IQ imbalance and fiber
nonlinearity studies.
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Fig. 1. IQ imbalance simulation setup. OBPF: optical bandpass filter, LO:

local oscillator, ADC: Analog-to-digital converter.
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Sq-64QAM/C-64QAM [—
Coherent Tx. Ch1

32GBaud
Sq-64QAM/C-64QAM
Coherent Tx. Ch3

Coherent Rx.

32GBaud
Sq-64QAM/C-64QAM —
Coherent Tx. Ch5

Fig. 2. Launch power simulation setup. MUX: multiplexer, EDFA: erbium-
doped fiber amplifier, SSMF: standard single-mode fiber, DEMUX: demulti-
plexer.

B. Fiber Nonlinearity

The optical fiber nonlinearities are non-negligible for wave-
length division multiplexing systems with high launch power
and long transmission distances, where they degrade the signal
quality [21]. In this regard, we investigate a 32 Gbaud 5- channel
optical fiber transmission system using the 50 GHz ITU grid,
illustrated in Fig. 2. The central channel is under the test. The
modulated optical signal is amplified by an erbium-doped fiber
amplifier (EDFA) and transmitted over a 200 km standard single-
mode fiber (SSMF) link. The chromatic dispersion coefficient,
attenuation coefficient, and nonlinear refractive index of SSMF
are set to 16e-6 s/m2, 0.2 dB/km, 2.6e-20 m%/W, respectively.
The optimized launch power per channel for the system is 6
dBm. In total, we consider 30 simulation scenarios with 1 dBm
increments of launch power values ranging between —4 dBm
and +10 dBm per channel for both Sq-64QAM and C-64QAM.

C. Laser Phase Noise

We collect two types of datasets, namely, simulation and ex-
periment, for the laser phase noise study. The simulation setup is
similar to the one in Fig. 1, except for omitting the IQ imbalance.
28 Gbaud symbol rate is employed in the simulation to match
the experimental configuration. We sweep the transmitter laser
linewidth from 100 kHz to 4.1 MHz and keep the LO laser
linewidth at 200 kHz. The total linewidth in the system ranges
from 300 kHz to 4.3 MHz. For each simulated linewidth case,
we change the OSNR from 24 to 44 dB with a 4 dB step size.

The corresponding experimental setup is shown in Fig. 3. The
transmitter consists of 50 GSa/s arbitrary waveform generators
(AWG), IQ modulator (IQM), and a less than 100 kHz linewidth
external cavity laser (ECL). We map repeated pseudo-random
bit sequence of 2!°-1 word length (PRBS-15) to Sq-/C-64QAM
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Fig. 3. Experimental setup for laser phase noise dataset collection. PRBS,

pseudorandom bit sequence; ECL, external cavity laser; EA, electrical amplifier;
IQM, in-phase and quadrature modulator; VOA, variable optical attenuator;
ASE, amplified spontaneous emission; OBPF, optical bandpass filter; DSO,
digital sampling oscilloscope.

symbols in a complex plane. Then, the symbol sequence is
filtered by Nyquist pulse shaper with a 0.15 roll-off factor and
resampled to match the AWG rate. We emulate the transmitted
signal x4, (t) with semiconductor laser linewidths from 300
kHz to 4.3 MHz

(t) = A. ej(sz (t)+epn(t)) (l)

Tlaser

where A, wr, and ¢, denote the amplitude, central emitting
frequency and phase noise of the laser, respectively [22], [23].
The digitally generated phase noise sequences use Wiener’s
phase noise model [22]

©pn (k) = opn (k—1)+ A0. 2)

Where A is an independent and identically distributed ran-
dom Gaussian variable with zero mean and variance [22]

o8 = 2w (Af - Ty). 3)

The A f is corresponding laser linewidth of the signal, and T's
is symbol period. The modulated optical signal is then amplified
by an EDFA. The signal OSNR is configured with a variable
optical attenuator (VOA) and an amplified spontaneous emission
(ASE) noise source. We collect four linewidth scenarios, and
each of them contains 6 OSNR values between 25 dB and 44 dB
and two modulation formats.

D. Neural Network Structure and Training

In the simulation, we collect 2%° number of symbols for each

transmission scenario. After collecting the signals with different
impairment types, we generate datasets with 100 AHs for each
EVM true label. The EVM true labels are calculated from the re-
ceived symbols after CPR. Each AH in the dataset is expressed as
64 bin counts, which is generated by 6400 symbols before CPR.
Fig. 4 captures the constellation diagrams of collected signals
after/before CPR, and before CPR AH examples. Besides, this
figure also provides information about the examples of EVM
versus OSNR curves and BER versus OSNR curves for the col-
lected signals. The EVM values are calculated against received
symbols centroids, which are obtained from K-means clustering
method. The BER counting adopts a hard-decision method based
on the Voronoi boundaries between received symbol centroids,
and differential decoding between quadrants. Besides, we use
Gray coding in each quadrant for symbol-to-bit demapping in
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The examples of before/after CPR constellations, before CPR AHs, BER versus OSNR curves, and EVM versus OSNR curves for different degradation

source: (a) IQ imbalance without amplitude imbalance, (b) IQ imbalance with 1% residual amplitude imbalance, (c) fiber nonlinearity, (d) laser phase noise.

the case of square QAM. In the case of circular QAM, we use
the encoding configuration from [16] as Gray encoding is not
feasible to be implemented. With the Voronoi boundary-based
hard-decision method, the impairments (including IQ imbalance
and phase noise inducing displacements of received symbol
centroids) are taken into consideration to a certain extent. One
should notice that across the modulation formats, one EVM
value may link to a different BER level at different impairments.
For example, in Fig. 4(b), the EVM-chart of ‘Sq-64QAM, 1QI
= 3deg’ performances better than that of ‘C-64QAM, IQI =
1deg’, whereas the BER-charts are the opposite. To obtain an
accurate EVM to BER mapping, the information about the
modulation format needs to be extracted, which can be done
with the same model [24], and then the information about the
received signal modulation format can be combined with the
predicted EVM values. In such a way, a lookup table can be made

in order to obtain a BER for monitoring purposes. However, it
requires diagnosis studies since these impairments are correlated
to each other. Although the correlations between EVM and BER
across different degradation source is not directly linked, the
EVM can still indicate signal quality under the same system
conditions. In general, a higher EVM is qualitatively correlated
to a higher BER. Statistical studies for accurately mapping
EVM to BER in practical impairments are worth for future
work.

Fig. 5 depicts a schematic diagram of the FFNN-based EVM
estimation scheme. The deployed FFNN consists of an input
layer, four hidden layers, and an output layer [11]. The number
of neurons for each layer is shown in Fig. 5. An FFNN is a
simple inference structure mapping the input space to an output
space by nonlinear output of the weighted sum operations in the
neurons [25], [26]. The operation of the neurons in layer m can
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Fig. 5. Block diagram of FFNN-based EVM estimation scheme.

be denoted as
Y=L (W™ 07 “)

where W and b™ are weight and bias matrices from layer m-1 to
layer m. The f,,(+) is the activation function of layer m, and we
use the rectified linear unit (ReLU) in our case [27]. The weight
and bias matrix are updated by minimizing the loss between the
estimated and the true EVM values in each epoch. To grasp small
estimation errors, we utilize the mean squared logarithmic error
(MSLE) as the loss function.

An effective and adequate dataset for training contributes to
a better generalization of the EVM estimator. Therefore, we
implement three training schemes to investigate the tolerance to
each impairment type: (i) the case with insignificant impairment
(e.g., IQI = 0 deg, LP = 6 dBm, LW = 300 kHz) to use as a
benchmark, (ii) all cases: training one model to incorporate all
impairments, and (iii) separate cases: training an independent
model for each impairment case. The number of training epochs
is 200. We use 50%, 25%, and 25% of the dataset for training,
validation, and test purposes, respectively. The neural network
model is constructed using the Keras framework [28] and
TensorFlow library [29]. All experiments reported in this pa-
per are performed on a 2.4 GHz Intel Xeon E5-2630-v3
with 64 GB of RAM and a GTX TITAN Black graphic
card.

III. RESULTS AND DISCUSSION

This section analyzes the estimation performance obtained
for the testing datasets as mean estimation error and EVM
estimation error for different impairment scenarios. The mean
estimation error is calculated by averaging the mean absolute
error of each OSNR case in the impairment scenarios.

A. Effect of IQ Imbalance

Fig. 6 shows the mean EVM estimation error for different
training methods, and both Sq-64QAM and C-64QAM modula-
tion formats are equally mixed in the datasets. When the model
is trained only on the dataset without 1Q imbalance, the test
error increases along with the increase of 1Q imbalance degree
as shown in Fig. 6(a). Besides, the residual amplitude imbalance
can degrade the model accuracy (see Fig. 6(b)). Fig. 6(c) shows
an example of Sq-64QAM estimated mean absolute error versus
OSNR levels. It can be observed that the mean absolute error is
slightly higher in the cases with lower OSNR, and the amplitude
imbalance can magnify this difference. The averaged mean

6000410

absolute error can show the trend of model performance for
each impairment. We collect further insights by analyzing the
EVM estimation error, displayed as violin plots in Fig. 7. The
blue vertical line represents the range of estimation errors in the
violin plot, and the bottom, median, and top dashes correspond
to the minimum, median, and maximum error, respectively. The
violin shape around the median dash denotes the estimation
error distribution of test samples. The shorter and broader violin
shape means that the estimation errors are more concentrated
around the median error. Without amplitude imbalance, the
trained model achieves below 0.25% EVM deviation for up to
2 degrees IQ imbalance, as depicted in Fig. 7(a). Moreover, the
performance of the model trained on all IQ imbalance scenarios
is as good as the model trained separately for each impairment
case. It can be observed that the mean estimation error and the
estimation error deviation are 0.05% and 0.25%, respectively.
When the systems include 1% residual amplitude imbalance,
although the estimation error deviation is below 0.25% for
most test samples, there are outliers for each phase imbalance
case.

B. Effect of Fiber Nonlinearity

Figs. 8 and 9 show the EVM estimation capability when
fiber nonlinearity is present in the system. For the model trained
only on the scenario with optimum launch power per channel,
the estimation performance degrades when the launch power
increases or decreases with respect to the optimum, denoted
with the red lines in Fig. 8. Training the model for all launch
power cases jointly or separately results in a mean estimation
error of less than 0.5% for all test launch power regions, de-
noted with blue and yellow curves, respectively. It is observed
that some violin shapes of launch power scenarios are broken
into two parts in Fig. 9(a) and (c). We attribute such results
to the use of two EVM true labels (one for each modulation
format) in a single model, enhanced by the higher additive
noise at the lower launch powers. This indicates that it is
hard to extract useful features from AHs with a limited-size
dataset, resulting in poor generalization for some launch power
scenarios.

C. Effect of Laser Phase Noise

Figs. 10 and 11 illustrate the EVM estimation capability
of different models trained with simulation and experimental
datasets. From the results of the benchmarking model denoted
as LW = 300 kHz, we can observe that the performance for
both the simulation and the experimental data deteriorates when
we gradually increase the linewidth value. When a single model
is trained on all LW scenarios, we achieve a mean estimation
error below 0.5% and 0.2% for the simulation and the exper-
imental datasets, respectively. A bending shape for training a
single model on all linewidth scenarios is observed when the
simulation dataset is used, as shown in Fig. 10(a). The reason
is that the phase noise information in ideal 1Q constellations
is removed by the AHs, which makes FFNN lose the ability
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to distinguish among different linewidth scenarios. In con-
trast, the results associated with the corresponding experimental
dataset show a good generalization. Different from the simula-
tion environment where impairments are ideally separated, the

signals contained in the experimental dataset are impaired si-
multaneously by several implementation imperfections, such
as laser phase noise, transmitter IQ imbalance, etc. We at-
tribute such experimental results to this hybrid impairment,
which uncovers the features that contain the phase information.
This helps the FFNN recognize different linewidth scenarios,
which have a similar error floor with individual training (see
Fig. 11(e) and (f)). Finally, as shown in Fig. 11(c), training
the model separately for different linewidth cases gives bet-
ter estimation performance on the simulation dataset, which
is considered reasonable but less practical. The added laser
phase noise has less impact on FFNN inferring EVM from ASE
noise.

In this experiment, we use Lithium Niobate-based 1Q mod-
ulator, where the bias drift is significant. This results in a
variation of transmitter IQ imbalance, which can be observed in
constellation diagrams as shown in Fig. 12(a). Most of practical
systems use the Indium Phosphide-based 1Q modulator and are
pre-compensated by a feedback loop, thus the huge variations
in IQ imbalance are not expected. Finally, after studying the im-
pairments separately via simulations, we include IQ imbalance
in the 0.3 MHz (1 deg and 0.0231% amplitude imbalance) and
the 4.3 MHz (1 deg and 1.16% amplitude imbalance) simulation
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Fig. 9.

Fig. 10.

Fig. 11.
cases.

datasets. Fig. 12(b) illustrates the comparison of estimation
results on different datasets when we train one model with mixed
modulation formats and linewidth cases. It can be observed that
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Laser phase noise simulation (a)—(c) and experimental (d)—(f) results. The model is trained on: (a), (d) LW = 300 kHz; (b), (e) all cases; (c), () separate

if more impairments are included in simulations, the estimation performance of the model.

tendency of simulation scenarios can match the experimental
setting much better. Our next phase study will concentrate on
the interactions between impairments and how those affect the
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and experimental dataset results when training one model for all linewidth scenarios.

IV. CONCLUSION

We have studied the performance of the FFNN-enabled EVM
estimation scheme for the coherent system in the presence of
practical impairments common in deployed transceivers and
systems. The impact of residual IQ imbalance, fiber nonlinearity,
and laser phase noise on the EVM estimation performance is
studied in detail. Amplitude histograms represented by 100
symbols per cluster signal sequence captured before the CPR
module are used to train the FFNN regression model. The
simulation results show that the proposed EVM estimator is
robust against IQ imbalance and fiber nonlinearity. The mean
estimation error is below 0.05% and 0.2% for 1Q imbalance
without and with residual amplitude imbalance, respectively.
The performance of fiber nonlinear is closer to the residual
amplitude imbalance, which is below 0.3%. However, when the
transmission system is mainly restricted by laser phase noise,
the simulation results demonstrate the limitations of extracting
the phase information from AHs. In this case, the model needs
to be trained separately for different linewidth scenarios to
achieve desirable performance. The proposed EVM estimator
exhibits good generalization potential when applied to experi-
mental datasets of laser phase noise. In this case, besides the
laser phase noise accounted for in the simulations, the exper-
imental setup also has other implementation penalties which
reveal phase information on AHs. Thus, the proposed EVM
estimation scheme can be used for a practical system in this
situation. This study is one step forward before looking into all
the interactions among them. In future work, we will conduct
a full analysis of IQ amplitude imbalance and phase noise
interacting with other impairments. Besides, a more effective
signal representation for laser phase noise is an interesting topic
for future studies.
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