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CRISPR-based	technologies	for	high	throughput	metabolic	engineering	of	yeast	
Christos	Skrekas	
Department	of	Biology	and	Biological	Engineering	
Chalmers	University	of	Technology	
	

Abstract	
	
The	yeast	Saccharomyces	cerevisiae	is	a	commonly	used	microorganism	for	metabolic	
engineering	applications	since	it	has	a	very	well-studied	metabolism	and	it	can	be	easily	
genetically	modified.	This	led	to	its	use	as	a	cell	factory	for	the	production	of	a	wide	
variety	of	industrially	relevant	chemicals	such	as	fuels,	cosmetics	and	food	additives.	
However,	there	is	always	space	for	improvement	of	the	productivity	metrics	of	the	
products	of	interest.	Some	of	the	challenges	that	have	to	be	addressed	are	the	efficient	
rewiring	of	the	metabolism	for	improvement	of	the	metabolic	fluxes	and	the	
performance	improvement	of	the	enzymes	of	interest.	The	development	of	metabolite	
biosensors	that	can	connect	the	levels	of	a	metabolite	of	interest	to	a	readable	output,	
has	allowed	the	use	of	high-throughput	screening	methods	in	yeast	such	as	Fluorescence	
Activated	Cell	Sorting	(FACS)	to	identify	cells	with	higher	metabolite	levels.	Moreover,	
the	CRISPR/Cas9	technology	that	has	emerged	the	last	decade	has	not	only	sped	up	the	
introduction	of	genomic	modifications	for	strain	engineering,	but	it	has	been	further	
developed	for	other	purposes	such	as	gene	expression	fine	tuning	or	base	editing.	Those	
applications	of	CRISPR/Cas9	can	be	coupled	to	high-throughput	screening	methods	and	
can	give	new	insights	into	metabolic	engineering	challenges.	
	
This	study	aimed	to	develop	various	CRISPR/Cas9-based	tools	in	yeast	along	with	their	
implementation	in	high-throughput	setups	for	solving	metabolic	engineering	challenges.	
At	the	same	time,	a	modular	cloning	system	for	CRISPR/Cas9-based	tools	was	developed	
for	making	the	molecular	cloning	of	those	tools	more	fast,	flexible	and	simple	to	use.	
Hyperactive	variants	of	cytidine	and	adenine	deaminases	were	explored	for	the	
construction	of	broad	range	CRISPR	base	editors	in	yeast	for	in	vivo	mutagenesis.	Also,	
gRNA	libraries	were	used	in	two	different	setups:	with	transcriptional	activator	dCas9-
VPR	for	transcription	optimization	and	with	broad	range	base	editors	for	directed	
evolution	of	a	gene	of	choice.		
	
In	summary,	this	work	explores	some	of	the	possibilities	that	CRISPR	tools	can	offer	
when	combined	with	gRNA	libraries	and	at	the	same	time	it	aims	to	contribute	to	the	
systematization	of	the	experimental	workflow	for	CRISPR	applications	in	yeast.			
	
	
Keywords:	Saccharomyces	cerevisiae,	metabolic	engineering,	library,	screening,	directed	
evolution,	CRISPR,	selection,	enrichment,	cloning 	
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Chapter	1	–	Introduction	
 
This	chapter	is	aiming	to	introduce	the	basic	background	knowledge	regarding	the	topic	
of	the	thesis.	The	starting	point	is	the	concept	of	metabolic	engineering,	the	central	role	
that	the	yeast	Saccharomyces	cerevisiae	has	played	in	this,	and	how	the	advances	in	
molecular	biology	have	enabled	us	to	engineer	microbial	cells	for	the	production	of	a	
wide	variety	of	industrially	relevant	chemicals.	Next,	the	most	common	challenges	in	
metabolic	engineering	are	described,	along	with	the	contribution	of	high-throughput	
methods	in	overcoming	them.	The	chapter	continues	with	a	description	of	CRISPR/Cas9	
technology	and	the	different	tools	that	are	derived	from	it	throughout	the	last	decade.	
Then,	there	is	a	brief	discussion	on	synthetic	biology	and	how	standardization	of	the	
various	genetic	parts	would	facilitate	the	construction	of	advanced	molecular	tools.	
Finally,	the	scope	of	this	thesis	is	presented,	which	is	briefly	to	explore	how	different	
CRISPR	tools	can	be	combined	with	high-throughput	approaches	in	order	to	facilitate	
yeast	metabolic	engineering.		
	
The	yeast	Saccharomyces	cerevisiae	as	a	cell	factory	
 
Evidences	that	indicate	alcoholic	beverage	production	via	microorganism	fermentation	
can	be	traced	back	to	around	5400	B.C.,	and	the	use	of	the	baker’s	yeast	Saccharomyces	
cerevisiae	for	wine	fermentations	is	reported	via	ribosome	DNA	analyses	from	at	least	
3150	B.C.	(1).	There	are	also	indications	that	yeast	was	used	since	around	10000	B.C.	for	
breadmaking	(2).	In	1876,	Louis	Pasteur	identified	yeast	as	the	microorganism	
catalysing	alcohol	fermentation	(3).	Production	of	alcoholic	beverages	and	bread	are	the	
first	examples	of	the	use	of	microorganisms	by	humans.	During		World	War	I,	S.	
cerevisiae	was	used	also	for	the	production	of	glycerol	via	microbial	fermentation	(4).	
	
In	the	beginning	of	the	20th	century,	there	was	a	series	of	basic	findings	that	sculptured	
the	field	of	genetics	and	the	concept	that	deoxyribonucleic	acid	(DNA)	carries	the	genetic	
information	for	all	the	basic	functions	of	every	living	organism	(5).	When	it	comes	to	S.	
cerevisiae,	an	important	step	to	understand	its	metabolism	was	the	identification	of	
genes	that	encode	enzymes	that	catalyse	sugar	catabolizing	reactions	(6,	7).	The	
elucidation	of	the	structure	of	proteins	(8)	and	the	DNA	(9)	in	the	early	50s	and	also	the	
definition	of	the	central	dogma	of	molecular	biology	in	1970	(10)	gave	a	significant	
understanding	on	how	the	DNA	is	organised	and	how	proteins	are	synthesized	in	the	
cells.	During	the	early	70s,	the	emerge	of	the	recombinant	DNA	technology	made	it	
possible	to	artificially	introduce	DNA	parts	into	a	host	organism,	first	in	Escherichia	coli	
(11).	This	technology	enabled	in	1977	the	production	of	a	human	hormone	from	E.	coli,	
somatostatin	(12).	In	1982,	S.	cerevisiae	was	successfully	engineered	for	the	production	
of	human	interferon-alpha	(13),	and	in	1987	for	the	production	of	human	insulin	(14).		
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The	advances	in	molecular	biology	and	heterologous	gene	expression	led	to	the	
development	of	a	new	field,	which	was	first	described	in	1991	with	the	term	metabolic	
engineering.	Its	first	definition	was	“the	improvement	of	cellular	activities	by	
manipulations	of	enzymatic,	transport	and	regulatory	functions	with	the	use	of	
recombinant	DNA	technology”	(15).	The	advances	in	metabolic	engineering	led	to	the	
development	of	cell	factories,	which	are	engineered	microorganisms	that	produce	
compounds	of	interest,	which	were	initially	mostly	industrial	enzymes	and	
pharmaceutical	proteins	(16).	Soon,	the	advances	in	metabolic	engineering	led	to	the	
heterologous	expression	and	rewiring	of	whole	metabolic	pathways	in	order	to	produce	
a	wider	variety	of	products.	The	importance	of	metabolic	fluxes	and	their	control	on	
metabolic	engineering	was	later	pointed	out	(17)	since	it	is	not	always	enough	to	just	
introduce	heterologous	pathways	in	order	to	achieve	sufficient	production	of	the	target	
molecule.	The	quantification	of	the	metabolic	fluxes	and	the	identification	of	the	control	
mechanisms	of	them	became	a	fundamental	part	of	metabolic	engineering	(16,	17).	
	
S.	cerevisiae	became	one	of	the	most	common	host	organisms	used	for	engineering	of	cell	
factories	due	to	a	number	of	advantages	that	it	possesses.	It	was	the	first	eucaryotic	
organism	that	had	its	genome	fully	sequenced	and	annotated	(18,	19).	Moreover,	there	is	
a	wide	variety	of	datasets	available	for	this	organism	including	transcriptome,	proteome,	
metabolome	and	flux	analyses	(20–23),	something	that	gives	a	better	insight	on	the	
functions	of	the	cell	(24,	25).	Homologous	recombination	has	a	high	efficiency	in	S.	
cerevisiae	(26),	something	that	makes	this	organism	very	susceptible	to	genetic	
modifications	(27).	Large-scale	production	of	the	antimalarial	drug	artemisinin	reported	
in	2006	(28)	was	a	breakthrough	and	it	was	one	of	the	first	examples	of	application	of	
the	growing	knowledge	in	yeast	metabolic	engineering.	Since	then,	many	industrially	
relevant	compounds	have	been	produced	in	yeast	and	some	examples	are	fatty	acid	
derived	biofuels	(29–32),	terpenoids	(33,	34),	the	value-added	chemical	3-
hydroxyproprionic	acid	(3-HP)	(35)	and	many	more.	By	August	2022,	the	most	recent	
achievement	in	yeast	metabolic	engineering	is	the	production	of	the	two	precursors	of	
the	anticancer	drug	vinblastine	(36).	
	
Workflow	for	strain	engineering	and	optimization	
The	whole	process	of	strain	engineering	and	strain	optimization	for	cell	factory	
construction	has	been	systematized	in	the	Design-Build-Test-Learn	(DBTL)	cycle	(37–
39)	(Figure	1).	The	design	step	usually	begins	with	the	selection	of	the	compound	of	
interest	and	the	organism	that	will	serve	as	a	cell	factory	for	its	production.	A	common	
practice	is	to	search	in	metabolic	pathway	and	enzyme	databases	to	retrieve	
biosynthetic	pathways	from	the	organisms	that	originally	produce	the	compound	of	
interest	(38).	Mathematical	models	of	cell	metabolism	called	genome-scale	metabolic	
models	(GEMs)	can	also	contribute	to	the	strain	design.	GEMs	can	also	exploit	
transcriptomics,	genomics	and	metabolomics	data	to	predict	key	reactions	that	will	
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favour	the	production	of	the	desired	compound	(37,	40–42).	When	the	design	step	is	
finished	there	are	usually	defined:	the	host	organism,	the	desired	pathway(s)	to	be	
inserted	and	the	possible	modifications	in	the	endogenous	metabolism	of	the	host	that	
will	have	a	positive	effect	in	the	production	of	the	compound	of	interest	(39).		

The	building	step	involves	genetic	engineering	of	the	host	organism	usually	by	
introducing	the	genes	that	encode	the	desired	enzymes.	It	can	also	involve	gene	
expression	fine-tuning,	mutagenesis	of	selected	genes	that	can	improve	the	efficiency	of	
the	encoded	enzymes	etc.	(39).	The	testing	phase	refers	to	the	assessment	of	the	
performance	of	the	engineered	strains.	The	most	common	testing	approach	is	to	define	
yield,	rate	and	titer	of	the	target	compound	by	analytical	methods	such	as	liquid	
chromatography	(LC,	HPLC)	or	gas	chromatography	(GC).	Growth	rates	and	cell	
physiology	parameters	of	the	engineered	strains	can	also	be	determined	through	the	use	
of	bioreactors	(38,	39).	Finally,	the	learn	step	wraps	up	the	knowledge	that	occurs	at	the	
end	of	each	DBTL	cycle.	For	example,	transcriptome	analysis	of	the	best	performing	
strains	of	an	engineering	cycle	can	give	novel	information	about	the	impact	an	
engineering	strategy	has	on	the	cellular	metabolism	and	in	the	regulatory	mechanisms	
of	gene	expression.	Additionally,	if	several	engineering	approaches	were	tried,	after	the	
testing	we	can	have	a	better	insight	on	which	approach	was	more	successful	and	use	
those	data	for	further	improvement.	Generally,	the	outcomes	and	the	data	from	a	
learning	phase	can	be	incorporated	into	the	previous	knowledge	and	start	a	new	DBTL	
cycle.	
	

Figure	1.	The	Design-Build-Test-Learn	cycle	for	cell	factory	construction.	
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Biosensors	and	methods	for	high-throughput	metabolic	engineering		
Metabolite	biosensors	play	a	critical	role	in	connecting	the	levels	of	a	desired	compound	
with	an	easily	readable	output,	for	example	fluorescence.	Transcription	factor	based	
biosensors	are	a	widely	used	category	of	biosensors	in	metabolic	engineering.	If	
connected	to	an	output	such	as	Green	Fluorescent	Protein	(GFP),	they	can	respond	to	
increasing	concentrations	of	a	metabolite	with	increasing	green	fluorescence	(Figure	2).	
Then	a	cell	population	can	be	easily	sorted	by	Fluorescence	Activated	Cell	Sorting	
(FACS)	and	the	most	promising	candidates	can	be	further	tested	via	traditional	
analytical	methods.	Biosensor-based	library	screening	approaches	have	already	been	
successfully	applied,	and	those	approaches	can	shorten	the	so-called	test	bottleneck	(43,	
44).	Examples	of	biosensors	developed	in	S.	cerevisiae	are	for	sensing	malonyl-CoA	(45–
47),	acyl-CoA	(48,	49)	and	naringenin	or	cis,cis-muconic	acid	(50).	As	an	example	of	
combination	of	metabolite	biosensors	and	library	screening,	the	acyl-CoA	biosensor	has	
been	successfully	used	to	screen	a	gene	overexpression	library	and	to	identify	genes	
whose	overexpression	led	to	increased	fatty	acid	and	fatty	alcohol	levels	(51).	

	
Since	cost	of	DNA	synthesis	has	been	lowering	over	the	last	decade	(52–54),	something	
that	allows	the	construction	of	various	DNA	libraries.	Those	libraries	can	consist	of	
gene-encoding	cassettes,	mutagenized	enzymes,	promoters	etc.	(55–57).	If	phenotype	of	
interest	(e.g.	the	production	levels	of	a	desired	metabolite)	can	be	linked	to	the	growth	
of	the	organism	and,	a	library	can	be	screened	through	growth-coupled	assays	(55,	58).	
Additionally,	high-throughput	cell	screening	approaches	such	as	Fluorescence	Activated	
Cell	Sorting	(FACS)	(57,	59)	or	droplet-based	microfluidic	sorting	(60)	allow	the	
screening	and	sorting	of	large	single	cell	populations	in	a	short	amount	of	time.	

Figure	2.	Description	of	a	transcription	factor-based	biosensor.	This	is	an	example	of	a	
biosensor	that	positively	responds	to	increasing	concentrations	of	a	metabolite.	The	output	
is	Green	Fluorescent	Protein	(GFP).	Its	promoter	is	controlled	by	a	transcription	factor	
which	interacts	with	the	metabolite.	At	increasing	concentrations	of	the	metabolite,	the	
transcription	factor	does	not	bind	to	the	promoter	and	enables	the	expression	of	the	
fluorescent	protein.	(Figure	created	with	BioRender.com)	
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Metabolite	biosensors	with	fluorescent	outputs	can	be	used	for	library	screening	with	
FACS,	allowing	for	screening	of	large	libraries	in	a	short	time	scale.	

	
	
	
 
 
 

Figure	3.	Library	screening	approaches	in	yeast.	Libraries	can	be	screened	with	growth-
coupled	assays	(A)	if	the	trait	to	be	improved	can	be	linked	to	the	growth	of	the	strain.	In	
this	case,	upon	the	transformation	of	the	library	enrichments	under	selective	conditions	
follow.	Next,	individual	clones	can	be	screened,	sequenced	and	the	most	promising	
genotypes	can	be	reverse	engineered	to	the	original	strain	for	final	verification.	In	case	that	
the	goal	is	to	improve	the	production	of	a	metabolite	which	has	a	biosensor	available,	then	a	
library	can	be	screened	with	FACS	(B).	After	several	rounds	of	FACS,	promising	variants	can	
be	isolated	and	further	tested.	(Figure	created	with	BioRender.com)	
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CRISPR:	Principles	and	applications	
 
During	the	last	decade,	a	new	technology	has	emerged	named	Clustered	Regularly	
Interspaced	Short	Palindromic	Repeats	(CRISPR).	The	discovery	of	CRISPR	began	when	
in	1987	repetitive	sequences	with	unknown	function	or	homology	with	other	known	
sequences	were	found	at	the	3’-end	flanking	region	of	a	gene	in	E.	coli	(61).	Similar	
palindromic	DNA	repeats	were	later	discovered	also	in	archaea	(62).	An	increasing	
number	of	such	repeats	was	discovered	in	the	next	years	in	other	species	of	bacteria	and	
archaea	(63)	until	it	was	found	that	they	were	functionally	related	(64)	and	they	were	
given	the	name	CRISPR	in	2002	(65).		
	
CRISPR	arrays	are	a	part	of	bacterial	and	archaeal	immune	systems,	which	face	
invasions	from	foreign	DNAs	such	as	phages	and	conjucative	plasmids	(63,	66).	The	
other	part	of	this	system	is	a	series	of	CRISPR-associated	genes	(cas)	that	encode	the	Cas	
proteins.	The	CRISPR	arrays	consist	of	short	direct	repeat	(DR)	sequences,	interspaced	
with	unique	ones,	which	are	called	spacers.	The	stages	of	the	CRISPR	immunity	are	two.	
First	comes	the	adaptation	stage,	when	parts	of	the	invading	DNA	are	incorporated	as	
spacers	into	the	CRISPR	locus.	In	this	stage,	commonly	the	genes	cas1	and	cas2	are	
involved.	The	second	stage	is	called	expression	and	interference,	when	the	different	
spacers	are	transcribed	and	the	resulting	RNAs	are	matured	in	the	so	called	CRISPR	
RNAs	(crRNAs).	The	crRNAs	along	with	Cas	proteins	target	and	cleave	the	invading	DNA.			
The	classification	of	CRISPR-Cas	systems	is	an	ongoing	work	and	by	the	time	this	thesis	
is	written,	two	classes	have	been	described	with	several	types	each	(67,	68).	In	this	
thesis,	I	will	focus	to	a	class	2	system	which	was	first	discovered	in	Streptococcus	
pyogenes	and	has	been	adapted	for	genetic	engineering	approaches	(69,	70).	In	this	
system,	DNA	is	targeted	by	the	dual	RNA-guided	endonuclease	Cas9.	Cas9	forms	a	
complex	with	a	dual	RNA	which	consists	of	two	parts:	(i)	crRNA	(spacer)	which	is	
complementary	with	the	target	DNA	and	guides	Cas9	and	(ii)	trans-activating	RNA	
(tracrRNA)	which	is	essential	for	crRNA	maturation	and	is	required	for	the	formation	of	
the	Cas9-RNA	complex	(71).	The	complex	of	Cas9	with	the	dual	crRNA::tracrRNA	is	
guided	to	the	target	DNA	and	it	is	activated	only	in	the	case	that	a	5’-NGG-3’	Protospacer	
Adjacent	Motif	(PAM)	is	present	directly	after	the	target	sequence	(72–74).	The	PAM-
based	recognition	mechanism	prevents	the	self-destruction	of	the	CRISPR	array,	given	
the	fact	that	the	PAM	sequence	is	present	only	in	the	target	DNA	(75).		
	
Jinek	et	al.	(72)	proved	that	the	dual	crRNA::tracrRNA	complex	with	Cas9	can	target	a	
specific	sequence	in	vitro	and	also	that	those	two	RNAs	can	be	linked	into	a	single	RNA	
(sgRNA).	In	later	literature,	this	single	RNA	is	referred	also	simply	as	guide	RNA	(gRNA).	
This	study	was	the	first	proof	that	a	system	consisting	of	a	single	RNA	and	Cas9	can	be	
used	for	targeted	cleavage	of	a	DNA	sequence.	In	January	2013,	two	reports	(76,	77)	



 
 

 
 

7 

proved	that	this	CRISPR/Cas9	approach	can	be	used	for	in	vivo	targeted	engineering	of	
human	cell	lines.	Cas9	can	be	guided	by	custom-made	gRNAs	to	a	desired	locus	of	the	
chromosomal	DNA	and	create	double	stranded	breaks	(DSBs)	three	base	pairs	upstream	
of	the	PAM	sequence.	Those	breaks	initiate	the	endogenous	repair	mechanisms	of	the	
cell,	either	homologous	recombination	or	non-homologous	end	joining	(NHEJ)	and	-
thus-	genome	engineering	can	be	performed	in	this	locus.	In	this	approach,	the	length	of	
the	spacer	is	standardized	at	20	bp.		

Figure	4.	The	basic	characteristics	of	CRISPR/Cas9.	(A):	Structure	of	the	single	gRNA	which	
consists	of	crRNA	which	guides	the	Cas9/gRNA	complex,	the	structural	tracrRNA	which	
interacts	with	Cas9	and	a	linker	RNA	between	them.	(B):	The	Cas9/gRNA	complex	bound	on	the	
target	DNA.	A	PAM	site	should	follow	after	the	20	bp	sequence	recognized	by	the	crRNA	in	order	
for	Cas9	to	activate.	Two	endonuclease	domains	(HNH	and	RuvC)	cut	both	DNA	strands	3	bp	
upstream	of	the	PAM	site.	(C):	The	double	stranded	break	created	by	Cas9	can	be	repaired	either	
by	homologous	recombination	if	a	donor	DNA	fragment	is	present	or	by	non-homologous	end	
joining.	(Figure	created	with	BioRender.com)	
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The	crystal	structure	of	the	complex	of	Cas9-gRNA	and	the	target	DNA	(78,	79)	revealed	
that	Cas9	consists	of	two	distinct	lobes:	the	target	recognition	lobe	(REC),	which	is	
involved	in	target	DNA	recognition,	and	the	nuclease	lobe	(NUC),	which	contains	the	
endonucleases	HNH	and	RuvC.	The	two	lobes	are	connected	with	the	bridge	helix	(BH).		
	
In	an	attempt	to	increase	the	targeting	potential	of	CRISPR,	Cas9	was	evolved	to	
recognize	as	PAM	sequences	apart	from	the	NGG	motif	the	motifs	NG,	GAA	and	GAT	(80).	
Moreover,	alternatives	to	Cas9	have	been	employed	such	as	Cpf1	that	recognizes	
different	PAM	sequences	and	needs	a	shorter	sgRNA	sequence	(81).	Cas13	(known	also	
as	C2c2)	is	another	alternative	to	Cas9	that	targets	RNA	instead	of	DNA	and	has	been	
adapted	for	precise	transcriptome	engineering	(82–84).	
	

Genome	engineering		
CRISPR/Cas9	has	been	implemented	in	S.	cerevisiae	for	cell	factory	construction.	It	has	
facilitated	gene	deletions,	gene	replacements,	mutation	introduction	and	chromosomal	
integration	of	genes	for	heterologous	expression	(85–87).	Targeted	double	strand	
breaks	can	be	repaired	by	homologous	recombination	with	linear	fragments	(donor	
repair	fragments)	that	contain	the	genetic	alteration	of	choice.	Donor	repair	fragments	
are	introduced	in	yeast	along	with	gRNA	and	Cas9.	In	combination	with	the	very	high	
efficiency	homologous	recombination	in	yeast,	this	approach	allows	fast	and	less	time-
consuming	engineering.	CRISPR/Cas9	has	been	also	used	for	multiplexed	pathway	
engineering	on	both	genes	and	promoters	(88).	
	
This	approach	can	also	be	combined	with	DNA	libraries	of	donor	repair	fragments,	
enabling	high-throughput	metabolic	engineering	approaches	(85).	Those	libraries	can	
carry	a	variety	of	genetic	alterations	(deletions,	substitutions,	insertions).	Such	a	high-
throughput	approach	allowed	the	characterization	of	the	DNA	helicase	Sgs1	(89).	
Additionally,	the	vitality	for	growth	under	specific	conditions	of	315	poorly	
characterized	open	reading	frames	(ORFs)	was	assessed	(89).		
	
CRISPR/Cas9	has	also	allowed	the	development	of	a	marker-free	kit	for	chromosomal	
integration	of	genes	in	S.	cerevisiae	(90).	Previous	chromosomal	integration	approaches	
(91,	92)	exploited	the	high	efficiency	of	homologous	recombination	(HR)	in	yeast	but	
they	used	auxotrophic	or	antibiotic	resistance	markers.	Auxotrophic	markers	have	been	
reported	to	affect	cell	physiology	(93)	whereas	the	use	of	antibiotic	selection	markers	
bears	the	risk	of	spreading	drug	resistance.	Marker-free	integration	allows	also	to	skip	
the	marker	recycling	step,	which	is	needed	especially	when	we	aim	for	multiple	gene	
edits,	allowing	faster	building	of	complex	cell	factories.		
	
	
One	of	the	major	drawbacks	of	CRISPR/Cas9	is	the	off-target	activity	that	Cas9-gRNA	
complexes	show	(94–96)	and	this	effect	comes	mainly	from	gRNA	homology	with	other	
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loci	in	the	genome	apart	from	the	targeted	one.	Two	mutations	-	one	in	each	nuclease	
domain	-	have	been	identified	to	convert	Cas9	to	a	nickase,	cutting	only	one	DNA	strand.	
Cas9D10A	variant	cleaves	the	gRNA-targeting	strand	and	Cas9H840A	cleaves	the	non-
targeted	strand.	Those	variants	are	referred	as	Cas9	nickases	or	nCas9,	and	genome	
engineering	with	them	has	led	to	more	precise	genome	edits	with	lower	off-target	
effects	(76,	97–99).	Among	other	strategies	employed	to	minimize	the	off-target	effects	
of	CRISPR/Cas9	are	the	use	truncated	gRNAs	less	than	20	bp	long	(100)	and	
development	of	Cas9	variants	with	higher	fidelity	(101,	102).	
	
CRISPR/Cas9	activity	is	dependent	also	on	the	target	DNA	accessibility.	DNA	exists	in	
two	chromatin	states,	the	highly	condensed	heterochromatin	and	the	less	condensed	
euchromatin.	It	has	been	shown	that	Cas9	targeting	is	more	efficient	in	euchromatin	
areas	rather	than	heterochromatin	(103,	104).	Also,	CRISPR	editing	has	been	proved	to	
be	more	efficient	in	the	non-transcribed	DNA	strands	rather	than	the	transcribed	ones	
(105).	The	GC	content	of	the	gRNA	affects	both	off-target	and	on-target	binding	
efficiency,	with	a	50-70%	of	GC	content	being	the	optimal	for	higher	on-target	efficiency	
and	minimized	off-target	activity	(106).	Internal	interactions	within	the	gRNA	sequence	
can	lead	to	the	formation	of	secondary	structures	that	can	inhibit	Cas9	activity	(104,	
107).	Various	algorithms	for	gRNA	design	have	been	developed,	calculating	both	the	on-
target	and	the	off-target	score	for	each	gRNA	based	on	the	factors	described	previously	
and	also	on	the	target	organism.	Cleavage	efficiency	has	been	reported	to	vary	
significantly	among	different	organisms	and	cell	lines	(108).		
 

Transcriptional	regulation	
Inactivation	mutations	of	the	two	nuclease	domains	of	Cas9	(RuvCD10A	and	HNHH840A)	
has	led	to	a	variant	that	is	called	catalytically	inactive	Cas9	or	dead-Cas9	(dCas9).	This	
has	converted	Cas9	to	a	programmable	RNA-dependent	DNA-binding	protein,	which	was	
initially	used	as	a	targeted	gene	expression	downregulation	tool	(109).	This	technology	
was	named	CRISPR	interference	(CRISPRi),	where	dCas9	can	be	guided	by	a	gRNA	to	a	
promoter	of	interest	and	block	the	transcription	of	the	gene.	This	technology	has	been	
further	expanded	by	fusing	dCas9	to	transcriptional	repressors	like	Mxi	(110).	This	
technology	has	been	adapted	also	for	targeted	transcriptional	activation	(CRISPR	
activation	or	CRISPRa)	by	fusing	dCas9	with	transcriptional	activators	like	VP64	or	the	
tripartite	activator	VP64-p65-RTA	(VPR)	which	shows	even	higher	transcription	
activation	efficiency	(110,	111).	An	alternative	to	protein	fusion	of	Cas9	with	
transcription	regulator	effectors	is	the	recruitment	of	them	through	RNA-binding	
proteins.	In	this	approach,	certain	hairpin	motifs	are	added	to	the	sgRNA	and	the	desired	
effectors	are	fused	with	RNA	recognising	domains.	Such	an	approach	is	the	recruitment	
of	transcriptional	activators	via	MS2	domains	and	MS2	recognising	RNA	hairpins	added	
to	the	sgRNA	(112).	CRISPRi	and	CRISPRa	have	been	successfully	used	for	
transcriptional	reprogramming	in	S.	cerevisiae	(113,	114).		
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Base	editing	and	prime	editing	
Based	on	dCas9	and	nCas9,	another	generation	of	CRISPR-based	genomic	engineering	
tools	emerged,	which	are	called	base	editors	(BEs)	(115).	BEs	are	used	for	targeted	base	
alteration	in	a	desired	genomic	locus	without	introducing	double	strand	breaks.	They	
combine	dCas9	(or	nCas9)	with	adenine	or	cytidine	deaminase.	Those	base	editors	
attracted	interest	mainly	because	they	were	thought	to	be	very	promising	tools	for	gene	
therapy.	Therefore,	the	experimental	focus	was	mainly	on	human	cell	lines		(115).	The	
first	CRISPR-based	base	editor	was	a	cytidine	base	editor	(CBE),	a	protein	fusion	of	
dCas9	with	the	rat	cytidine	deaminase	rAPOEBC1,	which	achieved	CàT	mutagenesis	
within	the	spacer	site	without	DNA	cleavage	(116).	Additionally,	adenine	base	editors	
(ABEs)	were	developed,	following	a	similar	strategy	like	CBEs.	Fusions	of	dCas9	with	
various	adenine	deaminases	yield	mostly	AàT	transversions	and	the	most	commonly	
used	adenine	deaminase	is	an	adapted	version	of	the	E.	coli	TadA	(117).	Editing	
windows	vary	within	ABEs	and	CBEs	but	typically	they	are	between	5	to	17	base	pairs	
from	the	PAM	site	(115–117).		

	

Figure	5.	Genetic	tools	derived	from	CRISPR.	In	CRISPR	interference	(CRISPRi)	(A)	dCas9	
fused	with	a	transcription	repressor	can	target	a	promoter	of	choice	and	downregulate	the	
expression	of	the	gene	that	this	promoter	controls.	Alternatively,	dCas9	can	be	fused	with	a	
transcription	activator	(CRISPR	activation	or	CRISPRa)	(B)	and	upregulate	the	expression	of	a	
target	gene.	dCas9	can	be	fused	with	a	cytidine	or	adenine	deaminase	and	act	as	an	on-target	
base	editor	(C)	(Figure	created	with	BioRender.com)	
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Activation-induced	cytidine	deaminase	(AID)	is	responsible	for	targeted	hypermutation	
of	the	variable	region	of	the	immunoglobulin	locus	(118)	and	it	is	active	on	single	
stranded,	actively	transcribed	DNA	(119,	120).	Nishida	et	al.	(121)	wanted	to	verify	if	a	
targeted	base	editing	system	based	on	AID	can	work	in	S.	cerevisiae.	They	tried	a	sea	
lamprey	ortholog	of	AID	named	PmCDA1	in	fusion	with	dCas9	and	nCas9	and	they	
verified	that	it	mutated	G	and	C	bases	in	an	editing	window	from	-13	bp	to	-20	bp	from	
the	PAM	site.	In	parallel	with	this	study,	two	more	studies	of	Ma	et	al.	(122)	and	Hess	et	
al.	(123)	explored	the	application	of	human	AID	in	targeted	mutagenesis	in	mammalian	
cells.		A	hyperactive	version	of	AID	(AID*Δ)	rendered	a-100	bp	mutagenesis	window	
(+/-	50	bp	from	the	PAM	site)	using	a	single	gRNA,	when	AID	was	recruited	to	the	
genetic	locus	via	RNA-mediated	recruitment	(123).	
	
Another	CRISPR-based	tool	has	been	first	developed	in	human	cells	by	Anzalone	et	al.	
(124)	and	it	is	called	prime	editing	(PE).	This	tool	combines	nickase	nCas9	fused	with	a	
reverse	transcriptase.	The	desired	edit	is	introduced	via	an	extension	of	the	gRNA.	The	
edit	is	then	introduced	to	the	nicking	site	via	reverse	transcription.	This	method	
introduces	deletions	up	to	44	bp,	insertions	up	to	80	bp,	and	all	kinds	of	base	edits	in	the	
nicking	site	(115).	PE	is	mostly	focused	in	correcting	insertions,	deletions	and	point	
mutations	in	human	cells	associated	with	genetic	diseases	such	as	sickle	cell	disease	and	
Tay-Sachs	disease	(124)			
	
CRISPR	base	editing	enabled	small	scale	genomic	alterations	without	the	need	for	
introduction	of	a	donor	DNA	repair	fragment.	Moreover,	the	dCas9-AID*Δ	hyperactive	
variant	showed	a	base	editing	range	in	a	window	around	100	bp	around	a	gRNA	binding	
site,	something	that	showed	that	CRISPR	can	potentially	be	used	in	directed	evolution	
applications.	Other	CRISPR	tools	for	directed	evolution	have	also	been	developed	and	
they	will	be	presented	in	a	following	section	of	the	chapter.	
	

Multiplexed	gRNA	expression	
Simultaneous	expression	of	multiple	gRNAs	will	expand	the	possibilities	of	all	CRISPR	
applications,	because	it	will	allow	targeting	of	multiple	genomic	loci.	Expression	of	
multiple	gRNAs	has	been	done	initially	by	expressing	each	gRNA	individually	(125).	
Such	an	approach	in	yeast	has	achieved	simultaneous	deletion	of	two	genes	with	
efficiency	up	to	100%	(126).	Another	gRNA	multiplexing	strategy	is	expression	of	all	the	
gRNAs	in	a	single	transcript	flanked	by	RNA	cleavage	sequences.	Such	method	is	Csy4	
multiplexing.	Csy4	is	an	RNA	endonuclease	present	in	some	native	CRISPR	systems	and	
it	recognizes	a	28-bp	stem-loop	sequence	in	RNA	transcripts	and	cleaves	it	after	the	20th	
nucleotide	(127).	In	yeast,	Csy4-mediated	gRNA	multiplexing	has	been	used	for	
simultaneous	deletion	of	four	genes	with	an	efficiency	of	96%	and	successful	
simultaneous	activation	of	three	promoters	using	CRISPRi	(128).	Another	gRNA	
multiplexing	method	is	to	flank	each	gRNA	with	the	Hammerhead	and	hepatitis	delta	
virus	(HDV)	ribozymes.	This	strategy	has	been	successfully	applied	in	yeast	for	
simultaneous	multiplexing	of	four	gRNAs	for	CRISPRi	(129).	gRNA-tRNA	arrays	are	



 
 

 
 

12 

another	multiplexing	method,	which	exploits	the	endogenous	mechanism	of	the	cell	for	
tRNA	maturing.	gRNAs	are	flanked	with	pre-tRNA	genes,	which	are	recognized	and	
cleaved	by	endogenous	ribonucleases.	In	yeast,	a	toolkit	using	gRNA-tRNA	arrays	called	
Lightning	GTR-CRISPR	has	been	developed	and	it	achieved	simultaneous	disruption	of	
four	genes	with	96%	efficiency	and	six	genes	with	60%	efficiency	(130).	

There	are	also	endonucleases	that	can	both	mature	a	long	transcript	with	multiple	
gRNAs	and	in	parallel	have	the	same	function	as	Cas9.	An	example	is	the	endonuclease	
Cas12a	(previously	named	Cpf1),	which	recognizes	and	cleaves	specific	hairpin	
structures	in	the	RNA	transcript	resulting	in	the	production	of	mature	individual	gRNAs	
(131).	In	yeast,	it	was	possible	with	Cas12a	multiplexing	to	edit	up	to	four	genomic	loci	
(132).	Cas12a	multiplexing	in	mammalian	cells	has	been	successfully	used	for	cleavage	
of	five	genes	and	transcriptional	regulation	of	ten	genes	(133).	
	

Figure	6.	Strategies	for	expression	of	multiple	gRNAs	from	a	single	transcript.	(A):	The	
gRNAs	can	be	separated	by	a	stem	loop,	which	is	recognized	and	cut	by	the	ribonuclease	Csy4.	
(B):	Multiplexing	via	3’	and	5’	self-cleaving	ribozymes.	The	gRNAs	are	flanked	by	ribozymes	that	
can	be	self-cleaved	without	the	action	of	additional	enzymes.	(C):	In	tRNA-mediated	
multiplexing,	the	gRNAs	are	separated	by	a	tRNA	which	is	cleaved	by	endogenous	tRNA-
processing	RNAses.	(D):	Cpf1	multiplexing.	Cpf1	is	an	endonuclease	similar	to	Cas9,	which	can	
additionally	process	transcripts	with	multiple	gRNAs.	(Figure	created	with	BioRender.com)	
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The	construction	of	multiplexed	gRNA	arrays	can	be	challenging.	The	repetitive	
elements	that	those	arrays	contain	can	lead	to	wrong	assembling	when	we	use	methods	
that	are	based	on	overlap	sequences	such	as	Gibson	assembly	(134)	or	homologous	
recombination.	Golden	Gate	cloning	(135,	136)	is	an	assembly	method	that	uses	type	IIS	
restriction	endonucleases	that	have	distinct	recognition	and	cleavage	sites	(137).	This	
allows	scarless	ligation	of	multiple	fragments	in	a	one-pot	reaction.	McCarty	et	al.	(138)	
successfully	used	Golden	Gate	assembly	to	construct	Csy4	gRNA	arrays	that	have	up	to	
12	gRNAs	multiplexed.		
	
In	yeast,	gRNA	multiplexing	has	been	used	for	editing	of	multiple	genes	for	metabolic	
engineering	purposes	(88,	126,	128,	130),	simultaneous	regulation	of	expression	of	
multiple	genes	with	CRISPRi	(128)	and	also	fine-tuning	of	the	transcriptional	repression	
effect	of	CRISPRi	with	multiple	gRNAs	targeting	the	same	promoter	(138).	Recently,	
Csy4-based	gRNA	multiplexing	arrays	have	allowed	parallel	transcription	activation	and	
repression	of	selected	genes.	This	approach	was	named	CRISPRai	and	it	was	successfully	
used	for	pathway	engineering	for	succinic	acid	overproduction	(139).		
	
Directed	evolution	
	
Directed	evolution	is	commonly	used	for	improving	the	properties	of	a	desired	protein.	
It	consists	of	cycles	of	diversification	of	the	gene	encoding	the	protein	of	interest,	
followed	by	screening	and	selection	of	improved	variants	(140).	Directed	evolution	has	
been	used	for	applications	such	as	discovery	of	improved	antibodies	(141,	142)	and	for	
the	development	of	enzymes	with	improved	properties	(143–145).	One	of	the	most	
common	genetic	diversification	strategies	is	to	mutate	the	gene	of	interest	in	vitro	by	
error-prone	PCR	(146,	147).	Although	it	results	in	a	much	higher	mutagenesis	efficiency	
(10-4	mutations	per	bp)	compared	to	the	natural	DNA	replication	error	rate	(10-10	
mutations	per	base	pair)	(140,	148),	it	relies	a	lot	on	the	transformation	efficiency	of	the	
organism	of	interest	and	also	on	the	maximal	experimentally	manageable	library	size.		
	
What	follows	the	library	construction	is	usually	selection	if	the	protein	to	be	evolved	can	
be	connected	with	some	kind	of	selective	pressure.	Libraries	can	also	be	sorted	with	
methods	like	FACS	if	there	is	a	biosensor	linked	with	the	levels	of	the	metabolite	of	
interest.	Sorting	can	also	take	place	with	droplet	microfluidics	methods.	Clone-by-clone	
screening	can	be	performed	using	microtiter	plates,	a	method	that	usually	has	lower	
throughput	and	it	is	laborious	and	time	consuming	(140).		
	
In	vitro	mutagenesis	does	not	allow	continuous	evolution	experiments	and	if	an	
additional	evolution	round	is	needed,	another	round	of	library	construction	has	to	be	
performed	(149).	Regarding	this,	in	vivo	mutagenesis	could	be	an	alternative	way	for	
genetic	diversification	since	mutagenesis	happens	in	parallel	with	cell	division.	The	first		
in	vivo	mutagenesis	systems	in	microbes	relied	on	random	diversification	of	the	whole	
genome	of	the	organism	based	on	the	expression	of	mutagenic	enzymes	(150,	151).	
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However,	those	methods	target	the	whole	genome	of	the	organism.	They	can	cause	both	
lethal	mutations	or	mutations	that	can	bypass	the	selection	or	sorting	method	by	
creating	false	positive	variants	(152,	153).	Targeted	in	vivo	mutagenesis	could	be	an	
alternative	that	could	contribute	to	continuous	evolution	of	genes	of	interest	without	the	
negative	effects	of	off-targeting.		
Targeted	in	vivo	mutagenesis	

Throughout	the	last	decade,	several	systems	for	targeted	in	vivo	mutagenesis	have	been	
developed.	Those	systems	can	be	divided	in	two	categories:	those	that	are	based	on	
error-prone	transcription	or	replication	and	those	that	are	based	on	adaptations	of	the	
CRISPR	technology.	A	summary	of	the	most	prominent	targeted	in	vivo	mutagenesis	
systems	can	be	found	in	Table	1.	
	
In	the	first	category	fall	systems	such	as	In	vivo	Continuous	Evolution	(ICE),	Orthogonal	
Replication	(OrthoRep)	and	T7	polymerase-driven	continuous	editing	(TRACE).	ICE	is	
based	on	the	native	yeast	retrotransposon	Ty1.	Ty1	replication	is	error-prone,	so	a	gene	
of	interest	can	be	inserted	into	the	retrotransposon	and	be	evolved.	The	method	shows	
similar	mutagenesis	rates	with	error-prone	PCR,	but	strain	and	culturing	optimization	
are	needed	to	reach	its	best	performance	(154).	OrthoRep	connects	the	replication	of	an	
orthogonal	plasmid	with	an	error-prone	DNA	polymerase.	A	gene	of	interest	can	be	
evolved	by	introduction	in	this	orthogonal	plasmid	(155,	156).	TRACE	combines	the	T7	
transcription	system	with	base	editing.	The	gene	of	interest	was	cloned	under	a	T7	

Figure	7.	The	cycle	of	directed	evolution.	First,	the	gene	of	interest	is	diversified	with	either	
in	vitro	or	in	vivo	methods.	This	creates	a	mutant	pool	that	can	be	screened	or	selected	with	e.g.	
growth-based	assays.	The	variants	that	are	enriched	can	be	further	tested	and	one	or	more	
improved	variants	occur.	Those	variants	can	be	further	improved	by	one	or	more	additional	
directed	evolution	cycles.		
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Table	1.	Tools	for	targeted	in	vivo	mutagenesis	and	their	basic	characteristics		

	
	
	
	
	
	

Category		 Tool	name	 Organism		 Based	on	
Mutagenesis/	

editing	
efficiency		

Mutagenesis	
window	 Ref.	

Transcription	
or	replication	

based	

ICE	 S.	cerevisiae	 Ty1	
retrotransposon	

1.5	x	10-4	per	
base	 up	to	3.5	kb	 (154)	

OrthoRep	 S.	cerevisiae	

Orthogonal	
plasmid	
replication	by	
error-prone	
DNAP		

around	10-5	per	
base	

a	whole	gene	of	
choice	cloned	in	
an	orthogonal	
plasmid	

(155,	
156)	

T7-DIVA	 E.coli	

base	deaminases	
(BD)	fused	with	
T7RNAP	
combined	with	
dCas9	

N/A	(only	
phenotypical	
frequencies	
calculated)	

a	whole	gene	of	
choice	 (157)	

TRACE	 mammalian	
cells	

T7-driven	
transcription	by	
T7RNAP	fusion	
with	base	editors	

up	to	
approximately	
10-5	per	base	

around	2	kb	 (153,	
158)	

CRISPR-based	

CRISPR-X	 mammalian	
cells	

targeted	AID*Δ	
recruitment	by	
dCas9	and	MS2	
RNA	hairpins	

5-10	x	10-4	per	
base		

approximately	
100	bp	per	gRNA	 (123)	

TAM	 mammalian	
cells	

dCas9-AIDx	
fusion	

4	x	10-4	per	base	
for	G	and	C	
substitutions	

100	bp	when	7	
or	10	gRNAs	
targeting	this	
area	expressed	
simultaneously		

(122)	

Target-AID	
S.	cerevisiae,	
mammalian	
cells	

fusion	of	nCas9	
or	dCas9	with	
cytidine	
deminase	
PmCDA1	

around	10-2	for	
dCas9	and	10-1	
for	nCas9	per	
base	

3-5	bp	per	gRNA	 (121)	

EvolvR	 E.coli	
nCas9	fused	with	
error-prone	DNA	
polymerase	

around	10-5	per	
generation	per	
nucleotide	

approximately	
60	bp	per	gRNA	 (159)	

yEvolvR	 S.	cerevisiae	
nCas9	fused	with	
error-prone	DNA	
polymerase	

around	10-5	per	
generation	per	
nucleotide	

approximately	
40	bp	per	gRNA	 (160)	

CRAIDE	 S.	cerevisiae	

Cas9	+	extended	
cgRNA	
transcribed	by	
epT7RNAP	

3.26	x	10-6	per	
base		

up	to	660	bp	per	
cgRNA	 (161)	

In	vitro	
mutagenesis	

Taq	DNA	
polymerase	 N/A	 Error-prone	PCR	 2	x	10-4	-	2	x	10-5	

per	base	
a	whole	gene	of	
choice	 (148)	
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promoter	and	the	T7	RNA	polymerase	was	fused	with	a	hyperactive	cytidine	deaminase.	
This	method	can	mutate	genes	up	to	2	kb	downstream	of	the	end	of	the	T7	promoter	
(158).	
	
TRACE	is	established	in	mammalian	cells	but	a	similar	system	has	been	first	developed	
in	E.coli	(153).	This	system	was	later	further	developed	by	adding	a	dCas9-gRNA	
complex	that	stops	the	activity	of	the	mutagenic	T7	RNA	polymerase	in	an	attempt	to	
protect	downstream	regions	that	do	not	need	to	be	evolved.	This	system	was	named	T7-
targeted	dCas9-limited	in	vivo	mutagenesis	(T7-DIVA)	(157).	
	
As	it	was	described	previously	in	this	chapter,	CRISPR	was	adapted	for	targeted	base	
editing.	As	it	was	revealed	in	the	studies	performed	mainly	by	Ma	et	al.	(122)	and	Hess	et	
al.	(123),	when	hyperactive	variants	of	the	cytidine	deaminase	AID	are	used	for	targeted	
base	editing,	the	occurring	editing	windows	are	enlarged	with	mainly	C	and	G	mutations.	
Those	systems	are	developed	in	mammalian	cells,	but	also	Nishida	et	al.	have	developed	
a	similar	system	(Target-AID)	in	S.	cerevisiae	which	gave	high	mutagenesis	efficiencies	in	
a	limited	window	of	3-5	bp	per	gRNA	(121).	EvolvR	is	another	system	developed	in	
E.coli	that	combines	CRISPR	with	error-prone	replication.	The	mutator	in	this	system	is	
a	chimeric	protein	consisting	of	a	Cas9	nickase	(nCas9)	fused	with	an	error-prone	DNA	
polymerase.	The	chimeric	editor	is	guided	to	the	region	of	interest	by	a	gRNA	and	
mutagenesis	occurs	in	a	distance	roughly	40	bp	from	the	nicking	site	(159).	EvolvR	has	
been	adapted	successfully	also	for	S.	cerevisiae	(yEvolvR)	(160).		
	
Recently,	Jensen	et	al.	have	developed	another	CRISPR-based	system	for	in	vivo	
mutagenesis	named	CRISPR-	and	RNA-assisted	in	vivo	directed	evolution	(CRAIDE)	
(161).	This	system	uses,	conventional	Cas9	and	extended	gRNAs	named	chimeric	donor	
gRNAs	(cgRNAs).	A	cgRNA	consists	of	the	conventional	targeting	gRNA	plus	an	extension	
of	600	bp,	which	is	homologous	with	the	target	sequence.	The	cgRNA	is	transcribed	by	
an	error-prone	T7	RNA	polymerase	and	acts	as	donor	for	the	DSB	introduced	by	Cas9.	
This	tool	resulted	in	mutagenesis	in	a	region	of	maximum	600	bp	but	in	a	mutagenesis	
rate	lower	than	error-prone	PCR	or	other	targeted	in	vivo	mutagenesis	methods	(3.26	x	
10-6	mutations	per	base).  
 
In	summary,	the	systems	based	on	transcription	or	replication	by	synthetic	promoters	
or	retrotransposons	can	show	similar	mutation	rates	with	in	vitro	mutagenesis	methods	
such	as	error-prone	PCR.	With	those	systems	though,	native	genes	cannot	be	targeted	
directly	on	the	chromosome	and	evolution	cannot	be	focused	in	certain	areas	of	the	
gene,	for	example	in	the	catalytic	sites	of	an	enzyme.	CRISPR-based	methods	have	more	
narrow	editing	windows	but	they	can	be	more	focused	in	certain	genetic	loci	of	interest.	
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Synthetic	biology	and	standardization	of	genetic	parts	
 
The	aforementioned	approaches	regarding	strain	engineering,	high	throughput	library	
screening	and	all	the	different	CRISPR	and	in	vivo	mutagenesis	tools,	require	extensive	
workload	of	molecular	cloning.	Apart	from	traditional	molecular	cloning,	advanced	
technologies	such	as	Gibson	cloning	(26,	134)	have	emerged	and	have	allowed	faster	
assembly	of	extensive	molecular	constructs.	Gibson	cloning	allows	for	rapid	assembly	of	
multiple	genetic	fragments	with	overlapping	regions.	Type	IIS	restriction	enzymes	have	
distinct	recognition	and	cleavage	sites	(137),	something	that	allows	for	additional	
flexibility	in	cloning.	As	it	was	mentioned	before,	Golden	Gate	cloning	takes	advantage	of	
the	properties	of	the	type	IIS	restriction	enzymes	and	allows	rapid	one-pot	molecular	
cloning.		
	
The	advances	in	molecular	biology	that	were	also	described	in	the	beginning	of	the	
chapter,	have	given	rise	to	a	distinct	field	named	synthetic	biology.	There	is	no	solid	
consensus	on	a	commonly	accepted	precise	definition	of	the	term,	but	its	most	precise	
description	is	“the	use	of	molecular	biology	tools	and	techniques	to	forward-engineer	
cellular	behaviour”	(162).	It	seems	to	overlap	the	definition	of	metabolic	engineering,	
but	in	particular	synthetic	biology	can	be	considered	as	a	tool	that	can	facilitate	
metabolic	engineering	(163).	Examples	of	synthetic	biology	are	the	development	of	
genetic	circuits	that	can	alter	the	transcriptional	control	of	desired	genes	(162)	or	the	
development	of	cell-based	programmable	biosensors	(164)	such	as	transcription	factor-
based	biosensors	which	were	described	earlier	in	this	chapter.	The	various	CRISPR-
derived	tools	and	targeted	in	vivo	mutagenesis	tools	can	be	also	considered	as	examples	
of	synthetic	biology.	Standardization	of	the	various	genetic	parts	(e.g.	promoters,	coding	
sequences,	terminators,	regulators	etc.)	would	be	a	valuable	contribution	to	synthetic	
biology,	but	it	is	still	in	its	early	stages	(165).	Among	of	the	first	standardization	
approaches	in	synthetic	biology	were	BioBricks	and	BglBricks	(166,	167).	Those	were	
the	first	collections	of	genetic	parts	combined	with	a	standard	cloning	routine.		
	
Later	on,	Modular	Cloning	(MoClo)	toolkits	were	introduced,	first	in	E.	coli	(168)	and	
later	in	S.	cerevisiae	(169). Those	systems	are	organised	basically	in	three	levels.	The	
different	genetic	parts	are	cloned	and	organised	at	the	first	level	(level-0),	which	
consists	of	the	so-called	part	plasmids.	The	parts	have	type	IIS	recognising	sequences,	
which	enables	them	to	be	assembled	by	Golden	Gate	cloning.	The	parts	can	be	
assembled	as	functional	expression	cassettes	in	the	second	level	(level-1)	plasmids.	
Multiple	cassettes	can	be	assembled	together	in	the	third	level	(level-2)	plasmids.	As	a	
result,	MoClo	systems	can	facilitate	the	construction	of	different	types	of	synthetic	
biology	constructs	with	minimizing	the	need	of	several	PCR	and	cloning	rounds.	They	
also	allow	the	different	combinations	between	genetic	parts,	something	that	can	shorten	
the	construction	time	and	allow	for	testing	of	a	higher	number	of	molecular	constructs.	 	
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Scope	of	the	thesis	
 
The	continuous	advances	in	yeast	biology	and	metabolic	engineering	are	opening	the	
way	to	new	possibilities	and	new	applications	regarding	the	use	of	yeast	as	a	cell	factory.	
The	possibilities	of	yeast-based	production	of	more	industrially	relevant	compounds	can	
be	explored	with	an	increasing	variety	of	tools	and	strategies.	At	the	same	time,	those	
advances	can	contribute	to	the	improvement	of	the	production	of	compounds	that	are	
already	made	by	yeast	cell	factories.	The	Design-Build-Test-Learn	cycle	sums	up	the	
systematization	of	strain	engineering.	High-throughput	screening	can	speed	up	this	
cycle	since	it	enables	the	fast	testing	of	large	genetic	libraries.		
	
CRISPR/Cas9	was	initially	adapted	almost	a	decade	ago	as	a	novel	molecular	tool	that	
can	facilitate	conventional	genomic	engineering	such	as	gene	deletion	or	integration	of	
heterologous	genes	in	the	chromosomal	DNA.	Since	then,	the	applications	of	CRISPR	
have	been	expanded	to	many	kinds	of	targeted	genetic	manipulation	such	as	
transcriptional	regulation,	base	editing	and	directed	evolution.	CRISPR	can	be	the	basis	
to	develop	many	kinds	of	DNA-binding	proteins	that	can	be	targeted	to	a	desired	
genomic	locus	by	a	gRNA,	which	is	determined	by	the	user.	Moreover,	gRNA	
multiplexing	enables	the	simultaneous	targeting	of	more	than	one	genetic	locus,	
something	that	allows	the	use	of	CRIPSR	for	more	advanced	experimental	settings.		
	
This	thesis	aims	to	combine	the	variety	of	the	applications	of	CRISPR-derived	tools	with	
high-throughput	methods	that	can	be	used	to	screen	gRNA	libraries.	This	can	open	the	
way	to	multiple	types	of	screenings	and	applications.	Simplification	of	molecular	cloning	
for	CRISPR	applications	will	facilitate	those	methods	as	it	will	make	them	attractive	and	
user-friendly.	Moreover,	as	we	described	earlier,	CRISPR	can	also	be	a	powerful	tool	for	
targeted	in	vivo	mutagenesis.		
	
Those	tools	can	be	exploited	for	directed	evolution	assays	in	combination	with	gRNA	
libraries.	This	thesis	aims	to	contribute	to	all	the	above-mentioned	issues	by:	

• Developing	toolkits	that	facilitate	molecular	cloning	for	all	CRISPR-based	
applications	(paper	II).	

• Exploring	and	deeply	analyzing	the	effect	of	broad-range	base	editors	in	yeast	
(paper	III).	

• Performing	gRNA	library	screenings	for	transcriptional	regulation	fine-tuning	
(paper	I)	and	directed	evolution	of	a	gene	of	interest	(paper	IV).	

	
More	specifically,	in	Chapter	2	the	expansion	of	the	already	existing	yeast	MoClo	kit	
(169)	for	CRISPR	applications	is	presented.	This	work	is	also	included	in	paper	II	along	
with	other	expansions	of	the	yeast	MoClo	kit	for	chromosomal	integrations	and	library	
construction.	A	two-plasmid	system	was	developed,	which	can	be	used	for	any	CRISPR	
application.	One	plasmid	can	be	used	to	construct	and	express	Cas9	or	any	other	Cas9-
derived	chimeric	protein.	The	other	plasmid	serves	as	a	vector	for	single	or	multiplexed	
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gRNA	cloning	in	one	step	using	Golden	Gate	cloning.	In	the	chapter	is	also	described	the	
development	of	a	computer-based	platform	for	one	step	multiplexing	of	up	to	12	gRNAs	
in	a	single	transcript.	
	

Chapter	3	focuses	on	the	development	of	CRISPR-based	base	editors	for	broad	range	in	
vivo	mutagenesis.	This	work	is	also	incorporated	in	paper	III.	The	mutagenic	activity	of	
a	protein	fusion	of	dCas9	with	the	hyperactive	cytidine	deaminase	AID*Δ	was	
characterized	in	depth.	Both	phenotypical	screenings	and	Next	Generation	Sequencing	
(NGS)	analysis	were	used	for	this	characterization.	The	base	editor	was	used	with	one	
gRNA	at	a	time	or	multiple	gRNAs	simultaneously	to	determine	whether	gRNA	
multiplexing	has	an	effect	on	mutagenesis	patterns.	A	similar	-but	less	in-depth-	strategy	
was	followed	for	characterizing	similar	base	editors	using	hyperactive	variants	of	the	
adenine	deaminase	TadA.		
	
Chapter	4	includes	applications	where	gRNA	libraries	were	used	along	with	different	
CRISPR-based	tools	depending	on	the	biological	problem	that	needs	to	be	solved.	Paper	
I	presents	a	gene	expression	fine-tuning	approach	with	the	use	of	a	gRNA	library	and	the	
transcriptional	activator	dCas9-VPR	in	order	to	improve	the	metabolic	fluxes	towards	
the	key	metabolite	malonyl-CoA.	Later	in	this	chapter	a	directed	evolution	approach	for	
a	malonate	transporter	is	described,	which	is	also	incorporated	in	paper	IV.	For	the	
evolution	of	the	transporter,	60	gRNAs	that	target	the	gene	encoding	it	are	designed	and	
a	combinatorial	gRNA	library	of	3600	variants	of	2x	multiplexed	gRNAs	is	constructed.	
This	library	is	used	in	combination	with	the	broad-range	editors	constructed	in	paper	III	
in	growth-coupled	evolution	assays.	Promising	mutants	were	identified	and	

Figure	8.	Graphical	summary	of	the	thesis.	The	main	purpose	was	to	contribute	to	CRISPR-
based	high-throughput	screening	by	designing	systematized	cloning	tools,	exploring	broad	
range	base	editors	in	yeast	and	applying	gRNA	library	screenings	for	gene	expression	fine-
tuning	and	directed	evolution.	
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incorporated	in	the	gene	with	reverse	engineering	and	their	beneficial	effect	was	
confirmed	
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Chapter	2	–	Modular	cloning	for	CRISPR	applications	
 
The	yeast	modular	cloning	(MoClo)	developed	by	Lee	et	al.	(169)	is	a	system	that	
enables	the	organization	of	the	different	genetic	parts	in	eight	main	categories,	and	their	
Golden	Gate	based	assembly	into	single	cassette	and	multicassette	vectors	(Figure	9).	
This	system	allows	the	quick	combination	of	different	genetic	parts	(promoters,	
terminators,	coding	sequences	etc.)	without	the	need	of	design	of	new	primers	and	PCR	
cycles	for	every	new	cloning.		
	
As	it	was	described	previously,	CRISPR	can	be	adapted	for	various	uses	beyond	
introducing	double	stranded	breaks	in	the	DNA.	Single	strand	cutting	nCas9	or	non-
cutting	dCas9	can	be	fused	to	other	protein	domains	with	functions	such	as	
transcriptional	regulators	or	base	editors.	This	feature	can	create	chimeric	protein	
effectors	that	can	be	guided	to	a	genetic	locus	of	choice	via	gRNAs.		
MoClo	can	shorten	the	engineering	time	of	CRISPR	effectors	since	the	different	domains	
can	be	efficiently	combined	by	Golden	Gate	cloning	and	the	need	for	PCRs	and	primer	
design	for	each	construct	can	be	minimized.	In	paper	II,	we	adapt	the	yeast	MoClo	
system	for	CRISPR	applications.	We	propose	a	two-plasmid	based	system,	with	one	
plasmid	designed	to	express	the	Cas9-based	effector	and	the	other	to	express	one	or	
multiple	gRNAs.	In	this	chapter	are	presented	the	main	findings	of	the	study.	Technical	
details	and	additional	results	can	be	found	in	the	paper	and	its	supplementary	material.	
	
In	the	introduction	of	the	thesis,	several	ways	of	expressing	multiple	gRNAs	were	
discussed.	More	than	one	gRNA	can	be	expressed	via	a	single	transcript	which	
undergoes	a	maturation	process	and	the	single	gRNAs	can	be	released.	In	those	
transcripts,	gRNAs	are	separated	by	a	repetitive	sequence	which	is	recognised	by	
ribonucleases.	Moreover,	the	tracrRNA	(referred	to	also	as	scaffold)	is	also	a	sequence	
common	for	all	gRNAs.	Those	tandem	repeats	make	the	synthesis	and	cloning	of	those	
arrays	challenging.	In	our	lab,	we	have	observed	challenges	in	constructing	such	arrays	
with	methods	like	Gibson	cloning	or	classical	restriction/digestion.	The	distinct	
recognition	and	cleavage	sites	of	type	IIS	restriction	enzymes	can	offer	an	alternative	
that	will	allow	the	construction	of	multiple	gRNA	arrays.	
	
	
Adapting	MoClo	for	CRISPR	
	
Our	goal	was	to	build	a	system	of	two	plasmids	that	are	compatible	with	the	MoClo	
modular	cloning	approach.	In	this	system	the	CRISPR	effector	of	choice	is	cloned	in	one	
plasmid	and	the	gRNA	expression	cassette	on	the	other.		
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A	gRNA	cloning	vector	compatible	with	the	type	IIS	restriction	enzyme	BsmBI	was	
constructed	(Figure	10A).	The	cleavage	sites	are	located	in	the	polIII	promoter	SNR52p	
and	a	tracrRNA	sequence.	Between	the	promoter	and	the	tracrRNA	is	a	marker	gene,	
which	can	be	the	yeGFP	gene	(pMCL9	vector)	or	the	gene	ccdB,	which	is	toxic	for	E.	coli	
(pMCL11	vector).	E.	coli	colonies	that	express	yeGFP	have	a	light	green	colour	that	is	
visible	even	in	natural	light.	When	E.	coli	cells	are	transformed	with	a	plasmid	that	is	
expressing	the	ccdB	killer	gene	(170),	bacterial	cell	growth	is	blocked.	This	vector	is	
therefore	ideal	for	gRNA	library	construction.	as	the	occurrence	of	false-positive	clones	
is	minimized.	 	

Figure	9.	The	three	organization	levels	of	the	yeast	MoClo	system.	Level	0	plasmids	are	the	part	
plasmids,	organized	in	8	different	types.	Any	source	DNA	coming	from	DNA	synthesis	or	PCR	can	be	
introduced	as	a	part.	The	parts	3	and	4	can	be	split	in	two	sub-parts	(a	and	b)	and	this	feature	can	be	
used	for	building	chimeric	proteins.	The	8	parts	can	be	combined	and	form	a	plasmid,	which	is	the	
level	1	plasmid	containing	one	gene	expression	cassette.	Up	to	four	expression	cassettes	can	be	
merged	into	level	3	plasmids..	Adapted	from	Lee	et	al.	(169).	
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Figure	11.	Overview	of	the	MoClo-compatible	two-plasmid	system	for	CRISPR	
applications.	(A):	The	2μ	gRNA	cloning	vector	has	two	BsmBI	cleavage	sites	flanking	a	marker	
gene,	which	can	be	either	yeGFP	(pMCL9)	or	the	E.	coli		toxic	ccdB	(pMCL11).	One	single	20-bp	
spacer	can	be	cloned	in	this	vector	or	even	multiple	gRNAs.	(B):	A	single	gRNA	plasmid	can	be	
combined	with	a	centromeric	single	cassette	plasmid	that	contains	a	Cas9	cassette	of	choice.	(C):	
A	multiplexed	gRNA	plasmid	can	be	combined	with	a	centromeric	single	cassette	plasmid	that	
contains	a	Cas9	cassette	of	choice	and	the	csy4	gene.		

Figure	10.	Cas9	cassette	and	option	for	Csy4	expression	for	multiplexed	gRNA	expression.	
(A):	Cas9	cassettes	can	be	built	following	the	MoClo	principles.	Cas9	can	be	cloned	standalone,	
or	fusion	expression	cassettes	based	on	dCas9	or	nCas9	can	be	built	with	either	one	domain	(do	
1)	or	two	domains	(do	1	and	do	2).	(B):	The	Cas9	cassette	and	the	csy4	gene	can	be	fused	
together	in	one	multicassette	plasmid	in	case	a	Csy4-multiplexed	gRNA	array	is	to	be	used.	
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In	case	a	single	gRNA	is	introduced	in	the	gRNA	cloning	vector,	the	plasmid	can	be	used	
along	with	a	Cas9	expression	plasmid	(Figure	10B).	The	Cas9	cassette	can	encode	either	
just	a	standalone	cas9	gene	or	a	fusion	expression	cassette	with	dCas9	or	nCas9	fused	
with	one	or	two	domains	of	choice	(Figure	11A).	Those	plasmids	can	be	built	easily	
following	the	MoClo	principles.		
	
In	case	a	Csy4-multiplexed	gRNA	array	is	to	be	expressed,	a	multicassette	plasmid	
combining	the	Cas9	cassette	of	choice	and	the	csy4	gene	can	be	used	(Figure	10C).	The	
multicassette	plasmid	can	be	constructed	following	MoClo	workflow	for	multicassette	
level	2	plasmids	(Figure	11B).	
	
Developing	a	platform	for	gRNA	multiplexing	
	
The	tandem	repeats	of	the	multiple	gRNA	arrays	make	their	construction	challenging.	
One	of	the	most	efficient	methods	developed	for	the	construction	of	those	arrays	involve	
two	rounds	of	PCR	and	cloning	(138).	Based	on	the	Golden	Gate	approach	we	sought	to	
develop	a	single-round	cloning	method,	which	is	also	computer-aided	and	compatible	
with	the	MoClo-compatible	two-plasmid	system.	The	aim	was	to	have	a	complete	
CRISPR	package	which	enables	easy	construction	of	CRISPR	effectors,	multiplexing	of	
gRNAs	and	also	flexibility	between	the	different	multiplexing	methods.	
	
The	result	is	a	complete	computer-aided	toolkit	that	enables	the	creation	of	multiplexed	
gRNA	arrays	of	up	to	12	gRNAs	(Figure	12).	It	is	an	online	tool	that	is	based	on	BsmBI	
Golden	Gate	cloning.	The	toolkit	consists	of	three	components:	

1. gRNA	cloning	vector.	It	should	include	two	BsmBI	cloning	sites,	one	site	after	a	
promoter	of	choice	and	one	site	just	at	the	beginning	of	a	tracrRNA	(scaffold)	
sequence.	The	cloning	site	may	contain	a	counter-selection	cassette.	In	the	default	
set	of	the	tool,	the	cloning	vector	is	pMCL9,	which	has	the	SNR52p	and	a	yeGFP	
gene	as	a	counter-selection	cassette	in	the	cloning	site.	

2. PCR	template,	which	is	a	scaffold	RNA	sequence	followed	by	a	gRNA	
multiplexing	sequence.	In	the	default	set	of	the	toolkit,	the	gRNA	multiplexing	
sequence	is	the	28	bp	Csy4-recognisable	stem	loop	and	the	PCR	template	is	on	a	
plasmid	(pMCL8_28bp).		

3. Primer	designing	online	tool	MultigRNA	
(https://ytkprimerdesign.shinyapps.io/multigrna/)	.	This	is	a	RShiny	app	(171)	
that	creates	primer	pairs	for	multiplexing	up	to	12	gRNAs	in	a	single	transcript.	
Its	inputs	consist	of:		

a. The	BsmBI	cleavage	sites	of	the	destination	vector,	both	in	5’->3’	direction	
b. The	20-bp	spacers	(crRNAs)	that	we	wish	to	multiplex.	2	to	12	spacers	can	

be	multiplexed	by	this	application.	
c. The	binding	parts	of	the	primers	(forward	and	reverse).	The	binding	parts	

are	adapted	to	the	template	plasmid	pMCL8_28bp,	but	they	can	be	
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changed	if	the	template	changes.	This	feature	gives	flexibility	in	the	
multiplexing	method,	given	that	another	multiplexing	sequence	than	the	
Csy4-recognising	loop	can	be	used.	
	

The	multigRNA	tool	is	designed	in	a	way	so	that	the	digested	PCR	products	that	occur	do	
not	have	common	BsmBI	overhang	sequences.	The	spacers	are	being	cut	in	such	a	way	
that	sticky	ends	with	3	or	more	nucleotides	in	common	will	not	be	present	in	the	cloning	
mix.	This	is	to	ensure	the	correct	cloning	of	the	gRNA	array.	
	

	

	
The	output	of	the	tool	is	primer	pairs	which	can	be	used	for	PCR	amplification	using	the	
template.	The	resulting	PCR	products	are	the	building	blocks	of	the	gRNA	array	and	their	
number	is	one	less	than	the	gRNAs	to	be	multiplexed.	For	example,	if	three	gRNAs	are	to	
be	multiplexed,	two	PCR	products	will	be	needed.	

Figure	12.	Overview	of	the	multigRNA	tool	for	automated	creation	of	multiple	gRNA	
arrays.	The	tool	is	designed	to	build	pairs	of	primers	for	gRNA	multiplexing	using	as	a	template	a	
plasmid	containing	a	gRNA	scaffold	(tracrRNA)	followed	by	a	28-bp	Csy4	recognition	sequence.	
The	input	of	the	tool	consists	of	(1)	the	BsmBI	cleavage	sites	of	the	destination	vector,	(2)	the	20-
bp	spacer	sequences	to	be	multiplexed	and	(3)	the	binding	parts	of	the	primers	depending	on	the	
template.	The	outputs	of	the	tool	are	pairs	of	primers	(#primer	pairs	=	#spacers	–	1).	Each	
primer	is	used	with	the	template	of	choice	to	create	one	PCR	product.	The	PCR	products	are	
purified	and	used	for	BsmBI	Golden	Gate	cloning	to	create	the	multiplexed	gRNA	plasmid.	
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Then,	the	PCR	products	are	purified	and	used	for	BsmBI	based	Golden	Gate	cloning	
using	the	cloning	vector	of	choice.	The	assembled	plasmids	are	introduced	into	
competent	E.	coli	cells	by	chemical	transformation	and	the	colonies	can	be	screened	for	
successful	building	of	the	multiple	gRNA	array.	
	
To	examine	the	efficiency	of	the	toolkit,	I	aimed	to	construct	arrays	with	three	(3x),	five	
(5x)	and	nine	(9x)	gRNAs.	I	chose	to	multiplex	gRNAs	used	for	the	gene	deletions	
performed	for	the	construction	of	the	fatty	acid	overproducer	strain	MLM1.0.	(31)	
(Figure	13).	For	the	3x	and	the	5x	arrays,	four	out	of	four	colonies	screened	had	the	
correct	construct,	which	was	verified	by	sequencing	(100%	efficiency).	For	the	9x	array,	
six	out	of	eight	colonies	screened	had	the	correct	construct	and	they	were	also	verified	
by	sequencing	(75%	efficiency).	The	functionality	of	the	toolkit	was	thus	experimentally	
verified.	

Since	the	multiplexed	gRNAs	were	successfully	used	as	single	gRNAs	for	gene	deletion,	I	
tested	the	capacity	of	the	constructed	arrays	to	delete	multiple	genes	in	one	round	of	
transformation.	The	vector	set-up	for	Csy4-multiplexed	gRNAs	was	followed	as	
indicated	in	Figure	10C.		

Figure	13.	Efficiency	of	gRNA	multiplexing	using	the	multigRNA	tool.	(A):	Arrays	with	three	
(3x),	five	(5x)	and	nine	(9x)	gRNAs	were	constructed	using	the	tool.	After	E.	coli	transformation	
random	clones	were	screened	with	colony	PCR	using	the	primers	indicated	in	each	construct.	The	
expected	band	size	for	each	construct	is	also	indicated.	(B):	Results	of	the	colony	PCRs.	For	the	3x	
and	5x	constructs	four	colonies	were	screened	and	for	the	9x	construct	eight	colonies	were	
screened.	
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A	centromeric	Cas9	and	Csy4	expression	plasmid	was	introduced	in	CEN.PK113-11C	
yeast	cells.	In	a	second	transformation	round,	the	three	plasmids	with	the	multiple	gRNA	
arrays	(3x,	5x	and	9x)	were	introduced	together	with	the	respective	DNA	repair	
fragments	for	gene	deletion.	For	example	if	the	3x	gRNA	plasmid	was	introduced	which	
contained	the	gRNAs	targeting	the	genes	FAA1,	FAA4	and	POX1,	the	120	bp	linear	repair	
fragments	for	those	genes	was	co-introduced	as	described	previously	(128,	172).	From	
each	multiple	gene	deletion	experiment,	eight	clones	were	screened	for	gene	deletions	
with	colony	PCRs.	

	 	

Figure	14.	Overview	of	the	multiple	gene	deletion	capacity	of	the	three	multiple	gRNA	
arrays	constructed	when	combined	with	Cas9,	Csy4	and	linear	DNA	repair	fragments.	(A):	
Distribution	of	clones	according	to	their	total	number	of	each	deletions	in	each	of	the	gRNA	
array	used.		(B):	Percentage	of	clones	with	detected	deletions	of	each	gene	for	the	three	gRNA	
arrays.	
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The	detailed	results	can	be	seen	in	Figure	14.	No	more	than	three	genes	could	be	deleted	
simultaneously	in	any	experimental	design.	The	most	efficient	multiple	deletion	was	
with	the	3x	gRNA	array,	where	50%	of	the	clones	were	found	with	all	the	three	genes	
deleted.	The	worst	efficiency	was	observed	in	the	multiple	deletion	using	the	9x	gRNA	
array,	where	50%	of	the	clones	had	only	two	genes	deleted,	which	was	the	highest	
number	of	gene	deletions	in	a	clone.	It	has	to	be	noted	that	among	the	clones	
transformed	with	the	5x	and	9x	gRNA	arrays,	there	was	a	37.5%	of	colonies	that	had	no	
gene	deletions,	whereas	in	3x	array	no	colonies	without	a	deletion	detected.	
	
Moreover,	in	Figure	14B	we	can	see	the	deletion	efficiencies	per	gene	among	the	clones	
transformed	with	the	three	arrays,	in	the	order	the	targeting	gRNAs	are	located	in	each	
array.	In	the	multiple	deletion	experiment	with	the	3x	array	all	genes	are	deleted	with	
frequencies	over	60%.	In	the	5x	and	9x	arrays	we	can	see	some	extent	of	deletion	for	the	
first	three	gRNAs	of	each	array	and	for	the	last	one.	However,	the	deletion	efficiencies	
are	lowering	when	the	number	of	gRNAs	multiplexed	in	a	single	transcript	increases.	
	
Those	findings	can	indicate	a	bias	of	gRNA	efficiency	regarding	the	position	of	each	
gRNA	in	the	array,	at	least	when	it	comes	to	gene	deletion.	In	spite	of	this	observation,	
similar	Csy4-multiplexed	gRNA	arrays	have	been	used	successfully	for	enhanced	gene	
regulation	by	targeting	a	promoter	with	multiple	gRNAs	(138)	or	combinatorial	
activation	and	repression	of	genes	of	choice	(CRISPRai)	(139).		A	possible	explanation	of	
this	difference	can	be	the	fact	that	multiple	gene	deletion	requires	multiple	DSBs	that	
shall	be	repaired	by	homologous	recombinations	in	all	the	targeted	genomic	loci.	DSBs	
can	be	repaired	by	two	mechanisms.	Either	by	homologous	recombination	with	the	
linear	repair	fragments	we	introduce,	or	by	intrinsic	DNA	repair	mechanisms	of	the	cell.	
So	it	can	be	more	challenging	to	achieve	multiple	successful	gene	deletions	than	locating	
a	CRISPR-based	effector	to	multiple	genomic	positions	as	it	happens	in	CRISPRi	and	
CRISPRa.		
	
Conclusions	
 
In	this	chapter,	a	novel	plasmid	architecture	was	proposed,	which	makes	CRISPR	
compatible	with	the	yeast	MoClo	system.	It	consists	of	one	plasmid	for	the	expression	of	
any	CRISPR-based	effector	and	one	plasmid	for	the	expression	of	a	single	or	multiple	
gRNAs.	The	MoClo-compatible	cloning	architecture	can	enable	a	faster	and	more	reliable	
building	of	CRISPR-based	effectors	with	applications	in	gene	deletion,	gene	regulation	
and	base	editing.	Additionally,	a	computer-aided	approach	is	proposed	for	the	
construction	of	multiplexed	arrays	with	up	to	12	gRNAs.	This	cloning	kit	aims	to	
minimize	the	design	and	cloning	time	needed	using	CRISPR	applications	and	facilitates	
gRNA	multiplexing.	This	study	has	been	also	published	in	paper	II	along	with	other	
expansions	of	the	yeast	MoClo	toolkit	regarding	library	building	and	chromosomal	
integrations.		 	
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Chapter	3	–	Βroad-range	CRISPR	base	editors	in	yeast	
	
As	described	in	Chapter	1,	CRISPR	gave	birth	to	a	new	way	for	on-target	base	editing.	
This	was	achieved	by	fusing	dCas9	with	cytidine	or	adenine	deaminases.	It	enabled	
precise	DNA	editing	without	introducing	any	breaks	and	it	is	considered	a	powerful	tool	
for	gene	therapy.	The	dCas9-mediated	recruitment	of	hyperactive	variants	of	the	
cytidine	deaminase	AID	has	rendered	broadened	editing	regions	(up	to	+/-	50	bp	from	
the	PAM	site)	and	evolution	of	genes	such	as	GFP	to	the	enhanced	EGFP	(122,	123).	
Those	findings	pave	the	way	for	the	use	of	broad-range	base	editors	for	directed	
evolution.	
	
In	this	chapter	are	presented	results	of	a	deep	characterization	of	a	CRISPR	base	editor	
made	by	fusing	dCas9	and	the	hyperactive	cytidine	deaminase	AID*Δ.	The	
characterization	of	the	mutagenesis	is	done	by	two	ways.	First	by	phenotypical	
screenings	and	second	by	analysis	of	Next	Generation	Sequencing	(NGS)	data.	We	
explore	the	activity	of	the	base	editor	both	with	single	gRNAs	but	also	with	multiple	
gRNA	arrays,	in	an	attempt	to	explore	if	gRNA	multiplexing	has	an	effect	on	mutagenesis	
efficiency.	
	
In	addition,	we	sought	to	construct	broad-range	base	editors	with	adenine	deaminase	
instead	of	cytidine	deaminase.	We	performed	a	small-scale	characterization	of	two	
hyperactive	adenine	deaminase	base	editors	using	phenotypical	screenings	and	single	
clone	Sanger	sequencing.	The	findings	that	are	presented	in	this	chapter	and	also	in	
paper	III.	Here,	I	present	the	experimental	designs	followed	for	the	characterization	of	
the	base	editors	and	the	main	results.	Technical	details	and	additional	results	can	be	
found	in	the	paper	and	its	supplementary	material.	
	
	
Constructing	and	exploring	a	broad-range	yeast	cytidine	deaminase	
base	editor	
 
We	constructed	the	chimeric	base	editor	dCas9-AID*Δ,	which	is	made	by	fusing	the	C-
terminus	of	dCas9	with	a	100-aa	flexible	linker	followed	by	AID*Δ.	The	flexible	linker	
was	used	by	a	previous	study	of	a	short-range	yeast	cytidine	deaminase	base	editor,	
which	has	been	shown	to	increase	base	editing	efficiency	(121).	
	
The	base	editor	was	cloned	into	a	centromeric	plasmid	with	HIS3	marker,	which	was	
constructed	using	the	modular	cloning	approach	described	in	Chapter	2.	The	base	editor	
was	put	under	the	control	of	the	galactose	inducible	promoter	GAL1p.	The	reason	for	
this	was	to	make	the	system	inducible	and	–	thus	-	to	be	able	to	separate	mutagenesis	
phase	from	selection	phase	(Figure	15A).	 	
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At	a	first	stage,	we	aimed	to	use	gene	target	that	would	be	easily	screened	and	indicate	
the	mutagenesis	efficiency	of	the	system.	We	chose	the	endogenous	yeast	gene	CAN1	
(total	length	1773	bp)	as	a	target,	which	encodes	a	plasma	membrane	arginine	
permease.	Any	loss	of	function	mutation	of	this	gene	confers	resistance	to	canavanine,	
an	easily	screenable	phenotypic	trait	(121,	173).	
	
Three	gRNAs	were	designed	to	target	the	CAN1	gene	(also	paper	III:	table	S1).	gRNA2	
(binding	position:	787-767	bp)	was	previously	used	to	characterize	the	base	editor	
dCas9-PmCDA1	in	yeast	(121).	gRNA3	(binding	position:	826-806	bp)	was	chosen	to	be	
very	close	to	gRNA2	(19	bp	gap	between	them)	and	in	the	same	orientation	in	order	to	
check	whether	multiplexing	of	gRNAs	in	close	proximity	has	an	effect	on	mutagenesis.	
gRNA1	(binding	position:	88-108	bp)	is	close	to	the	start	of	the	open	reading	frame	
(ORF)	(PAM	site	107	bp	from	the	beginning	of	the	ORF)	but	it	was	chosen	not	to	be	very	
close	with	the	promoter	in	order	to	avoid	potential	canavanine-resistant	clones	that	
would	occur	in	case	of	promoter	mutation.	.	The	C-terminal	part	of	the	gene	was	chosen	
to	not	be	targeted	by	any	gRNA	in	order	to	be	able	to	screen	for	the	off-target	activity	of	
the	base	editor	with	NGS	(Figure	15B).	
	
Three	fragments	of	a	size	around	200	bp	were	defined	for	NGS.	Fragment	A	covers	the	
binding	region	of	gRNA1,	fragment	B	the	binding	region	of	gRNA2	and	gRNA3	and	
fragment	C	covers	the	positions	1580-1681	close	to	C-terminus	where	no	gRNA	binds.	
Fragment	C	is	designed	for	estimating	the	off-target	effect	of	the	base	editor	(Figure	
15B).		
The	three	guide	RNAs	were	expressed	as	single	constructs	but	also	multiplexed	
employing	Csy4.	We	constructed	two	multiple	gRNA	arrays,	the	2x	which	contains	
gRNA1	and	gRNA2	and	the	3x	which	contains	all	the	three	gRNAs	designed	in	the	study.		
The	plasmid	setting	used	is	similar	to	the	one	described	in	Chapter	2	(Figure	10B,	10C).	
The	gRNAs	were	cloned	in	a	2μ	vector	which	was	combined	with	a	centromeric	plasmid	
harboring	the	dCas9-AID*Δ	and	csy4	genes	(Figure	16A,	16B).		
	 	

Figure	15.	Overview	of	the	experimental	design	for	the	characterization	of	the	base	editor	
dCas9-AID*Δ.	(A):	The	base	editor	consists	of	dCas9	without	stop	codon	with	a	C-terminus	
fusionfusion	of	a	100	aa	flexible	linker	and	AID*Δ.	The	expression	cassette	is	cloned	in	a	
centromeric	plasmid	under	the	control	of	GAL1p.	(B):	Schematic	representation	of	the	CAN1	
gene	and	the	gRNAs	designed	for	the	base	editor	testing,	along	with	their	direction.	The	200-bp	
fragments		(A,	B,	C)	used	for	NGS	are	also	indicated.	
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After	the	introduction	of	the	plasmids,	a	protocol	inducing	the	mutagenesis	phase	was	
followed.	For	every	gRNA	cassette	(single	or	multiple)	the	experiments	described	below	
were	performed	in	biological	triplicates.	Delft	media	was	used	for	all	cultures	with	
variable	carbon	sources.	First	the	cells	were	precultured	in	2%	raffinose	for	24	hours.	
The	reason	behind	this	is	that	glucose	leads	to	repression	of	GAL1p	even	in	the	presence	
of	galactose.	The	repression	of	GAL1p	by	glucose	and	its	activation	by	galactose	are	two	
separate	mechanisms	(174).	This	promoter	shows	also	carbon	source	memory,	which	
makes	the	activation	of	GAL1p	slower	when	the	cells	pass	directly	from	galactose	to	
glucose	(175).	Raffinose	is	a	neutral	carbon	source	and	the	pretreatment	aims	to	
activate	more	efficiently	the	expression	of	dCas9-AID*Δ	when	galactose	is	introduced.	 	

Figure	16.	The	experimental	assay	followed	for	dCas9-AID*Δ	characterization.	(A):	Set-up	
when	single	gRNAs	were	used.	dCas9-AID*Δ	was	expressed	from	a	centromeric	plasmid	and	one	
gRNA	at	a	time	was	expressed	from	a	high-copy	2μ	plasmid.	(B):	Set-up	when	multiple	gRNAs	
were	used.	dCas9-AID*Δ		and	csy4	were	expressed	from	a	centromeric	plasmid	and	multiple	
gRNA	arrays	were	expressed	from	a	high-copy	2μ	plasmid.	(C):	Cultivation	protocol	followed	
after	the	introduction	of	the	base	editor	and	gRNA	plasmids.	The	cells	were	precultured	in	
raffinose,	then	cultured	in	galactose	for	24	h	to	induce	mutagenesis.	The	CanR	formation	rate	was	
calculated	by	serial	dilution	plating	on	selective	and	non-selective	media.	Additionally,	200	μL	
samples	were	collected	from	each	culture	for	NGS	analysis.	(D):	CanR	formation	rate	for	all	the	
conditions	tested.	For	off-target	activity	estimation	a	gRNA	targeting	the	gene	ADE2	was	used.	
Experiments	were	performed	in	biological	triplicates	and	the	error	bar	indicates	the	standard	
deviation.	
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Following	raffinose	preculture,	cells	were	inoculated	in	2%	galactose	media	for	
mutagenesis	induction.	After	24	h	of	growth,	serial	dilutions	were	plated	on	the	non-
selective	SD	plates	and	the	selective	for	CAN1	loss	of	function	SD-Arg+Can	(paper	III:	
materials	and	methods)	(Figure	16C).	The	CanR	colony	formation	rate	was	calculated	as	
an	estimate	of	the	mutagenesis	efficiency.	It	represents	the	ratio	of	canavanine	resistant	
colony	forming	units	(cfu)	divided	by	the	total	cfu	number	grown	on	non-selective	
plates.	As	an	off-target	control,	we	introduced	the	gRNA	that	targets	the	gene	ADE2	
(paper	III:	table	S1)	
	
The	phenotypic	screening	results	are	shown	in	Figure	16D.	The	background	CanR	
formation	rate	in	the	wild	type	(WT)	strain	was	around	10-6	CanR/total	cfu	which	was	
slightly	increased	when	no	gRNA	or	a	gRNA	that	targets	the	ADE2	gene	were	expressed.	
In	case	one	of	the	three	on-target	gRNAs	was	expressed	alone,	the	CanR	formation	rates	
were	similar	for	all	tested	gRNAs,	around	10-4	CanR/total	cfu.	When	the	two	first	gRNAs	
were	multiplexed	the	CanR	formation	rate	was	increased	to	10-3	CanR/total	cfu	and	when	
all	the	three	gRNAs	were	multiplexed	it	was	further	increased	to	10-2	CanR/total	cfu.	

Figure	17.	NGS	results	of	the	three	fragments	of	the	CAN1	gene	after	dCas9-AID*Δ	
mutagenesis	when	multiple	gRNA	arrays	were	used.	Mutation	spectra	of	the	gRNAs	1	and	2	
multiplexed	(A)	and	all	three	gRNAs	multiplexed	(B)	are	shown.	The	x	axis	of	each	graph	
denotes	the	gene	position	and	on	the	y	axis	the	proportion	of	each	mutation	over	the	wild	type	
control	in	logarithmic	scale.	The	-20	bp	region	from	the	PAM	site	of	each	gRNA	is	shown	in	red	
and	the	+20	bp	region	from	the	PAM	site	is	shown	in	green.	Each	reference	base	that	was	
mutated	is	shown	with	different	colour.		
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Those	data	indicate	that	gRNA	multiplexing	significantly	elevates	the	mutagenesis	
efficiency	of	dCas9-AID*Δ.	
	
In	parallel	with	the	phenotypical	screening,	200	μL	of	galactose-grown	cultures	were	
taken	and	subjected	to	DNA	extraction.	Then	the	three	NGS	fragments	A,	B	and	C	were	
PCR	amplified	and	prepared	for	NGS	MiSeq.	DNA	sequencing	reads	were	aligned	to	
the	CAN1	locus	and	the	proportion	of	mutated	bases	was	calculated	for	each	position	on	
the	CAN1	sequence	(paper	III:	materials	and	methods).		

	 	

Figure	18.	Base	substitution	frequencies	of	the	different	targeted	mutagenesis	
experiments.	The	black	line	indicates	the	region	in	which	95%	of	the	events	are	located	in	the	
WT	samples.	Plotted	is	the	proportion	of	mutated	bases	for	each	position	in	the	CAN1	target	
sequence	grouped	by	base	substitution	type,	with	each	facet	representing	the	reference	sequence	
base	and	each	color	representing	the	resulting	mutated	base.	D	denotes	base	deletions.	Order	
clockwise:	WT	samples,	tabulated	data	from	all	the	single	gRNA	samples,	all	three	gRNAs	
multiplexed,	gRNAs	1	and	2	multiplexed.	
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When	a	single	gRNA	was	expressed,	the	mutagenesis	efficiencies	were	at	low	levels.	In	
case	two	distant	gRNAs	(gRNA1	and	gRNA2)	were	expressed	simultaneously,	the	
mutagenesis	effect	was	increased	in	both	loci,	in	a	region	+/-	20	bp	from	the	PAM	site	of	
each	gRNA	(Figure	17A).	When	all	three	gRNAs	were	multiplexed,	the	mutagenesis	
efficiency	was	further	elevated	especially	with	regard	to	gRNAs	2	and	3	that	are	in	close	
proximity.	Those	gRNAs	bind	in	the	same	direction	and	their	PAM	sites	have	a	distance	
of	39	bp	from	each	other.	The	mutation	frequency	in	the	B	fragment	where	gRNA2	and	
gRNA3	are	binding	was	highly	increased	especially	in	the	region	between	the	two	PAM	
sites	(Figure	17B).	This	finding	indicates	a	synergistic	effect	when	dCas9-AID*Δ	binds	in	
two	proximal	genomic	loci.	
	
Additionally,	the	different	mutations	were	grouped	by	type	of	nucleotide	exchange	for	
the	different	gRNA	expression	schemes	(Figure	18).	In	the	case	of	single	gRNAs	being	
expressed,	we	observed	a	slight	increase	in	all	kinds	of	base	substitutions.	When	two	
gRNAs	were	multiplexed,	we	observe	a	further	increase	mostly	with	regard	to	C	to	G	and	
T	and	G	to	A	and	C	substitutions.	When	all	three	gRNAs	were	multiplexed,	the	C	and	G	
mutagenesis	rates	were	elevated	even	further.	The	highest	increase	in	mutagenesis	rate	
was	observed	in	the	case	of	G	to	all	other	three	bases.	This	could	be	explained	by	the	fact	
that	the	two	gRNAs	with	close	proximity	to	each	other	bind	both	to	the	coding	strand	
since	they	are	reverse	complement	to	the	gene	sequence.	G	mutations	on	the	coding	
strand,	can	be	as	C	mutations	on	the	non-coding	strand.	So	the	prevalence	of	G	
mutations	can	indicate	C	mutagenesis	in	the	non-coding	strand.	This,	along	with	the	
alignment	results	presented	above,	could	be	an	additional	indication	that	binding	of	two	
dCas9-AID*Δ	in	close	proximity	could	have	a	synergistic	effect	and	boost	mutagenesis	
efficiency.		
	
Attempting	to	have	a	closer	insight	on	the	mutagenesis	patterns,	we	examined	the	
unique	mutations	that	are	present	in	our	NGS	data	on	a	read-by-read	basis.	We	
calculated	the	number	of	unique	reads	in	each	of	our	samples	compared	with	the	wild	
type	NGS	data	normalized	to	sequencing	depth.	We	compared	the	number	of	unique	
reads	that	occurred	in	each	dCas9-AID*Δ/gRNA	combination	with	the	unique	reads	in	
the	strain	that	expressed	solely	the	base	editor	plasmid	(Figure	19).	We	can	see	that	
gRNA1	had	a	site-specific	effect	when	expressed	single	but	gRNAs	2	and	3	do	not	
significantly	increase	the	number	of	unique	reads	compared	with	when	only	the	base	
editor	is	expressed.	Combinatorial	expression	of	gRNA1	(targeting	NGS	fragment	A)	and	
gRNA2	(targeting	NGS	fragment	B),	increases	even	further	the	number	of	unique	reads	
only	in	fragment	A.	It	remains	unclear	whether	this	is	a	result	of	poorer	binding	
efficiency	of	gRNA2	compared	with	gRNA1.	Combining	the	three	gRNAs	increases	the	
number	of	unique	reads	in	both	fragments	A	and	B.	The	increase	is	more	pronounced	in	
fragment	B	than	in	fragment	A,	something	that	could	indicate	that	maybe	the	proximity	
of	the	base	editor	binding	sites	can	increase	the	base	editing	efficiency.	However,	the	
boost	of	unique	reads	that	is	observed	in	fragment	A	indicates	that	the	proximity	might	
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not	be	the	sole	reason	for	the	enhanced	efficiency	that	is	observed	in	the	case	of	the	
triple	gRNA	expression.		
	
Focusing	on	the	50-bp	hotspot	region	on	site	B	(positions	750-800	bp	on	the	CAN1	
gene),	we	next	sought	to	quantify	the	mutation	rate	for	each	editor	across	this	region.	In	
order	to	quantify	editing	efficiencies	across	all	editors,	the	proportions	of	mutated	bases	
were	normalized	by	sequencing	depth	and	were	summed	up	in	this	hotspot	region,	with	
the	exclusion	of	positions	with	a	depth	normalized	proportion	of	10-4	or	less	(in	order	to	
correct	for	background	noise).	These	values	were	then	divided	by	the	length	of	the	
hotspot	region	(0.05	kb)	to	estimate	mutation	rate	per	kb.	Mutation	rates,	both	
normalized	by	length	and	non-normalized,	are	available	in	Table	2.	We	see	that	only	in	
the	3x	sample	(and	two	proximal	gRNAs	targeting	the	area	of	fragment	B)	the	mutation	
rate	is	almost	seven	times	higher,	from	around	0.2	mutations/kb	to	almost	1.5	
mutations/kb.		
	 	

Figure	19.	Number	of	unique	NGS	reads	having	a	mutation	in	the	dCas9-AID*Δ	
experimental	dataset.	As	unique	reads	we	define	the	reads	that	are	different	from	the	reads	
that	occurred	in	the	WT	strain	without	base	editor	and	gRNA(s).	The	number	of	unique	reads	
was	normalized	to	the	sequencing	depth	of	each	sequencing	run.	On	the	graph	is	the	sample	
with	base	editor	only	annotated	as	AID,	the	three	single	gRNAs,	the	2x	(gRNA1+gRNA2)	array	
and	3x	array.	*	p-value	<	0.05,	**	p-value	<	0.01	***	p-value	<	0.001	
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Table	2.	Mutation	rate	on	NGS	fragment	B.	The	number	of	fragment	B	mutated	bases	
in	each	sample	with	proportion	higher	than	10-4	were	summed	up	and	corrected	by	
sequencing	depth	(second	column).	Then	they	were	also	corrected	by	the	length	of	the	
target	region	to	calculate	the	mutation	rate	per	kb.	
	

EDITOR	

Mutation	rate	on	
site	B	(no.	mutated	
bases	/	sequencing	
depth)	

Mutation	rate	on	site	B	per	kb	(no.	
mutated	bases	/	sequencing	depth	/	
length	of	target	region	[kb])	

WT	 0.012	 0.247	
AID	w/o	gRNA	 0.009	 0.175	
gRNA1	 0.012	 0.239	
gRNA2	 0.014	 0.275	
gRNA3	 0.013	 0.260	
2x	 0.013	 0.267	
3x	 0.073	 1.470	
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Exploring	high	efficiency	yeast	adenine	deaminase	base	editors	
 
	
Base	editors	based	on	AID*Δ	can	create	mutations	in	a	relatively	extended	window,	but	
their	drawback	is	that	they	mutate	almost	exclusively	C	and	G	bases.	In	an	attempt	to	
find	solutions	to	end	up	in	less	biased	base	editors,	we	sought	to	investigate	whether	
similar	broad	range	adenine	base	editors	can	be	developed	in	yeast.		
	
We	chose	to	construct	two	base	editors	based	on	the	high	efficiency	adenine	deaminase	
TadA8e,	which	has	been	used	in	adenine	base	editors	(ABEs)	in	human	cells	(176).	It	is	a	
variant	of	the	E.coli	originated	tRNA	adenine	deaminase(177)was	later	evolved	to	the	
DNA	editing	enzyme	TadA*(117).	TadA8e	was	evolved	from	TadA*	along	with	dCas9.	
TadA8e	variant	has	improved	Cas9	compatibility	and	higher	editing	efficiency,	in	a	
window	from	-4	to	-8	bp	from	the	PAM	site	when	used	with	the	Streptococcus	pyogenes	
dCas9	variant	we	also	used	in	all	experiments	(176).	The	mutant	V106W	has	been	
identified	to	lower	the	off-target	activity	of	TadA*	towards	RNA	and	DNA	(178),	an	effect	
that	was	observed	also	in	TadA8e	(176).	We	constructed	two	base	editors	for	testing,	
TadA8e-dCas9	and	TadA8eV106W-dCas9.	Their	design	is	similar	with	dCas9-AID*Δ	but	
the	base	editors	are	N-terminus	fused,	in	accordance	with	previous	studies.	The	dCas9	
and	the	base	editors	are	connected	with	the	same	100	aa	flexible	linker	used	in	dCas9-
AID*Δ.		
	
The	experimental	setup	for	phenotypical	screening	was	the	same	as	followed	for	the	
characterization	of	dCas9-AID*Δ.	CAN1	was	again	the	marker	gene	and	the	same	three	
gRNAs	were	tested.	The	gRNAs	were	expressed	individually	or	in	multiplexed	cassettes,	
in	the	same	setup	that	was	used	in	the	previous	experiment	(Figure	20A).	The	same	
gRNA	targeting	ADE2	was	again	used	as	an	off-target	activity	estimate.	After	plasmid	
transformation	we	performed	raffinose	de-repression	and	galactose	induction	of	the	
base	editor,	followed	by	CanR	screenings.	The	results	of	this	assay	are	shown	in	Figure	
20B.	
	
The	first	observation	to	be	noted,	is	that	TadA8eV106W-dCas9	along	with	the	off-target	
gRNA	targeting	ADE2	showed	the	same	CanR	formation	rate	as	the	WT	strain	with	no	
base	editor.	TadA8e-dCas9	with	the	same	direction	showed	an	about	10-fold	increase	in	
CanR	formation.	
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The	three	individual	gRNAs	showed	similar	CanR	formation	rates	for	both	base	editors,	
around	10-3	CanR	cfu/total	cfu.	Only	gRNA2	showed	a	bit	higher	CanR	formation	rate	that	
reached	10-2	CanR	cfu/total	cfu,	and	similar	CanR	formation	rate	was	observed	when	
gRNA1	and	gRNA2	were	multiplexed.	CanR	formation	rate	reached	10-1	CanR	cfu/total	
cfu	when	all	the	three	gRNAs	were	multiplexed,.	
	
In	order	to	check	the	mutation	window	and	the	types	of	the	mutation,	we	performed	a	
small-scale	screening	based	on	Sanger	sequencing	of	individual	clones.	We	selected	a	
500-bp	sequence	in	the	center	of	the	CAN1	gene	(534-1011	bp)	for	Sanger	sequencing.	
In	the	middle	of	this	fragment,	gRNA2	and	gRNA3	are	binding	(Fig.	21A).	We	chose	to	
sequence	this	region	to	investigate	the	base	editing	window	and	efficiency	when	gRNA2	
only	or	gRNAs	1,	2	and	3	are	expressed	together.	We	wanted	to	investigate	whether	we	
see	the	same	boost	in	editing	efficiency	as	in	the	case	of	dCas9-	AID*Δ	when	the	gRNAs	
are	in	close	proximity.		

Figure	20.	Experimental	assay	for	the	screening	of	adenine	base	editors.	(A)	The	hyperactive	
adenine	deaminase	variants	TadA8e	and	TadA8e	V106W	were	fused	with	a	100	aa	flexible	linker	
and	dCas9.	TadA8e	V106W	is	reported	to	show	decreased	off-target	activity.	The	same	experimental	
strategy	and	the	same	gRNAs	as	in	the	AID*Δ	assay	were	used.	(B):	CanR	formation	rates	for	both	
TadA8e-dCas9	and	TadA8eV106W-dCas9.	A	gRNA	targeting	ADE2	was	used	for	off-target	activity	
estimation.	
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Figure	21.	Mutagenesis	profile	of	the	base	editors	TadA8e-dCas9	and	TadA8eV106W-
dCas9	in	yeast.	(A):	A	500	bp	part	around	the	binding	sites	of	gRNA2	and	gRNA3	was	amplified	
from	individual	CanR	clones	and	each	PCR	product	was	Sanger	sequenced.	For	each	condition	15	
clones	were	screened.	(B):	AàT	mutation	frequencies	for	both	base	editor	variants	when	a	
single	gRNA	(gRNA2)	was	expressed.	(C):	AàT	mutation	frequencies	for	both	base	editor	
variants	in	gRNA2	and	gRNA3	loci	when	gRNAs	1,	2	and	3	were	multiplexed	(3x	gRNA	array).		
 
We	screened	15	CanR	clones	from	the	strains	expressing	the	adenine	deaminase	base	
editors	and	gRNA2,	and	15	CanR	clones	from	the	strains	with	the	base	editors	and	the	
triplicated	gRNAs.	Mutations	were	almost	exclusively	detected	in	the	gRNA	binding	site,	
and	the	only	kind	of	mutations	observed	were	TàC	substitutions	in	the	coding	strand	or	
AàG	substitutions	in	the	non-coding	strand.	In	Figure	21B	we	can	see	the	editing	
window	of	gRNA2	when	TadA8e-dCas9	or	TadA8eV106W-dCas9	are	expressed.	Editing	
starts	at	the	position	-7	from	the	PAM	site	and	the	highest	mutation	rate	observed	is	at	
the	position	-18.	In	the	case	of	TadA8eV106W-dCas9,	high	mutation	rates	are	observed	
also	at	the	position	-21.	Moreover,	in	the	case	of	TadA8e-dCas9	two	single	mutations	in	
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higher	distance	from	the	PAM	site	are	observed	at	the	positions	+28	and	+37	from	the	
PAM	site.	

When	the	two	proximal	gRNAs	2	and	3	are	expressed	simultaneously,	the	positions	of	
gRNA2	that	are	the	closest	to	the	PAM	site	are	no	longer	mutated,	but	the	mutagenesis	
rate	of	the	positions	-12/-13	and	-17/-18	remains	almost	the	same.	Strains	expressing	
gRNA3	show	a	similar	mutagenesis	profile,	especially	when	TadA8e-dCas9	is	expressed.	
In	the	case	of	TadA8eV106W-dCas9,	only	two	positions	in	the	gRNA3	binding	site	are	
mutated,	and	mostly	position	-16.	The	V106W	mutation	lowers	significantly	the	off-
target	activity	of	TadA8e-dCas9	but	it	also	seems	to	lower	the	on-target	mutagenesis	
efficiency,	especially	in	the	context	of	multiplexed	gRNA	expression.	The	gRNA3	has	
slightly	lower	on-target	score	than	gRNA2	(59.3	vs.	62.4	respectively,	see	also	paper	III:	
table	S1)	but	it	is	unclear	if	this	difference	can	fully	explain	the	low	mutagenesis	rate	
observed	in	gRNA3	position	when	multiplexed	gRNAs	were	expressed	along	with	
TadA8eV106W-dCas9.	
	
Conclusions	
	
In	this	chapter	we	aimed	to	construct	and	characterize	broad	range	CRISPR	base	editors	
for	targeted	in	vivo	mutagenesis.	The	goal	was	to	investigate	their	activity	both	
phenotypically	and	at	the	DNA	level,	their	mutagenesis	window	and	their	mutagenesis	
efficiency.		
	
The	cytidine	deaminase	base	editor	dCas9-AID*Δ	with	single	gRNAs	showed	poor	
mutagenesis	efficiency	in	NGS	analysis,	although	it	increased	about	100	times	the	
occurrence	of	CanR	clones	in	the	canavanine	resistance	assays.	Multiplexed	expression	of	
two	distant	gRNAs	(distance	between	PAM	sites	659	bp)	increased	the	mutagenesis	
efficiency	in	both	loci,	forming	a	mutagenesis	window	of	+/-	20	bp	from	each	PAM	site.	
The	expression	of	two	proximal	gRNAs	with	19	bp	distance	between	them,	resulted	in	an	
increase	both	of	the	editing	window	and	the	mutagenesis	efficiency	in	the	site.	The	
expression	of	those	two	proximal	gRNAs	in	this	area	renders a	mutagenesis	window	of	
about	80	bp	in	total.	This	finding	is	an	indication	of	a	possible	homodimerization	effect	
of	AID*Δ	which	boosts	up	its	efficiency.	It	has	been	already	shown	that	AID	forms	
dimeric	or	even	multimeric	complexes	(179).		
	
We	also	performed	a	smaller	scale	characterization	of	two	high	efficiency	adenine	
deaminase	base	editors,	previously	used	in	human	cells.	We	showed	that	they	work	
efficiently	in	yeast	cells	but	their	effect	appeared	to	be	restricted	to	the	gRNA	binding	
sites,	even	when	the	two	proximal	gRNAs	that	boosted	up	dCas9-AID*Δ	efficiency	were	
expressed	simultaneously.	However,	since	only	CanR	clones	were	sequenced,	NGS	
analysis	could	give	a	better	insight	on	the	profile	of	the	adenine	base	editors	we	
developed.	The	base	editors	dCas9-AID*Δ	and	TadA8eV106W-dCas9	were	later	used	for	
directed	evolution	assays	and	this	is	presented	in	Chapter	4	and	Paper	IV.	 	
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Chapter	4	–	Combining	CRISPR	tools	and	gRNA	libraries	
	
In	this	chapter	we	explore	different	applications	of	gRNA	library	screening	combined	
with	different	CRUSPR	tools.	Two	projects	are	presented	with	a	common	aim	to	improve	
the	supply	of	the	key	metabolic	precursor	malonyl-CoA	in	yeast.	The	first	project	is	a	
gRNA	library	screening	assay	covered	also	in	paper	I.	It	combines	a	single	gRNA	library	
and	the	transcription	activator	dCas9-VPR.	The	aim	of	this	project	was	to	screen	for	
altered	transcription	levels	of	genes	that	could	increase	the	yeast	metabolic	fluxes	
towards	malonyl-CoA.	The	gRNA	library	in	this	project	was	combined	with	a	malonyl-
CoA	biosensor	and	screened	by	FACS.		
The	other	project	is	included	in	paper	IV	which	it	involves	the	improvement	of	malonyl-
CoA	supply	by	external	malonate.	We	sought	to	improve	malonate	import	in	the	cell	by	
evolving	a	dicarboxylic	aid	transporter.	Broad	range	base	editors	that	were	constructed	
and	characterized	in	chapter	3/paper	III	were	used	along	with	a	duplexed	gRNA	
library	for	the	evolution	of	the	gene	that	encodes	the	transporter.	In	this	case	the	library	
was	not	screened	but	a	growth-coupled	assay	was	performed.	
	

gRNA	library	screening	combined	with	dCas9-VPR	for	the	screening	of	
gene	transcription	setups	
 
In	this	project,	we	sought	to	combine	the	targeted	gene	regulation	that	CRISPRi	offers,	
with	a	high-throughput	screening	setup.	Metabolite	biosensors	connect	the	intracellular	
levels	of	a	metabolite	as	an	input	with	defined	outputs	like	fluorescence	and	they	can	be	
combined	with	screening	methods	like	FACS.	We	selected	the	malonyl-CoA	FapR	
biosensor	(45–47)	which	connects	malonyl-CoA	levels	with	GFP	expression	(see	also	
Figure	2).	The	biosensor	is	designed	in	a	way	that	increasing	cytosolic	malonyl-CoA	
levels	lead	to	increased	GFP	expression.	Malonyl-CoA	is	a	key	precursor	for	valuable	
chemicals	like	fatty	acids,	3-hydroxyproprionic	acid	(3-HP)	etc.	(180).		
	
We	wanted	to	investigate	genes	that	changes	in	their	transcription	levels	could	increase	
the	metabolic	fluxes	towards	malonyl-CoA.	dCas9-VPR	can	upregulate	transcription	in	
different	levels	or	even	downregulate	it	depending	on	its	binding	site	in	a	promoter	
(114).	By	using	it	we	could	screen	for	the	effect	of	both	activation	or	repression	of	a	
certain	gene.	An	overview	of	the	screening	strategy	can	be	seen	in	Figure	22	and	it	is	
also	described	in	detail	below.	
	
For	the	identification	of	the	genes	that	would	be	the	targets	of	our	screening,	we	
performed	a	prediction	using	a	genome-scale	metabolic	model	(GEM).	GEMs	are	based	
on	mathematical	representation	of	the	cell	metabolism.	The	reactions,	the	metabolites	
and	the	possible	interactions	of	them	are	modelled	based	on	all	knowledge	that	is	
available	(40).	Those	models	make	it	possible	to	perform	predictions	for	example	the	
production	rate	of	a	certain	metabolite	in	given	conditions.	This	is	done	by	flux	balance	
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analysis	(FBA),	where	a	biological	objective	of	choice	can	be	applied	(e.g.	maximizing	the	
flux	towards	a	metabolite	of	interest)	and	the	optimal	solution	can	be	found	in	steady	
state	growth	(181).		
	

 
Figure	22.	Workflow	for	the	gRNA	library/dCas9-VPR	screening	for	optimizing	fluxes	
towards	malonyl-CoA.	Candidate	genes	whose	changes	in	expression	levels	could	improve	flux	
towards	malonyl-CoA	were	identified	and	several	gRNAs	for	each	promoter	were	designed.	A	
library	of	3194	gRNAs	was	constructed	in	yeast	cells	that	express	dCas9-VPR	and	the	malonyl-
CoA	biosensor.	Screening	of	the	library	was	performed	with	FACS,	enriched	gRNAs	were	verified	
and	their	effect	on	3-HP	production	and	gene	regulation	was	identified.			

An	FBA	was	carried	out,	where	11	suboptimal	growth	rates	(from	0.2*μmax	to	0.8*	μmax)	
were	applied	in	the	yeast	GEM	and	malonyl-CoA	and	acetyl-CoA	fluxes	were	maximized	
(paper	I:	Figure	1a).	For	each	solution,	a	k	score	was	calculated	for	each	reaction,	which	
is	the	flux	of	each	reaction	divided	by	the	flux	of	the	same	reaction	when	μ=μmax.	A	score	
higher	than	1	represented	upregulation	of	the	reaction,	whereas	a	score	lower	than	1	
represented	downregulation.	This	analysis	resulted	in	70	upregulation	targets,	80	
downregulation	targets	and	18	genes	that	could	be	upregulation	or	downregulation	
targets	depending	on	the	carbon	source.	
	
Since	the	effect	of	a	certain	gRNA	in	gene	regulation	is	not	clearly	predictable,	we	
designed	up	to	21	gRNAs	per	target	gene	in	order	to	cover	multiple	potential	
transcription	levels	of	each	gene.	The	final	library	consisted	of	3194	gRNAs	and	it	was	
cloned	into	a	plasmid	carrying	dCas9-VPR	(paper	I:	Figure	S1).	The	yeast	strain	used	
expressed	the	FapR	malonyl-CoA	biosensor	and	a	mutant	version	of	ACC1	(ACC1**)	
which	increases	the	flux	from	acetyl-CoA	to	malonyl-CoA	(182).	The	library	sorted	with	
three	rounds	of	FACS	in	total,	using	two	different	gates	(Figure	23).	49	gRNAs	were	
selected	for	further	screening	and	characterization.	Screening	took	place	in	yeast	cells	
that	expressed	the	enzyme	Mcr	which	converts	malonyl-CoA	to	3-HP	(35).	We	chose	to	
screen	for	the	production	level	of	a	malonyl-CoA	product,	in	order	to	identify	even	
temporary	increases	in	the	malonyl-CoA	pool.	Only	eight	gRNAs	resulted	in	3-HP	yield	
increases	higher	than	15%	compared	with	the	strain	carrying	no	gRNA	(Figure	24).	
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The	effect	of	each	gRNAs	on	gene	expression	was	tested	on	fusions	of	the	yeast	
promoters	that	a	particular	gRNA	is	targeting	with	GFP.	The	gRNA/dCas9-VPR	effect	on	
transcription	was	reflected	in	the	GFP	levels	without	and	with	the	gRNA	(paper	I:	Figure	
S3).	ADK1	#15	(TSS	-761)	showed	the	highest	3-HP	increase	and	it	slightly	
downregulates	the	expression	of	the	ADK1p-GFP	fusion.	ADK1	encodes	the	adenylate	
kinase	and	influences	ATP	homeostasis.	ALD2	#1	(TSS	-241)	increases	also	significantly	
3-HP	and	also	ALD2	expression	under	glucose.	ARO4	#1	(TSS	-641)	does	not	have	an	
effect	on	the	expression	levels	of	ARO4p-GFP	but	it	increases	the	expression	levels	of	the	
neighboring	gene	SPO23.	This	was	reflected	on	the	effect	of	this	gRNA	on	a	SPO23p-GFP	
construct.	SPO23	encodes	a	protein	of	unknown	function	so	far,	making	this	an	even	
more	interesting	and	unexpected	finding.	Other	potential	gene	targets	identified	by	this	
screening	are	PDX1,	TKL2	and	AHP1.	
	 	

Figure	23.	Sorting	strategy	of	the	gRNA	library.	(A):	FACS	gating	strategy.	After	7	hours	of	
culture	the	cells	were	sorted	in	two	gates,	P2	and	P3.	The	same	gates	were	used	for	other	two	
rounds	of	sorting.	(B):	Schematic	representation	of	the	sorting	rounds.	Each	pie	chart	
represents	the	gRNA	distribution	after	sorting.	(C):	Plots	of	log2-fold	change	in	the	
abundance	of	each	gRNA	over	the	initial	library,	red	dots	are	gRNAs	that	were	tested	for	3-HP	
production.	
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gRNA	library	and	base	editors	for	directed	evolution	of	a	malonate	
transporter	
	
An	alternative	way	to	increase	malonyl-CoA	supply	in	yeast	is	by	importing	malonate	
extracellularly	and	converting	it	into	the	cell	to	malonyl-CoA.	This	has	been	achieved	by	
heterologously	expressing	the	dicarboxylic	acid	transporter	and	the	bacterial	malonate	
synthetase	Mae1	(183).	This	pathway	could	increase	malonyl-CoA	supply	in	microbial	
consortia.	Yeast	could	be	cultivated	with	a	malonate	overproducing	microorganism,	
import	malonate,	convert	it	to	malonyl-CoA	and	produce	the	malonyl-CoA-derived	
products	of	choice.	Microbial	consortia	can	be	more	efficient	since	metabolic	burden	of	
long	pathways	is	divided	and	they	are	also	more	robust	to	environmental	changes	(184,	
185).	
	
In	paper	IV	we	sought	to	improve	the	pathway	of	malonyl-CoA	supply	by	extracellular	
malonate.	First	stage	was	to	screen	and	identify	the	most	efficient	pair	of	dicarboxylic	
acid	transporter	and	malonyl-CoA	synthetase.	To	have	a	connection	of	the	malonyl-CoA	
supply	efficiency	and	the	phenotype,	we	made	our	CEN.PK113-11C	strains	malonate-
dependent	by	deleting	ACC1	(Figure	25).	This	made	external	malonate	the	sole	source	of	
cytosolic	malonyl-CoA	and	the	growth	malonate	dependent.	After	screening	of	16	pairs	
of	dicarboxylic	acid	transporter	and	malonyl-CoA	synthetase	(paper	IV:	Tables	1	and	2)	
we	ended	up	proceeding	with	the	dicarboxylic	acid	transporter	SpMae1	from	
Schizosaccharomyces	pombe	and	the	malonyl-CoA	synthetase	RtMatB	from	Rhizobium	
leguminosarium	bv.	trifolii.	This	pair	combined	with	ACC1	deletion	had	the	highest	
growth	rate	and	the	shortest	lag	phase	(paper	IV:	Figures	1	and	S1).	 	

Figure	24.	Normalized	3-HP	yields	by	the	most	promising	gRNAs.	In	the	figure	are	shown	
the	gRNAs	that	yielded	more	than	15%	increased	3-HP	levels	than	the	strain	with	no	gRNA	
expressed.	The	3-HP	are	normalized	by	OD	and	3-HP	levels	of	the	negative	control	(no	gRNA).	
Biological	triplicates	were	measured	and	the	sampling	took	place	after	72h	of	growth.	*	p-value	
<	0.05,	**	p-value	<	0.01	***	p-value	<	0.001		
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Malonate	is	a	dicarboxylic	acid	with	pKa	values	of	2.8	and	5.7.	Since	SpMae1	is	more	
efficient	in	the	transport	of	monoanionic	dicarboxylates	(186),	malonate	transport	is	
expected	to	more	efficient	at	lower	extracellular	pH	values	where	the	monoprotonated	
form	is	prevalent.	This	was	verified	by	our	experimental	data	also	in	our	SpMae1-
RtMatB-ΔACC1	strain	(yFlav27)	(paper	IV:	Figure	2),	where	growth	in	pH	4.5	is	faster	
than	in	pH	6.	In	pH	6	the	lag	phase	is	also	longer	and	the	maximum	OD	is	lower.	In	pH	6	
there	is	no	diauxic	shift	observed,	and	the	same	happens	in	pH	4.5	in	low	malonate	
concentrations	(0-10	mM).	
	
Since	the	malonate	uptake	pathway	would	be	useful	to	be	used	in	microbial	consortia	
with	malonate-producing	bacteria,	it	would	be	valuable	to	improve	the	transport	in	
higher	pH	values.	It	would	be	also	beneficial	to	improve	malonate	uptake	in	low	
concentrations	(10	mM	and	below).	We	chose	to	proceed	in	directed	evolution	of	
SpMae1	in	order	to	obtain	variants	that	will	perform	better	in	higher	pH	and/or	lower	
malonate	concentrations.	We	chose	to	use	the	base	editors	dCas9-AID*Δ	and	
TadA8eV106W-dCas9	for	in	vivo	mutagenesis	of	SpMae1.	The	idea	was	to	design	a	
library	of	gRNAs	that	cover	as	much	of	the	gene	as	possible,	introduce	it	in	yFlav27,	
induce	mutagenesis	on	galactose	and	then	enrich	beneficial	mutants	on	restrictive	
conditions	(high	pH	or	low	malonate	concentration).		
	 	

Figure	25.	Design	of	the	malonate-dependent	strain.	After	the	introduction	of	the	
dicarboxylic	acid	transporter	(here	SpMae1)	and	the	malonyl-CoA	synthetase	(here	
RtMatB),	the	ACC1	gene	was	deleted.	This	is	making	external	malonate	the	sole	source	of	
cytosolic	malonyl-CoA	and	the	growth	of	the	strain	dependent	on	the	uptake	of	
extracellular	malonate.	
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We	designed	55	gRNAs	that	cover	67.5%	of	SpMae1	(889	bp	out	of	1317	bp).	Because	of	
the	poor	performance	of	dCas9-AID*Δ	with	single	gRNAs,	we	duplexed	those	gRNAs	in	
any	possible	combination	and	the	final	library	contained	3025	variants.	The	library	was	
cloned	in	E.coli	using	the	pMCL11	plasmid	with	the	ccdB	counterselection	marker	as	
dropout	cassette	(check	also	Chapter	2).	Then	the	plasmid	library	was	isolated	by	
midiprep	and	was	introduced	in	yFlav27	cells	carrying	a	base	editor/Csy4	coding	
centromeric	plasmid(Figure	26A).	Two	yeast	libraries	were	constructed,	which	differ	in	
the	base	editor	plasmid	they	carry	(dCas9-AID*Δ	or	TadA8eV106W-dCas9).	

Figure	26.	The	SpMae1	directed	evolution	assay.	(A)	55	gRNAs	which	cover	SpMae1	were	
Csy4-dublexed	in	a	library	of	3025	variants	in	total	which	was	cloned	into	a	2μ	vector.	The	
plasmid	library	was	then	inserted	into	yFlav27	(SpMae1-RtMatB-ΔACC1)	carrying	a	
centromeric	plasmid	with	either	dCas9-AID*	or	TadA8eV106W-dCas9	under	the	control	of	
GAL1p	(B)	The	two	libraries	were	cultivated	in	2%	galactose	media	with	20	mM	malonate	at	
pH	4.5	for	mutagenesis.	Next,	cultures	were	transferred	into	2%	glucose	media	with	low	
malonate	concentration	or	high	pH	to	enrich	beneficial	mutations.	Individual	clones	were	
isolated	on	agar	plates	and	screened.	For	spatial	reasons	TadA8eV106W	is	denoted	as	TadA	
and	AID*Δ	is	denoted	as	AID*.	
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Then,	the	mutagenesis/enrichment	cycles	followed.	The	media	used	in	all	the	liquid	
cultures	was	Delft	media	(188)	with	variable	carbon	sources	in	2%	concentration.	The	
optimal	malonate/pH	conditions	were	used	if	not	stated	otherwise	(20	mM	
malonate/pH	6).	Uracil	and/or	histidine	were	supplemented	when	needed	in	
concentration	100	mg/L.	The	efficiency	of	our	transformation	was	more	than	enough	to	
cover	at	least	3*3025	variants	(library	size	around	4*104	cfu	per	transformation).	After	
transformation,	cells	carrying	gRNA	library	plasmids	were	enriched	in	raffinose	media	
without	added	histidine	and	uracil.	Then	the	mutagenesis	was	induced	by	inoculating	
library	cells	in	2%	galactose	in	an	initial	OD	of	0.1.	When	OD	reached	3-4	after	
approximately	48h,	the	libraries	were	transferred	in	glucose	media	and	restrictive	
conditions	in	order	to	enrich	for		SpMae1	variants	with	beneficial	mutations.	
	
Each	galactose	grown	cell	population	(set	of	gRNA	library	+	base	editor)	was	enriched	in	
two	conditions:	(i)	low	malonate	concentration	(5	mM		malonate/pH	4.5)	and	(ii)	l	high	
pH	(20	mM	malonate/pH	6).	Four	enrichment	rounds	were	performed	in	the	condition	
(i)	and	two	enrichment	rounds	were	performed	for	the	condition	(ii)	(paper	IV:	Figure	
S2).	Below	are	presented	the	enrichment	assays	in	the	two	conditions.	
	
Regarding	the	condition	(i),	after	the	enrichment	rounds,	the	liquid	cultures	were	plated	
on	SD-Ura-His	plates	of	pH	4.5	with	5	mM	malonate	and	30	clones	from	each	library	
population	(60	clones	in	total)	were	screened	in	a	96-well	plate	growth	profiler.	The	10	
fastest	growing	clones	underwent	PCR	amplification	of	their	SpMae1	ORF	followed	by	
Sanger	sequencing.	No	mutations	were	found	in	the	dCas9-AID*	library	clones.	Among	
the	TadA8eV106W-dCas9	library	clones,	only	one	was	mutated.	This	clone	had	the	
mutations	L76S	and	V274A.	
	
In	the	condition	(ii),	enriched	liquid	cultures	were	plated	on	SD-Ura-His	plates	of	pH	6	
with	20	mM	malonate.	Fewer	clones	appeared	in	this	experiment,	and	they	were	
screened	in	shake	flask.	6	clones	from	the	dCas9-AID*	library	and	13	clones	from	the	
TadA8eV106-dCas9	library	were	screened	(paper	IV:	Figure	S3).	All	6	clones	from	the	
dCas9-AID*	library	and	the	11	faster	growing	clones	from	the	TadA8eV106-dCas9	
library	had	both	SpMae1	and	the	gRNA	coding	locus	sequenced.		No	mutations	were	
found	among	the	dCas9-AID*	library	derived	clones.	Among	the	TadA8eV106W-dCas9	
library	derived	clones,	6	out	of	11	sequenced	clones	carried	a	M43V	mutation	and	in	
total	9	clones	carried	a	missense	mutation	(paper	IV:	Table	S4).	
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We	chose	to	introduce	the	mutations	M43V	and	L76S	to	the	SpMae1	gene	of	yFlav27	and	
check	if	they	have	a	beneficial	effect.	In	all	the	strains	we	introduced	a	plasmid	that	
carries	the	gene	mcr	which	encodes	the	enzyme	malonyl-CoA	reductase	which	converts	
malonyl-CoA	to	3-HP	(35).	We	introduced	a	malonyl-CoA	consuming	reaction	in	order	to	
facilitate	malonate	uptake	in	the	cells	and	be	able	to	see	more	clearly	the	potential	
effects	of	the	point	mutations.		
	
The	shake	flask	growth	experiments	(Figure	27A)	showed	that	the	SpMae1L76S-carrying	
strain	shows	improved	growth	compared	with	the	strain	carrying	the	WT	gene	in	both	
low	malonate	concentration	and	high	pH.	The	SpMae1M43V	-carrying	strain	shows	
improved	growth	mostly	in	high	pH	and	in	a	lower	extent	in	low	malonate	
concentrations.		 	

Figure	27.	Shake	flask	growth	and	malonate	consumption	of	strains	expressing	different	
SpMae1	variants.	Cells	express	either	WT	SpMae1,	the	M43V	or	the	L76S	variant.	All	strains	
also	express	RtMatB	encoding	malonyl-CoA	synthetase	and	mcr	encoding	malonyl-CoA	
reductase	which	converts	malonyl-CoA	to	3-HP.	ACC1	is	deleted	in	all	strains.	(A):	OD600	over	
time	in	shake	flask	growth.	(B):	Malonate	consumption	rate	in	different	cultivation	time	
intervals.	Biological	triplicates	were	measured	and	the	error	bars	represent	the	standard	
deviation.	
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In	the	shake	flask	experiments,	we	also	measured	the	extracellular	malonate	
concentration	in	each	sampling	point.	Based	on	those	data,	we	calculated	the	malonate	
consumption	for	the	time	intervals	between	the	samplings	(Figure	27B).	The	most	
interesting	finding	is	that	both	mutant	strains	have	a	higher	consumption	rate	of	
malonate	than	the	WT	in	the	first	15	h	of	culture.	This	trend	is	the	same	for	all	
conditions	tested	and	the	SpMae1L76S	mutant	outperforms	SpMae1M43V.	The	SpMae1L76S	
mutant	performed	better	than	both	SpMae1M43V	and	SpMae1WT	also	in	3-HP	production	
in	both	high	and	low	malonate	concentrations	(paper	IV:	Figure	S4).		
	
We	performed	another	set	of	experiments	to	investigate	the	dynamics	of	malonyl-CoA	
supply	in	the	mutant	strains.	Instead	of	introducing	the	the	mcr	plasmid	in	the	strains,	
we	introduced	a	FapR	malonyl-CoA	biosensor	with	expanded	dynamic	range	as	it	was	
improved	by	Dabirian	et	al.	(189).	Then	we	monitored	biomass	and	green	fluorescence	
in	real	time.	The	GFP/Biomass	ratio	in	this	experimental	set	can	work	as	an	indicator	of	
cytosolic	malonyl-CoA	levels.		
The	experiment	was	performed	in	four	conditions:	(a)	pH	4.5	and	5	mM	malonate,	(b)	
pH	4.5	and	20	mM	malonate,	(c)	pH	6	and	5	mM	malonate	and	(d)	pH	6	and	20	mM	

Figure	28.	GFP	to	biomass	ratio	over	time	for	the	three	SpMae1-RtMatB-ΔACC1	+	FapR	
biosensor	strains	with	different	SpMae1	variants.	The	experiment	was	performed	in	a	
Biolector.	The	y-axis	represents	arbitrary	units.	Four	conditions	were	tested:	(A)	pH	4.5	and	5	
mM	malonate,	(B)	pH	4.5	and	20	mM	malonate,	(C)	pH	6	and	5	mM	malonate	and	(D)	pH	6	and	
20	mM	malonate.	Measurements	were	performed	in	biological	triplicates	and	the	error	bars	
represent	the	standard	deviation.		
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malonate.	The	strain	carrying	the	SpMae1L76S	mutant	showed	higher	GFP/Biomass	ratio	
than	the	other	two	strains,	in	all	the	conditions	tested.	This	trend	is	more	obvious	within	
the	first	20	hours	of	growth.	This	is	an	indication	of	increased	cytosolic	levels	of	
malonyl-CoA.	Since	the	only	difference	between	this	strain	is	the	SpMae1	variant,	we	can	
conclude	that	the	improved	GFP/Biomass	of	the	SpMae1L76S	mutant	is	a	result	of	
improved	malonate	uptake.	In	combination	with	the	improved	malonate	uptake	-
especially	within	the	first	15h	of	growth-	we	can	conclude	that	especially	the	L76S	
mutation	improves	the	malonate	uptake	performance	of	SpMae1	transporter.		
	

Conclusions	
 
In	this	chapter	we	use	gRNA	libraries	in	a	variety	of	screening	projects.	In	the	first	half	of	
the	chapter	(paper	I)	we	perform	a	gRNA	library	screening	in	combination	with	the	
dCas9-VPR	transcriptional	activator	and	FBA.	This	experiment	reveals	novel	regulatory	
setups	that	increase	the	metabolic	fluxes	towards	a	metabolite	of	interest,	in	our	case	
malonyl-CoA.	The	different	effects	that	dCas9-VPR	can	have	on	transcription	depending	
on	the	promoter	binding	site	of	the	gRNA	gives	the	opportunity	to	screen	even	for	slight	
changes	in	the	transcription	level	of	a	gene.	Moreover,	this	assay	revealed	even	
unknown	genes	whose	changes	in	their	expression	levels	has	an	effect	on	the	metabolic	
fluxes,	such	as	SPO23.		
	
In	the	second	half	of	the	chapter	(paper	IV)	we	used	a	gRNA	library	for	directed	
evolution.	In	this	way	we	explored	the	potential	of	two	broad	range	base	editors	that	we	
constructed	previously.	We	sought	to	apply	this	approach	in	a	project	of	improving	the	
cytosolic	malonyl-CoA	supply	in	yeast	by	external	malonate	transport,	and	we	selected	
to	evolve	the	malonate	transporter	SpMae1	of	this	pathway.	TadA8eV106W-dCas9	base	
editor	evolution	resulted	in	two	interesting	mutants	of	SpMae1	that	seem	to	improve	its	
malonate	transport	performance.	However,	dCas9-AID*Δ	evolution	did	not	result	in	any	
mutant,	something	that	might	have	to	do	with	its	weak	performance	with	single	gRNAs	
that	was	observed	earlier.	Even	though	we	constructed	a	duplexed	gRNA	library,	this	
might	not	be	enough	to	ensure	high	mutagenesis	efficiencies	for	this	base	editor	that	
could	make	it	beneficial	for	directed	evolution	approaches.	When	it	comes	to	the	two	
SpMae1	mutations	that	occurred	from	this	assay,	they	can	be	further	analyzed	by	protein	
modeling	or	rational	engineering.	The	performance	of	a	double	mutant	SpMae1M43V,L76S	
would	be	also	interesting	to	be	examined.	
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Chapter	5	–	Conclusions	and	future	prospects	
	

The	molecular	cloning	challenges	of	CRISPR	
 
CRISPR	has	now	a	much	broader	field	of	applications	than	when	it	was	first	discovered.	
Initially	it	was	a	tool	for	introducing	DSBs	in	genomic	loci	of	choice,	but	now	the	non-
cutting	dCas9	or	single	stranding	nCas9	can	be	fused	with	a	wide	variety	of	domains,	
enabling	targeted	transcription	regulation	of	genes,	base	editing	and	more	widely	the	
targeted	recruitment	of	any	effector	of	choice	in	a	genomic	locus	of	choice.	However,	
there	was	a	lack	of	systematization	regarding	the	cloning	setup	for	CRISPR	applications	
in	yeast.	Additionally,	it	has	been	observed	that	in	many	yeast	CRISPR	applications	the	
Cas9-based	protein	and	the	gRNA	were	cloned	the	same	plasmid	(114,	121).	This	could	
not	allow	independent	engineering	of	the	Cas9-based	gene	and	the	gRNA.	As	a	result,	
significant	delays	can	occur	when	a	wide	variety	of	CRISPR	effectors	needs	to	be	
screened	and/or	many	gRNAs	need	to	be	tested.	
	
In	paper	II	we	attempted	an	extension	of	the	already	existing	yeast	MoClo	system	
(169)for	CRISPR	applications.	Now	Cas9	and	gRNA	are	expressed	from	two	separate	
vectors	and	their	cloning	architecture	is	compatible	with	a	well	characterized	system	
which	enables	the	easy	exchange	of	domains	with	Golden	Gate	cloning	reactions.	This	
makes	it	easier	for	a	researcher	to	build	up	CRISPR	effectors	in	a	more	fast	and	reliable	
way,	avoiding	costly	and	time-consuming	sequencing	verifications	and	primer	orderings	
due	to	consecutive	PCRs.	Moreover,	the	multigRNA	tool	we	built,	allows	for	the	quick	
and	simple	generation	of	multiple	gRNA	arrays.	It	has	the	capacity	to	multiplex	up	to	12	
gRNAs	and	we	have	successfully	verified	in	vitro	building	of	arrays	with	up	to	9	gRNAs	
with	more	than	75%	success	rate.	
	
However,	we	did	not	succeed	to	develop	a	platform	for	creating	multiplexed	gRNA	
libraries.	We	aimed	to	establish	a	platform	that	could	overcome	the	need	to	order	pre-
multiplexed	gRNA	libraries	and	could	allow	the	multiplexing	to	happen	during	the	
cloning.	We	tried	some	proof	of	concept	approaches	to	randomly	multiplex	gRNAs	in	a	
5x	array,	for	example	by	adding	unique	4	bp	overhangs	similar	to	a	previous	approach	
for	gRNA	array	construction	(138)	but	it	was	not	successful.	Most	of	the	clones	had	one	
or	two	gRNAs	cloned	and	not	five.	The	tandem	repeats	of	Csy4	recognizing	loop	and	
gRNA	scaffold	might	be	the	source	of	the	problem	and	it	was	present	even	when	we	used	
commercially	available	E.coli	competent	cells.	A	good	improvement	of	this	toolkit,	and	a	
challenge	for	a	future	researcher	on	the	field,	could	be	to	find	a	way	to	overcome	those	
difficulties	and	establish	a	platform	for	randomized	gRNA	multiplexing.	This	could	
expand	even	more	the	possibilities	of	gRNA	library	screenings,	as	it	will	broaden	the	
possibilities	for	combinatorial	screenings.	
	
	



 
 

 
 

52 

Another	limitation	in	our	study	was	the	number	of	possible	simultaneous	gene	deletions	
using	CRISPR.	In	our	study	we	managed	to	perform	successfully	up	to	three	gene	
deletions	with	one	transformation.	In	a	previous	study	of	our	lab	it	was	possible	to	
delete	up	to	four	genes	simultaneously	using	Csy4	gRNA	arrays	(128)	but	we	didn’t	try	
to	delete	four	genes	in	the	present	study.	Since	multiplexed	gRNA	arrays	have	been	
proved	to	work	efficiently	in	combinatorial	CRISPRi	and	CRISPRa	arrays	(138,	139),	a	
possible	reason	for	this	is	the	increased	number	of	simultaneous	homologous	gene	
repairs	that	have	to	happen	in	order	to	have	successful	gene	deletions.	Moreover,	the	
higher	the	number	of	deletions,	the	more	repair	fragments	have	to	be	introduced	in	the	
cell.	However,	we	observed	a	trend	that	in	arrays	of	more	than	5	gRNAs,	the	first	three	
and	the	last	gRNA	are	the	most	functional,	something	that	might	be	useful	for	the	future	
research	on	the	field.	
 

CRISPR	broad	range	base	editors		
 
In	paper	III	our	goal	was	to	develop	CRISPR	base	editors	with	broad	editing	windows	
that	can	be	used	for	directed	evolution	approaches.	Our	intention	was	to	move	further	
from	the	high-precision	base	editors	that	were	developed	in	yeast	(121,	190)	to	broad	
range	base	editors	similar	to	the	CRISPR-X	tool	(123)		
	
Our	dCas9-AID*Δ	base	editor	seemed	to	lead	to	low	mutagenesis	rates	with	single	
gRNAs	according	to	our	NGS	data,	but	some	interesting	combinatorial	effects	were	
observed,	especially	when	two	gRNAs	with	distance	19	bp	with	each	other	were	
expressed	simultaneously.	In	the	multiple	gRNA	samples	we	observed	almost	
exclusively	G	and	C	mutations	to	all	the	possible	nucleotides,	with	a	preference	of	CàG,	
CàT,	GàA	and	GàC	mutations.	The	boost-up	effect	observed	with	multiplexing,	
indicates	a	combinatorial	effect	between	two	copies	of	dCas9-AID*Δ	that	are	bound	very	
closely	to	each	other	on	a	genomic	locus.	Previous	studies	have	pointed	out	the	capacity	
of	AID	(with	its	C-terminus	deleted	or	not)	to	form	dimers	or	even	multimers	(179,	191).	
On	the	other	hand,	in	vitro	atomic	force	microscopy	(AFM)	experiments	have	shown	that	
AID	along	with	single	stranded	DNA	is	predominantly	present	as	a	monomer	and	it	
shows	deamination	activity	(192).	It	has	been	also	reported	that	AID	activity	and	
transcription	are	strongly	connected,	since	AID	is	acting	only	on	transcriptionally	active	
DNA	regions	which	have	open	transcription	bubbles	with	single	stranded	DNA	exposed	
(193,	194).		
	
A	similar	effect	of	multiplexing	on	AID	activity	has	been	also	shown	in	the	study	of	Ma	et	
al.	(122)	where	a	similar	base	editor	(dCas9-AIDx)	was	characterized.	AIDx	does	not	
contain	the	point	mutations	that	make	AID*Δ	hyperactive	but	the	effect	of	gRNA	
multiplexing	is	similar.	The	CRISPR-X	tool	(123)	combines	dCas9	and	AID*Δ	but	instead	
of	fusing	the	cytidine	deaminase	domain	with	dCas9,	the	authors	used	a	RNA	hairpin	
mediated	recruitment.	They	fused	AID*Δ	an	MS2	domain	and	they	added	to	the	gRNA	
two	MS2-recognising	RNA	hairpins.	With	this	setting	they	achieved	mutagenesis	in	a	100	
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bp	region	around	a	targeted	genomic	locus	(+/-	50	bp	from	the	PAM	site)	using	only	one	
gRNA.	This	setting	maybe	allows	dimerization	of	AID*Δ	which	is	synthesized	freely	and	
independently	from	dCas9.	Dimerization	of	the	free	AID*Δ	copies	can	also	take	place	
during	the	recruitment	via	the	hairpins	of	the	Cas9/gRNA	complex	which	is	bound	on	
the	targeted	locus.	Regarding	our	base	editor	dCas9-AID*Δ,	multiplexing	of	two	proximal	
gRNAs	in	a	locus	seems	to	increase	the	total	number	of	mutations	per	read.	Moreover,	
multiplexing	appeared	to	increase	the	base	editing	efficiency	even	when	two	more	
distant	genomic	loci	are	targeted.	The	effect	in	this	case	is	not	as	pronounced	but	it	is	
existent	when	comparing	the	results	with	datasets	from	single	gRNA	experiments.	It	
would	be	worth	to	test	a	base	editor	with	a	design	similar	to	CRISPR-X	in	yeast	and	test	
if	it	shows	better	mutagenesis	efficiency	even	with	single	gRNAs.		
	
We	also	performed	a	brief	characterization	of	two	base	editors	which	combined	dCas9	
and	high	activity	adenine	deaminases	(TadA8e	and	TadA8eV106W).	Since	we	did	not	
perform	NGS	analysis	and	we	analyzed	only	CanR	clones,	they	were	not	characterized	in	
the	same	depth,	but	they	resulted	in	mutations	only	whithin	the	gRNA	binding	site	and	
they	did	not	show	the	same	combinatorial	effect	as	dCas9-AID*Δ.	Those	base	editors	are	
also	more	biased	as	we	only	observed	AàT	mutations.		
	
Other	constructs	that	could	be	tried	out	are	dCas9	fusions	with	AID*Δ	dimers,	maybe	
connected	with	flexible	linkers	of	different	length.	In	order	to	overcome	the	bias	that	
those	deaminase-based	base	editors	have,	combinatorial	base	editors	with	both	TadA8e	
and	AID*Δ	could	be	tested,	especially	if	AID*Δ	dimerization	proves	to	solve	the	efficiency	
problem.	Similar	combinatorial	base	editors	have	been	developed	for	human	cells	(195),	
however	they	show	narrow	editing	windows	(roughly	an	area	from	-10	to	-20	relative	to	
the	PAM	site).	We	attempted	to	construct	the	base	editors	TadA8eV106W-dCas9-AID*Δ	
and	dCas9-AID*Δ-ΑΙΔ*Δ	but	the	cloning	attempts	in	E.coli	were	unsuccessful.	Cloning	
problems	occurred	also	during	the	construction	of	dCas9-AID*Δ,	mostly	in	the	form	of	
point	mutations	occurring	within	the	dCas9	domain.	Those	cloning	problems	happened	
only	in	constructs	combining	dCas9	and	AID*Δ	and	this	could	indicate	some	possible	
toxic	effects	in	E.coli,	which	potentially	occur	from	leaky	expression	of	the	dCas9-AID*Δ	
fusion.	This	might	be	a	useful	observation	for	future	researchers	that	wish	to	work	with	
those	constructs.	
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The	possibilities	of	gRNA	libraries	
 
In	the	other	two	papers	of	the	thesis,	we	explored	different	experimental	setups	that	
involve	gRNA	library	screenings	for	the	improvement	of	malonyl-CoA	supply	in	yeast.	In	
paper	I	we	used	a	single	gRNA	library	combined	with	the	transcriptional	activator	
dCas9-VPR	to	uncover	transcriptional	setups	that	improve	the	fluxes	towards	the	key	
metabolite	malonyl-CoA.	In	paper	IV	we	used	a	duplexed	gRNA	library	along	with	dCas9	
base	editors	in	order	to	evolve	a	gene	that	encodes	a	malonate	transporter.		
 

Transcriptional	regulation	screenings	
The	first	project	(paper	I)	combines	along	with	gRNA	libraries	and	dCas9-VPR,	FBA	
predictions	using	a	genome-scale	metabolic	model	(GEM).	This	is	an	example	of	how	
synergies	between	metabolic	modeling	and	high	throughput	screening	can	help	in	
revealing	insights	of	yeast	cell	metabolism	that	can	be	valuable	for	strain	engineering.	
The	availability	of	metabolite	biosensors	and	high-throughput	screening	methods	like	
FACS	opens	new	opportunities	for	screening	approaches.	They	can	also	give	surprising	
results,	like	the	hit	of	the	unknown	function	gene	SPO23	we	got	in	our	screening.	
	
Those	screenings	need	very	well	curated	GEMs	and	well-developed	biosensors	for	the	
compound	of	interest.	Moreover,	CRISPRa	approaches	still	lack	predictability.	The	
relation	between	the	gRNA	binding	site	and	the	effect	dCas9-VPR	remains	unclear	in	
many	cases.	For	some	promoters	that	encode	genes	participating	in	central	carbon	
metabolism	rational	gRNA	design	assays	were	performed,	based	on	transcription	factor	
binding	data	(196).	Those	experiments	revealed	a	trend	of	dCas9-VPR	upregulating	a	
gene	when	bound	next	to	a	transcription	factor	(TF)	binding	motif,	whereas	it	was	
downregulating	or	having	no	effect	when	bound	on	the	TF	motif.	More	knowledge	on	the	
TF	binding	motifs	on	yeast	promoters	would	facilitate	the	gRNA	design	and	allow	for	a	
more	focused	and	predictable	gRNA	design	which	can	facilitate	CRISPRa	screenings.	
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Directed	evolution	
In	the	second	project	(paper	IV)	we	used	a	gRNA	library	and	the	base	editors	dCas9-
AID*Δ	and	TadA8eV106W-dCas9	in	order	to	evolve	thr	dicarboxylic	acid	transporter	
SpMae1	for	improved	malonate	transport.	We	managed	to	obtain	two	interesting	
variants	with	the	adenine	base	editor.	The	beneficial	effect	of	those	point	mutations	
could	be	verified	by	reverse	engineering	experiments.	However,	we	didn’t	manage	to	get	
any	mutants	with	dCas9-AID*Δ,	something	that	might	be	related	with	its	poor	
performance	with	single	gRNAs.	Probably	the	gRNA	duplexing	design	of	the	library	did	
not	result	in	increased	mutagenesis	efficiency	of	dCas9-AID*Δ	and	improvements	on	the	
design	dCas9-AID*Δ	should	be	considered.	
	
Looking	at	the	recent	literature,	we	can	see	that	even	base	editors	with	narrow	range	
window	were	used	in	directed	evolution	experiments.	For	example,	Liu	et	al.	(197)	
managed	to	improve	tolerance	of	S.cerevisiae	in	various	stress	conditions	by	rationally	
targeting	the	transcription	factor	encoding	gene	SPT15.	They	predicted	computationally	
the	sites	of	the	transcription	factor	that	could	play	a	role	in	the	functionality	of	the	
transcription	factor	and	they	targeted	them	with	individual	gRNAs	and	the	base	editor	
nCas9-PmCDA1	that	shows	a	narrow	editing	window	(121).	Another	interesting	
approach,	more	similar	to	what	we	followed,	has	been	carried	out	in	rice.	Kuang	et	al.	
(198)	evolved	the	OsALS1	protein	to	be	tolerant	the	herbicide	bispyribac-sodium	by	
using	gRNA	libraries	and	the	AID*Δ-based	and	TadA*-based	base	editors.	According	to	
those	examples,	those	gRNA-mediated	directed	evolution	assays	can	be	improved	either	
by	the	help	of	computational	predictions	or	by	applying	a	“die	or	live”	selection	method,	
like	a	resistance	to	a	totally	killing	herbicide.	Our	selection	on	either	low	malonate	
concentration	or	increased	pH	might	have	put	pressure	on	the	enrichment	cycles	but	it	
was	leaky	in	some	extent,	since	those	conditions	enabled	some	growth	of	the	strain	
carrying	the	WT	SpMae1	gene.	
	
Transcription	or	replication	based	evolution	methods	like	ICE	(154),	OrthoRep	(155,	
156)	and	TRACE	(153,	158)	could	be	an	alternative	when	potential	mutagenesis	
hotspots	cannot	be	determined	beforehand.	They	can	also	be	an	alternative	to	error-
prone	PCR	since	they	allow	continuous	evolution	rounds	and	there	is	no	need	for	
multiple	error-prone	PCR	and	transformation	cycles.	They	can	also	be	a	valuable	method	
for	identifying	mutational	hotspots	in	a	given	selection	condition	which	can	be	further	
explored	by	approaches	combining	CRISPR	base	editors	and	gRNA	libraries	approaches.	
Another	yeast	CRISPR-based	evolution	approach	that	can	give	an	alternative	to	cytidine	
or	adenine	base	editors	is	yEvolvR	(160)	which	can	mutate	a	region	up	to	40	bp	
upstream	of	a	gRNA	and	with	a	less	biased	way	since	it	mutates	all	the	four	DNA	bases	in	
more	balanced	distribution.			
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