Frequency-constrained energy and reserve scheduling in wind incorporated low-inertia power systems considering vanadium flow redox batteries

Downloaded from: https://research.chalmers.se, 2023-09-14 10:28 UTC

Citation for the original published paper (version of record):

N.B. When citing this work, cite the original published paper.
Special issue
Call for Papers

Be Seen. Be Cited.
Submit your work to a new IET special issue

"Emerging Applications of IoT and Cybersecurity for Electrical Power Systems"

Lead Guest: Editor Mohamed M. F. Darwish
Guest Editors: Mahmoud Elsisi, Diaa-Eldin A. Mansour, Mostafa M. Fouda and Matti Lehtonen

Read more
Frequency-constrained energy and reserve scheduling in wind incorporated low-inertia power systems considering vanadium flow redox batteries

Maryam Mohiti1 | Mohammadreza Mazidi1,2 | Mostafa Kermani1 | Davoud Abootorabi Zarchi2

1Department of Electrical Engineering, Chalmers University of Technology, Göteborg, Sweden
2Department of Electrical Engineering, Yazd University, Yazd, Iran

Correspondence
Mohammadreza Mazidi, Chalmers University of Technology, 412 96 Göteborg, Sweden
Email: mazidi@chalmers.se

Abstract
This paper proposes a novel energy and reserve scheduling model for power systems with high penetration of wind turbines (WTs). The objective of the proposed model is to minimize the total operation cost of the system while static and dynamic security is guaranteed by preserving the frequency nadir, RoCoF, and quasi-steady-state frequency in the predefined range. Likewise, a supervisory, control, and data acquisition (SCADA) system is developed which allows Vanadium Redox Flow Batteries (VRFBs) to continuously communicate and participate in the primary frequency response. To cope with the uncertainties, adaptive information gap decision theory is used that ensures a target operating cost for the risk-averse operator of the power system. The proposed scheduling model is applied on a modified IEEE 39 bus test system to verify the impacts of the fast reserve provided by the VRFBs in the dynamic frequency security enhancement of the power system with high penetration of WTs.

1 | INTRODUCTION

The integration of renewable energy sources such as wind turbines (WTs) in the power system has increased significantly. Unlike the synchronous generators (SGs), WTs are connected to the power system through power electronic converters that lead to a noticeable reduction in the system inertia [1]. These beside uncertainties associated with generation power of WTs lead to frequency excursions which impose severe challenges to operators of power systems in maintaining frequency security [2]. Thus, it is needed to develop operation models in which frequency security along with uncertainties are considered in power systems with high penetration level of WTs.

Frequency security has been defined by National Grid standards in metrics of rate of change of frequency (RoCoF), frequency nadir, and quasi-steady-state frequency [3]. Accordingly, there have been some previous efforts to establish frequency constrained unit commitment (FCUC) to include frequency security in power system scheduling problem. A stochastic-based FCUC model for virtual inertia response provision from WTs and primary response from SGs governor to preserve RoCoF and frequency nadir in the secure ranges has been proposed in [4]. A security margin in terms of maximum permissible power imbalance to quantify the system frequency response in the proposed FCUC model is introduced in [5]. A piecewise linear technique in [5] has been applied to linearize the presented frequency response model to facilitate its integration in the FCUC. Also, a linearized metrics of dynamic and steady-state frequency security in the FCUC model is unified in [6]. In [7], frequency excursions resulting from different system contingencies have been studied in the FCUC problem of an isolated power system with the WTs contribution for frequency stability enhancement.

The aforementioned works have made significant contribution in incorporating frequency security in the FCUC problem; however, with fast response of battery energy storage systems (BESSs), power mismatch and preserving frequency security problems can be addressed by them. In some other works,
the BESSs are considered in the energy and reserve scheduling problem [10–12]. Also! In [9] the BESS is involved in the UC problem to improve the frequency security of the system as well as providing energy arbitrage in normal operation of the system, while it is assumed after a contingency the BESS inject all its energy to provide frequency support. In [9], a probabilistic UC model is developed by incorporating BESS and wind energy in the problem. A deterministic UC is used to co-optimize energy storage and UC scheduling decisions for cost saving and energy arbitrage [10]. In these works, although the BESS is considered in the UC problem, however, to the best of authors’ knowledge there has been no previous research which has incorporated the BESSs in both energy and reserve scheduling. To cope with these drawbacks in this paper the BESS participates in the frequency regulation of the system by providing energy and primary reserves. In the proposed model the BESS is optimally coordinated with the WTs to provide both energy and reserve to compensate frequency excursions.

The short interval of primary frequency control necessitates the BESS technology to be selected to have a very fast response time and charge/discharge rate. Vanadium Redox Flow Batteries (VRFBs) are one of the recent and most promising technologies for stationary BESSs in the power system [11]. VRFBs exhibit several key advantages over other BESS technologies; their scalability and independent power and energy rating makes them an appealing choice for large-scale utilization [12]. VRFB’s fast response time, high charge/discharge rate, and low self-discharge enable them to participate in frequency regulation by providing fast reserve in comparison with other types of BESSs [13]. In [14], to enhance the efficiency of the VRFBs under real-world grid operating conditions, a two-stage optimal control strategy is proposed. The strategy demonstrates high efficiency and high accuracy in tracking dynamic power profiles to smooth renewable generation. In [15], a control strategy is conducted for a VRFB as an energy storage device to smooth the wind farm out-put fluctuation. The results have shown that the output power of wind farm is well regulated at specified levels. In [16], the fast discharge of VRFBs in various operating conditions was carried out with the aim of exploiting the capability of these batteries to provide fast grid services.

As mentioned earlier, the associated uncertainties of WTs and the resulting power mismatch can lead to power system frequency excursions. To tackle this issue, the uncertainties of the WTs should be properly modelled in the UC problem. Several approaches have been used in the literature to deal with uncertainties which each have their pros and cons. Stochastic optimization has been used in the UC problem in [17]. Stochastic optimization approaches (SOA) utilize a scenario-based representation of uncertainties along with their associated probabilities [18]. As SOA need probability functions of uncertain variables, its optimality depends on the accuracy of the probability distribution functions (PDFs) and the number of scenarios. Therefore, insufficient historic data can lead to inaccurate PDFs and non-optimal solutions [19]. To cope with these issues, robust optimization approaches (ROAs) are introduced. In ROAs the lower and upper bands for the uncertain variable are defined as uncertainty sets and the uncertain variable can vary in this interval [20]. However, ROAs optimize the objective function for the worst case scenario and their solutions are exposed to over-conservativeness [21]. Information Gap Decision Theory (IGDT) approach is a non-probabilistic robust optimization method in which, unlike ROA and SOAs the PDF of uncertain variables or their margins are not available. In IGDT, the maximum discrepancy of uncertainty is obtained according to the risk-averse and risk-seeker strategies of the decision makers. So, the robustness of the uncertain variables is calculated [22]. In [23], the IGDT approach has been used to model the UC problem in power systems with high penetration of WTs. A security-constrained UC model considering lithium-ion energy storage in which the uncertainty of load demand is handled by the IGDT approach is proposed in [24]. In [25], an IGDT-stochastic approach has been utilized to model a UC problem with electric vehicle as mobile energy storage, demand response, and WTs without the frequency security of power system consideration. Likewise, in the IGDT approach the robustness band of the uncertain variables, e.g., power generation from WTs, is considered constant for the whole operating horizon. However, during the scheduling horizons the share of WTs in total system generation is relatively high in some hours which increases the uncertainty and the system is more vulnerable to the frequency excursions.

In this paper, a novel energy and reserve scheduling model for power systems with high penetration of WTs is developed in which the VRFBs are incorporated in both the energy and reserve scheduling. In the developed model, the VRFBs are coordinated with SGs to provide energy and reserve to minimize the total cost of the system while dynamic and static frequency security is assured. Frequency nadir, RoCoF, and quasi-steady-state frequency are used as metrics of static and dynamic frequency security of the power system. To cope with uncertainties in power generation from WTs, an adaptive IGDT (AIGDT) approach is used so that the robustness band is adaptive to the share of WTs in total system generation during the scheduling horizon. Consequently, a target operation cost is guaranteed for the risk-averse operator. The main contribution of this paper can be summarized as follows:

- Proposing a novel energy and reserve scheduling model for power systems with high penetration of WTs in which the VRFBs are incorporated in both the energy and reserve scheduling.
- Optimal participation of VRFBs in primary frequency control by providing reserve in the primary frequency interval. Accordingly, the static and dynamic security of the system is assured by preserving the frequency nadir, RoCoF, and quasi-steady-state frequency in the predefined range.
- Considering WTs uncertainties by an adaptive IGDT (AIGDT) approach in which the robustness band is dynamically changed in every scheduling horizon.

The rest of this paper is organized as follows. The deterministic model for energy and reserve scheduling is presented in Section 2. The proposed model to consider uncertainty of WTs’ power using AIGDT method is recast in Section 3. A case study
Likewise, in this paper the charge/discharge power of VRFBs is adjusted to reduce the disturbance. Accordingly, as shown in Figure 1, the frequency variation is stopped and then stabilized at a new steady-state level. The duration of this stage is indicated by $\Delta t_2$ and referred to the primary frequency control. The governor response during a disturbance can be modelled as following [27]:

$$\Delta P_{fr} (t) = \pm \frac{R_g}{R_g} t \leq T_d$$  \hspace{1cm} (4)$$

According to (4), the generation of SGs is increased in the case of power shortage ($\Delta P > 0$) and reduced in the case of power abundance ($\Delta P < 0$). The frequency trajectory during a power shortage disturbance can be retrieved based on (1) as following:

$$f(t) = \frac{f_0 R_p}{4H_{sys} S_{sys}} t^2 - \frac{\Delta P_{sys} f_0}{2H_{sys} S_{sys}} t + f_0 - \Delta f_{db}$$  \hspace{1cm} (5)$$

The parameter $R_p$ is the maximum ramp rate that the governor delivers the PFR. By deploying derivation, the frequency nadir ($f_{nadir}$) and nadir time ($t_{nadir}$) can be calculated as following:

$$f_{nadir} = f_0 - \Delta f_{db} - \frac{f_0 \Delta P_{sys}^2}{4H_{sys} S_{sys} R_p}$$  \hspace{1cm} (6)$$

$$t_{nadir} = \frac{\Delta P_{sys} f_0}{R_p} + \frac{-\Delta f_{db}}{RoCoF}$$  \hspace{1cm} (7)$$

Similarly, the frequency trajectory during a power abundance disturbance can be retrieved based on (1) as following:

$$f(t) = -\frac{f_0 R_p}{4H_{sys} S_{sys}} t^2 + \frac{\Delta P_{sys} f_0}{2H_{sys} S_{sys}} t + f_0 + \Delta f_{db}$$  \hspace{1cm} (8)$$

By deploying derivation, the frequency zenith and zenith time can be calculated as following:

$$f_{zenth} = f_0 + \Delta f_{db} + \frac{f_0 \Delta P_{sys}^2}{4H_{sys} S_{sys} R_p}$$  \hspace{1cm} (9)$$

$$t_{zenth} = \frac{\Delta P_{sys} f_0}{R_p} + \frac{\Delta f_{db}}{RoCoF}$$  \hspace{1cm} (10)$$

As shown in Figure 1, the deviated frequency is settled to a quasi-steady state in the second stage which can be calculated as following:

$$\Delta f_{ss} = \left( \Delta P_{sys} - PF \cdot R_{sys} \right) / D$$  \hspace{1cm} (11)$$

It should be noted that contribution of loads in the calculation of steady-state frequency has been considered. As indicated in (11), the frequency cannot be compensated to the
nominal value (i.e., 50 Hz) at the primary control stage; hence, the controllers change the set-points of SGs and their commitment status in the second stage to recover the frequency to the nominal value. The duration of this stage is indicated by $\Delta T$ and referred to the secondary frequency control. This stage is not considered in the proposed model of this paper.

2.2 Objective function

The independent system operator (ISO) determines the optimal energy and reserve scheduling for 24-h time horizon to minimize total operation cost of system:

\[
\text{Minimize Cost} = \sum_{i=1}^{NG} \sum_{t=1}^{NT} \left( C^{SL}(i,t) + C^{SL}(i,t)w(i,t) \right) + C^{F}(i,t) + C^{V}(i,t)PG(i,t) + C^{ro}(i)RG^{op}(i,t)
\]

\[
+ C^{du}(i)RG^{dn}(i,t) + \sum_{i=1}^{NT} \sum_{l=1}^{NV} C^{B}(l) \left( P_{VRB}^{l}(b,t) \right)
\]

\[
+ P_{VRB}^{d}(b,t) + \sum_{t=1}^{NT} \sum_{i=1}^{NB} C^{EWS}(t) ENS(n,t)
\]

\[
+ \sum_{t=1}^{NT} \sum_{i=1}^{NB} C^{EWS}(t) EWS(n,t) = \sum_{t=1}^{NT} \sum_{i=1}^{NB} C^{BD}(t) EWS(n,t)
\] (12)

The first term of (12) is the operation cost of SGs which includes startup cost, shut-down cost, fuel cost, and reserve costs, respectively. Likewise, the second term of (12) is the operation cost of VRFBs. The two last terms are penalty costs due to load shedding and wind power curtailment, respectively.

2.3 Constraints

The ISO should schedule the optimal energy and reserve in the power system subject to technical and economic constraints which are presented in the following.

2.3.1 Power balance constraints

The power balance between generation and load at each period of scheduling should be obeyed. Accordingly, the following constraint is defined:

\[
\sum_{i=1}^{NG} PG(i,t) + \sum_{j=1}^{NW} PW(j,t) + \sum_{l=1}^{NV} \left( P_{VRB}^{d}(b,t) - P_{VRB}^{c}(b,t) \right)
\]

\[
+ \sum_{i=1}^{NB} ENS(n,t) - \sum_{i=1}^{NB} EWS(n,t) = \sum_{i=1}^{NB} Load(n,t)
\] (13)

2.3.2 Transmission line capacity constraint

The power which flows through each transmission line of power system should be limited to its capacity. Accordingly, the following constraints are demonstrated:

\[
-F_{\text{max}}(j) \leq \sum_{i=1}^{NB} K(i,n) \sum_{l\in\Omega_1^{\text{b}}} PG(i,t) + \sum_{j\in\Omega_1^{\text{b}}} PW(j,t)
\]

\[
+ \sum_{b\in\Omega_1^{\text{b}}} \left( P_{VRB}^{d}(b,t) - P_{VRB}^{c}(b,t) \right) - Load(n,t) \leq F_{\text{max}}(j)
\] (14)

2.3.3 Operational constraints of SGs

The committed SGs should accomplish several technical constraints which are formulated in this subsection. The maximum and minimum capacity limits are as following:

\[
PG(i,t) + RG^{up}(i,t) \leq PG_{\text{max}}(i,t) n(i,t)
\] (15)

\[
PG(i,t) - RG^{dn}(i,t) \geq PG_{\text{min}}(i,t) n(i,t)
\] (16)

As shown in Figure 2, the upward and downward ramping capabilities of SGs should be adhered during any hour and hour-to-hour of scheduling horizon which are presented as following:

\[
RG^{up}(i,t) + RG^{dn}(i,t) \leq RG_{\text{up,max}}(i,t)n(i,t)
\] (17)

\[
RG^{up}(i,t) + RG^{dn}(i,t) \leq RG_{\text{dn,max}}(i,t)n(i,t)
\] (18)
Operational constraints of VRFBs

VRFB is a flow battery which converts chemical energy to electricity, based on redox reactions of different ions of Vanadium in its electrolytes. As shown in Figure 3, reversible reactions of \( V^{2+}/V^{3+} \) and \( VO_2^+/VO_2^+ \) occur in the cell stack. The electrolytes are stored in separate tanks and are circulated by pumps.

\[
P_{\text{VRFB}} (i, t) + RG_{\text{up}} (i, t) - PG (i, t-1) + RG_{\text{dn}} (i, t-1) \\
\leq RU (i) u (i, t-1) + SU (i) \\
(u (i, t) - n (i, t-1)) + \alpha (i) (1 - u (i, t)) \\
\alpha (i) = \max \{ 0, SU (i) - RU (i) - PG_{\text{min}} (i) \} \\
(19)
\]

\[
P_{\text{VRFB}} (i, t-1) + RG_{\text{up}} (i, t-1) - PG (i, t) + RG_{\text{dn}} (i, t) \\
\leq RD (i) u (i, t-1) + SD (i) (u (i, t-1) - u (i, t)) \\
+ \beta (i) (1 - u (i, t-1)) \\
\beta (i) = \max \{ 0, SD (i) - RD (i) - PG_{\text{min}} (i) \} \\
(22)
\]

According to (17–22), the variation in power of SGs from upper/lower band to lower/upper band can be guaranteed during any hour and hour-to-hour of scheduling horizon as shown in Figure 2.

A specified number of hours are required before SGs can be started up or shut down. These constraints are considered as follows:

\[
\sum_{b = T^{\text{off}} (i)+1}^{T^{\text{on}} (i)+1} w (i, b) \leq u (i, t); \forall t \in T^{\text{on}} (i), N_T \\
(23)
\]

\[
\sum_{b = T^{\text{off}} (i)+1}^{T^{\text{on}} (i)+1} v (i, b) \leq 1 - u (i, t); \forall t \in T^{\text{off}} (i), N_T \\
(24)
\]

\[
u (i, t) = u (i, 0); \forall t \in [0, T^{\text{on}} (i) + T^{\text{off}} (i)] \\
(25)
\]

\[
w (i, t) - v (i, t) = u (i, t) - u (i, t-1) \\
(26)
\]

\[
w (i, t) + v (i, t) \leq 1 \\
(27)
\]

\[
P_{\text{VRFB}} (i, t-1) + RG_{\text{up}} (i, t-1) - PG (i, t) + RG_{\text{dn}} (i, t) \\
\leq RD (i) u (i, t-1) + SD (i) (u (i, t-1) - u (i, t)) \\
+ \beta (i) (1 - u (i, t-1)) \\
\beta (i) = \max \{ 0, SD (i) - RD (i) - PG_{\text{min}} (i) \} \\
(29)
\]

2.3.4 Operational constraints of VRFBs

The state of charge of VRFB can be modelled as (30) in the charge and discharge states:

\[
SOC \left( h_i, t-1 \right) = \sum_{i = 1}^{t} \frac{P_{\text{VRFB}}^d (h_i, t)}{\eta_d (h_i, t) } dt, \text{ discharge} \\
SOC \left( h_i, t-1 \right) = \sum_{i = 1}^{t} \frac{P_{\text{VRFB}}^u (h_i, t)}{\eta_u (h_i, t) } dt, \text{ charge} \\
(30)
\]

The losses of VRFB during charge/discharge are due to voltage stack losses and parasitic losses [28]. The cell stack of VRFBs is composed of a number of cells in series; however, the cell stack voltage is lower at higher discharge currents which is due to ohmic losses of internal resistances and activation and concentration losses of the electrolyte [29]. The parasitic losses account for the power which the VRFB should supply to its own pumps in addition to loads during discharge or the extra power should be provided by the grid for the pumps during charge mode. Therefore, the dynamic discharge and charge efficiency can be obtained as follows for each scheduling horizon according to [30]:

\[
\eta_d (h_i, t) = \frac{P_{\text{VRFB}}^d (h_i, t)}{P_{\text{VRFB}}^d (h_i, t) + b_1 (h_i) SOC \left( h_i, t \right) SOC \left( h_i, t-1 \right) + c_1 (h_i) } \\
(31)
\]

\[
\eta_u (h_i, t) = \frac{a_1 (h_i) SOC \left( h_i, t \right) + b_2 (h_i)P_{\text{VRFB}}^u (h_i, t) + c_2 (h_i) SOC \left( h_i, t \right) + d_2 (h_i)}{P_{\text{VRFB}}^u (h_i, t)} \\
(32)
\]

The fitting parameters of charge and discharge related to the VRFB are retrieved from [30] and presented in Table 1:

As mentioned, the VRFB should supply the pump powers during charge and discharge. Hence, the maximum injected or absorbed power by the VRFB is restricted to \( P_{\text{ab}} \) [30].

\[
P_{\text{ab}}^d (h_i, t) = a_3 (h_i) SOC^2 \left( h_i, t \right) + b_3 (h_i)SOC \left( h_i, t \right) + c_3 (h_i) \\
(33)
\]
Table 1

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$a_i$</th>
<th>$b_i$</th>
<th>$c_i$</th>
<th>$d_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i = 1$</td>
<td>1.0334</td>
<td>0.3454</td>
<td>0.1192</td>
<td>$-$</td>
</tr>
<tr>
<td>$i = 2$</td>
<td>$-$0.128</td>
<td>1.05</td>
<td>0.038</td>
<td>0.118</td>
</tr>
<tr>
<td>$i = 3$</td>
<td>0.1686</td>
<td>0.8553</td>
<td>$-$0.0238</td>
<td>$-$</td>
</tr>
<tr>
<td>$i = 4$</td>
<td>0.5715</td>
<td>0.4605</td>
<td>$-$1.0321</td>
<td>$-$</td>
</tr>
</tbody>
</table>

$P_{ab}^d (b,t) = a_3 \, (\text{SOC})^2 (b,t) + b_3 \, \text{SOC}(b,t) + c_3 (b)$ (34)

$P_{VRB}^{d,u} (b,t) \leq \left| P_{ab}^d (b,t) \right| \, u^d (b,t)$ (35)

$P_{VRB}^{d,u} (b,t) \leq \left| P_{ab}^d (b,t) \right| \, u^c (b,t)$ (36)

where the following constraint ensures the VRFB is not charged and discharge simultaneously.

$u^c (b,t) + u^d (b,t) \leq 1$ (37)
The parameters of (33) and (34) are also shown in Table 1. The SOC of the VRFB is kept between the permissible ranges by (38):

$$SOC_{\text{min}}(b) \leq SOC(b,t) \leq SOC_{\text{max}}(b)$$  \hspace{0.5cm} (38)

In the proposed model, the VRFBs participate in providing PFR in the primary stage to reduce disturbance. Indeed, due to the fast response of VRFBs and to avoid the frequent charging and discharging of them, a frequency dead-band is considered. Accordingly, the VRFBs are discharged in the power shortage
\( \Delta P_{VRFB}(b,t) \) and charged in the power abundance \( \Delta f > \Delta f_{db} \):

\[
\Delta P_{VRFB}(b,t) = \begin{cases} 
P_{max}(b,t) + P_{VRB}(b,t) - P_{VRB}(b,t) & \Delta f(t) > \Delta f_{db} \\
- (P_{max}(b,t) - P_{VRB}(b,t) + P_{VRB}(b,t)) & \Delta f(t) < -\Delta f_{db} 
\end{cases}
\]

(39)

Therefore, the disturbance can be modified as following:

\[
\Delta P_d(t) = - \left( \sum_{j=1}^{NW} \Delta P_{VRB}(j,t) - \sum_{i=1}^{NV} \Delta P_{VRFB}(b,t) \right)
\]

(40)

The lifecycle depreciation cost of VRFB which is due to its cycle degradation can be denoted as following [12]:

\[
C^B(b) = \frac{CAP(b)}{E_{rated}(b)} \cdot LC(b)
\]

(41)

2.3.5 Frequency security constraints

To avoid triggering of RoCoF relays, the following constraint should be considered:

\[
-\text{RoCoF}_{max} \leq \frac{-\Delta P_d(t) \cdot f_0}{2H_{fj} f_{pj}} \cdot S_{R_{pj}} \leq \text{RoCoF}_{max}
\]

(42)
To avoid under frequency relays to be triggered, the governors of SGs must respond fast enough to stop frequency dropping before maximum nadir time which can be expressed based on (5–7) as following:

$$t_{\text{max}_{\text{nadir}}} (t) \leq \frac{4H_{sy}(t) S_{sy}(f_0 - \Delta f_{db} - f_{UF})}{f_0 \Delta P_d (t)} + \frac{2H_{sy}(t) S_{sy} \Delta f_{db}}{f_0 \Delta P_d (t)}$$

Therefore, according to (8–10) the maximum ramp up reserve which can be delivered by SGs in the primary frequency control is as following:

$$RG^\uparrow (i, t) \leq R_p (i) \left[ \frac{4H_{sy}(t) S_{sy}(f_0 - \Delta f_{db} - f_{UF})}{f_0 \Delta P_d (t)} + \frac{2H_{sy}(t) S_{sy} \Delta f_{db}}{f_0 \Delta P_d (t)} \right]$$

Similarly, the maximum ramp down reserve which can be delivered by SGs in the primary frequency control to avoid
triggering of over frequency relays is as following:

\[
RG^{\text{up}} (i, t) \leq -B_p (i) \left[ \frac{4H_{sys} (t) S_{sys} (f_0 + \Delta f_{of} - f_0)}{\Delta P_d (t)} + \frac{2H_{sys} (t) S_{sys} (f_0 + \Delta f_{of})}{\Delta P_d (t)} \right]
\]

\[(45)\]

To preserve the steady-state frequency of system within a secure range, the following constraints have been considered:

\[
\frac{\Delta P_d (t) - \sum_i RG^{\text{up}} (i, t)}{D} \leq f_{ss}^{\text{max}}
\]

\[(46)\]

\[
\frac{\Delta P_d (t) + \sum_i RG^{\text{dn}} (i, t)}{D} \leq f_{ss}^{\text{max}}
\]

\[(47)\]
FIGURE 13 Steady-state frequency deviations for uncertainty budgets of 0.18 and 0.06

FIGURE 14 RoCoF for uncertainty budgets of 0.18 and 0.06

FIGURE 15 Frequency nadir (negative values) and frequency zenith (positive values) for uncertainty budgets of 0.18 and 0.06
3 | AIGDT-BASED MODEL FOR ENERGY AND RESERVE SCHEDULING MODEL

In this section the deterministic energy and reserve scheduling model which was presented in the previous section is recast based on the AIGDT approach to consider the uncertainties of WTs’ power generation.

3.1 | AIGDT approach

The IGDT is a non-probabilistic approach that finds robust optimal solutions under uncertainties. In this approach, no assumption is required on the probability density function of uncertain variables which makes it effective in optimization problems with high uncertainty level. Indeed, IGDT approach finds the robustness bounds for each uncertain variable regarding an uncertainty budget which limits the objective function of the deterministic optimization problem. There are several techniques to model uncertain variables in the IGDT approach which among them the envelope band is used here to model uncertainties of WTs’ power generation [19]:

\[
RR\left(\gamma, \bar{PW}(j,t)\right) = \left\{\bar{PW}(j,t)\right\} - \gamma \\
\leq \frac{\bar{PW}(j,t) - PW(j,t)}{PW(j,t)} \leq \gamma; \gamma \geq 0 \tag{48}
\]

As indicated in (49), the radius of envelope-band, i.e., \(\gamma\), is constant during the whole scheduling horizon which compromises the frequency security of system at hours with respectively high generation of WTs. The reason is that during the hours in which the generation of WTs is high or load demand is low, the numbers of committed SGs are decreased and therefore, total inertia of system is reduced which results in more frequency variations. Likewise, the higher generation of WTs increases the forecasted uncertainty which also results in more frequency variations.

In this paper, an AIGDT approach is applied to model uncertainties in which the radius of envelope band is dynamically
updated in every scheduling horizon based on the penetration level of WTs as following:

\[
RR\left(\gamma (t), P W_{j,t}\right) = \left\{ PW_{j,t} \right\} - \gamma (t)
\]

\[
\leq \frac{PW_{j,t} - PW_{j,t}}{PW_{j,t}} \leq \gamma (t); \quad \gamma (t) \geq 0, \forall j, \forall t;
\]

(49)

The objective function is defined, to maximize the robustness, i.e., the envelope bands of power generation from WTs, while a target operation cost of deterministic problem is guaranteed for the risk-averse operator. In this way, the uncertainty modelling and optimization are performed simultaneously:

\[
\Gamma \left(D V_1, D V_2, Cost\right) = \max_{D V_1} \left\{ \sum_{i=1}^{N_f} \Omega (t) \gamma (t) \mid \max_{D V_2} \left(D V_1, PW_{j,t}\right) \leq Cost_{\text{det}} \times (1 + \sigma) \right\}
\]

(50)

where \(DV_1 = \{\gamma, n, v, R G, w, RG^{\text{op}}, RG^{\text{dn}}, PB^{\text{cha}}, PB^{\text{dis}}\}\) and \(DV_2 = \{PW\}\). As mentioned, the radius of envelope bands should be enlarged during the hours in which the generation of WTs is respectively high and vice versa. Accordingly, total inertia of the system is increased and therefore, frequency security is enhanced. To this end, the weighted factors in the objective function are defined as following:

\[
\omega (t) = \frac{\sum_{j=1}^{NW} PW_{j,t} \times Load (n, t) - \sum_{j=1}^{NW} PW_{j,t}}{\sum_{j=1}^{NW} PW_{j,t}}
\]

(51)

The AIGDT-based model in (50) and (51) is a bi-level problem which is presented in the next subsection.

### 3.2 | Bi-level AIGDT-based model

The bi-level AIGDT-based model can be formulated as following:

\[
\max_{DV_1} \sum_{i=1}^{N_f} \omega (t) \gamma (t)
\]

subject to

\[
Cost \leq Cost_{\text{det}} \times (1 + \sigma)
\]

(53)

(13–48)

\[
Cost = \max_{PW(j,i)} \sum_{i=1}^{N_f} \sum_{i=1}^{N_f} \left(C_{\text{fso}} (i, j) v (i, t) + C_{\text{fso}} (i, j) w (i, t) + C_{\text{fso}} (i, j) RG^{\text{op}} (i, t) + C_{\text{fso}} (i, j) RG^{\text{dn}} (i, t) + \sum_{i=1}^{N_f} C_{\text{fso}} (i, j) PB^{\text{cha}} (i, t) + \sum_{i=1}^{N_f} C_{\text{fso}} (i, j) PB^{\text{dis}} (i, t) \right)
\]

\[
+ \sum_{i=1}^{N_f} C_{\text{fso}} (i, j) EN (i, j, t) + \sum_{i=1}^{N_f} C_{\text{fso}} (i, j) EN (i, j, t)
\]

subject to

\[
- \gamma (t) \leq \frac{PW_{j,t} - PW_{j,t}}{PW_{j,t}} \leq \gamma (t); \quad \gamma (t) \geq 0
\]

(55)

In the first level, the optimal energy and reserve scheduling is determined to maximize the robustness, i.e., radius of envelope-bands, while ensuring that the target operation cost is achieved. The second level calculates the worst realization of operation cost which occurs due to uncertainty of generation power from WTs. The bi-level optimization problems cannot be solved directly via commercial software. In this paper, the developed bi-level optimization problem is recast into an equivalent single-level optimization problem using the duality theory which is represented in the reminder of this section.

### 3.3 | Equivalent single-level AIGDT-based model

To preserve the frequency security of the power system during scheduling horizon optimal amount of upward and downward reserves should be scheduled to compensate uncertainties in power generation from WTs. Otherwise, mandatory load shedding and wind power spillage is inevitable which increases total operation cost of power system, significantly. More in details, if the power generation of WTs is reduced (increased) and scheduled upward (downward) reserves are low, the frequency of power system is reduced (increased) from the nominal and the load shedding (wind power spillage) is inevitable to preserve the frequency security. Likewise, the line flow constraints may not lead to dispatch of scheduled reserves and therefore, it is necessary to perform load shedding and wind power spillage. Let us represent \(PW_{j,t}\) as following:

\[
PW_{j,t} = \mu (j, t) PW_{\text{min}} (j, t)
\]

\[
+ \left( 1 - \mu (j, t) \right) PW_{\text{max}} (j, t); \quad 0 \leq \mu (j, t) \leq 1
\]

(56)
Note that based on (55), the maximum and minimum power generations from the WTs occur in the upper and lower of envelope bands, respectively. These facts can be described mathematically as following:

\[ PW_{\text{min}}^\text{max} (j, t) = (1 + \gamma (t)) \times PW (j, t) \]  
\[ PW_{\text{min}}^\text{min} (j, t) = (1 - \gamma (t)) \times PW (j, t) \]  

Accordingly, power balance and transmission line capacity constraints can be represented as following:

\[
\begin{align*}
\sum_{j=1}^{NG} PG (j, t) \\
\sum_{j=1}^{NW} (\mu (j, t) PW_{\text{min}} (j, t) + (1 - \mu (j, t)) PW_{\text{max}} (j, t)) \\
+ \sum_{j=1}^{NW} (P_{RB}^D (b, t) - P_{RB}^C (b, t)) = \sum_{i=1}^{NB} Load (n, t)
\end{align*}
\]  

\[-F_{\text{max}} (l) \leq \sum_{i=1}^{NB} K (l, n) \left( \sum_{j \in \Omega^c} PG (j, t) \\
+ \sum_{j \in \Omega^w} (\mu (j, t) PW_{\text{min}} (j, t) + (1 - \mu (j, t)) PW_{\text{max}} (j, t)) \\
+ \sum_{b \in \Omega^w} (P_{RB}^D (b, t) - P_{RB}^C (b, t)) - Load (n, t) \right) \leq F_{\text{max}} (l)
\]  

Constraints (59) and (60) are violated if optimal amount of upward and downward reserves is not scheduled. Accordingly, the frequency security of the power system should be preserved in the following worst-case scenarios.

The worst-case scenario for the upward reserve is as following:

\[
\begin{align*}
\delta \varphi (l) &= \min_{\varphi (j, t)} \left( \sum_{j=1}^{NW} PG (j, t) + \sum_{j=1}^{NW} (\mu (j, t) PW_{\text{min}} (j, t) + (1 - \mu (j, t)) PW_{\text{max}} (j, t)) \right) \\
&+ \sum_{j=1}^{NW} (P_{RB}^D (b, t) - P_{RB}^C (b, t)) - Load (n, t) \quad \text{s.t.} \\
&0 \leq \mu (j, t) \leq 1 \\
&\varphi (j, t) \geq 0
\end{align*}
\]  

where \( \delta \varphi \) is the minimum upward reserve which should be greater than or equal to zero to avoid load shedding, i.e., \( \sum_{i=1}^{NB} ENS (n, t) = 0 \). To recast a single-level optimization problem, the duality theory can be applied to consider the worst-case scenario for the upward reserve [31]:

\[
\begin{align*}
\sum_{j=1}^{NW} PG (j, t) + \sum_{j=1}^{NW} PW_{\text{min}}^\text{max} (j, t) - \sum_{j=1}^{NW} \varphi (j, t) \\
+ \sum_{j=1}^{NW} (P_{RB}^D (b, t) - P_{RB}^C (b, t)) \geq \sum_{i=1}^{NB} Load (n, t) \quad \text{s.t.} \\
- \varphi (j, t) \leq (PW_{\text{min}} (j, t) - PW_{\text{max}} (j, t)), \varphi (j, t) \geq 0
\end{align*}
\]  

Similarly, the worst-case scenario for the downward reserve as well as positive and negative power flow can be obtained as following:

\[
\begin{align*}
\sum_{j=1}^{NW} PG (j, t) + \sum_{j=1}^{NW} PW_{\text{max}}^\text{max} (j, t) + \sum_{j=1}^{NW} \lambda (j, t) \\
+ \sum_{j=1}^{NW} (P_{RB}^D (b, t) - P_{RB}^C (b, t)) \leq \sum_{i=1}^{NB} Load (n, t) \quad \text{s.t.} \\
- \lambda (j, t) \leq (PW_{\text{min}} (j, t) - PW_{\text{max}} (j, t)), \lambda (j, t) \geq 0
\end{align*}
\]  

Finally, the proposed single-level AIGDT-based model can be derived as follows:

\[
\begin{align*}
\sum_{j=1}^{NW} K (l, n) PG (j, t) - \sum_{j=1}^{NW} K (l, n) Load (n, t) - \sum_{j=1}^{NW} \xi (j, t) \\
+ \sum_{j=1}^{NW} K (l, n) PW_{\text{min}}^\text{max} (j, t) + \sum_{j=1}^{NW} K (l, b) (P_{RB}^D (b, t) - P_{RB}^C (b, t)) \geq -F_{\text{max}} (l) \\
\text{s.t.} \quad \xi (j, t) \geq (PW_{\text{min}} (j, t) - PW_{\text{max}} (j, t)), \xi (j, t) \geq 0
\end{align*}
\]  

subject to

\[ \max_{\Omega^f, \Omega^w} \sum_{j=1}^{NW} \omega (l) \gamma (l) \]
4 | NUMERICAL RESULTS

To have a general overview of the applied BMS and SCADA system in this case study to communicate between two VRFB units for both energy and reserve scheduling, a short description of monitoring system is added as follows. In general, for grid-scale BESS, the BMS and SCADA system is highly recommended [32]. Continuous monitoring and control of the BESS conditions such as voltage, temperature, current, and SoC is crucial for a safe operation of BESS [33]. Overcharging, overtemperature, and mechanical abuse are the most important safety events to address [34]. These tasks are fulfilled by the BMS, the inverter control unit, and the SCADA system. A SCADA system for BESS needs to coordinate the data from the BMS, and the power conversion system (PCS) (includes DC power, inverters, and transformer) [35].

In this case study, the real-time monitoring system consists of four main parts, first, the BMS which guarantee the proper operation of each VRFB unit, second, the PCS (mostly is used to control the inverters and other power electronic components for safe operation), then the SCADA system to communicate between different parts and, finally the database server or any hardware for monitoring purposes. The BMS which is the main part of the proposed system monitors measurements and makes sure that the VRFBs are operated within the safe operations. As long as the SCADA system receives a request from measured signals of the VRFBs regarding the energy and reserve scheduling, it will dispatch the power between the individual VRFBs strings. This dispatch is the task of the optimal energy management system for each VRFB’s string. As it can be seen in Figure 4, the BMS and SCADA system for communication of the VRFBs are considered with green and blue dashed lines, respectively.

\[
\text{Cost} \leq \text{Cost}^{\text{data}} \times (1 + \sigma) \quad (68)
\]

\[
\text{Cost} = \sum_{i=1}^{N_T} \sum_{j=1}^{N_B} \left( C^\text{SEL}(i, t) \tau(i, t) + C^\text{SU}(i, t) w(i, t) + C^\text{F}(i, t) u(i, t) + C^\text{V}(i) PR(g(i, t) + C^\text{up}(i)) + \sum_{i=1}^{N_T} \sum_{k=1}^{N_B} C^\text{EWS}(i, t) ENS(n, t) + P_{VRB}(b, t) \right)
\]

\[
RG^\text{up}(i, t) + C^\text{dl}(i) RG^\text{dl}(i, t) + \sum_{i=1}^{N_T} \sum_{k=1}^{N_B} C^\text{EWS}(i, t) ENS(n, t) + P_{VRB}(b, t)
\]

\[
(13-48), (51), (56), (57), (58), (62), (63), (64), \text{and} (65)
\]

4.1 | Data

This section presents numerical results obtained from implementing the proposed model on a modified IEEE 39 bus test system which is shown in Figure 4. The specifications of transmission lines and bus loads can be found in [36]. The technical and economic data of SGs are given in Table 2 [37].

System daily load curve and the forecasted production of wind farms are retrieved from [21] and shown in Figure 5. It should be noted that the maximum penetration level of WTs is considered 20% of the total capacity of SGs. The parameters of VRFBs are presented in Table 3 [12]. It is assumed that maximum 10% of VRFBs’ capacity is used to provide reserves. The values of f_0 = 50 Hz, RoCoF_{max} = 0.75 Hz/s, D = 2%, and \Delta f_{\text{nadir}} = 0.3 Hz, f_{\text{nadir}} = 0.5 Hz, and f_{\text{nadir}} = -0.5 Hz are selected as per National Grid Standards [3]. The scheduling horizon is 24 hours on an hourly basis.

The optimization problem is programed in the generalized algebraic modelling systems (GAMS) environment and solved by DICOPT solver. A personal computer with Core i5 CPU and 4GB RAM was used with optimality gap equal to $1 \times 10^{-4}$.

4.2 | Results

The variation of wind power robustness band in response to increasing changes of uncertainty budget is shown in Figure 6. As in the proposed model, the robustness bands are adaptive, it can be seen, with increasing the uncertainty budget from 0.02 to 0.2, the robustness band is increased which means the frequency security of system can be preserved following more severe fluctuations in the generation of WTs, but with the trade-off of higher operation cost. However, for values of uncertainty budget which are greater than 0.2, the frequency security of the system cannot be preserved which indicates the upper robustness limit of system against fluctuations in the generation of WTs. On the other hand, during the hours in which the generation of WTs is high (e.g., hours 1 to 5) or load demand is low (e.g., hours 22 to 24), the robustness band is increased which leads to more scheduled reserve to preserve frequency security of system. The reason is that during these hours the numbers of committed SGs are decreased and therefore, total inertia of system is reduced which results in more frequency deviations.

Forecasted value of total wind power generation and optimal envelope bands for uncertainty budgets of 0.18 and 0.06 are shown in Figure 7. As can be seen, during high generation of WTs the envelope bands are increased. Since higher share of WTs in the generation increases the forecasted uncertainty and resulting frequency deviations, therefore, a larger envelope band can guarantee the frequency security of the system against wind power uncertainty. Likewise, with increasing the uncertainty budget, the envelope band is enlarged which means that the higher wind power uncertainty can be handled while the frequency security of the system is preserved. Indeed, with increasing the uncertainty budget the operator can schedule more upward and downward reserves to compensate wind
TABLE 2  The technical and economic data of SGs

<table>
<thead>
<tr>
<th></th>
<th>G1</th>
<th>G2</th>
<th>G3</th>
<th>G4</th>
<th>G5</th>
<th>G6</th>
<th>G7</th>
<th>G8</th>
<th>G9</th>
<th>G10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{G_{\text{max}}}$ (MW)</td>
<td>455</td>
<td>455</td>
<td>130</td>
<td>130</td>
<td>162</td>
<td>80</td>
<td>85</td>
<td>55</td>
<td>55</td>
<td>55</td>
</tr>
<tr>
<td>$P_{G_{\text{min}}}$ (MW)</td>
<td>150</td>
<td>150</td>
<td>20</td>
<td>20</td>
<td>25</td>
<td>20</td>
<td>25</td>
<td>10</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>$C^F$ ($/\text{MWh}$)</td>
<td>16.19</td>
<td>17.26</td>
<td>16.60</td>
<td>16.5</td>
<td>19.7</td>
<td>22.26</td>
<td>22.74</td>
<td>25.92</td>
<td>27.27</td>
<td>27.79</td>
</tr>
<tr>
<td>$C^V$ ($/\text{h}$)</td>
<td>1000</td>
<td>970</td>
<td>700</td>
<td>680</td>
<td>450</td>
<td>370</td>
<td>480</td>
<td>660</td>
<td>665</td>
<td>670</td>
</tr>
<tr>
<td>$C_{\text{SU}}$ ($)</td>
<td>9000</td>
<td>10,000</td>
<td>1100</td>
<td>1120</td>
<td>1800</td>
<td>349</td>
<td>520</td>
<td>60</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>$C_{\text{SU}}$ ($)</td>
<td>9000</td>
<td>10,000</td>
<td>1100</td>
<td>1120</td>
<td>1800</td>
<td>349</td>
<td>520</td>
<td>60</td>
<td>60</td>
<td>60</td>
</tr>
<tr>
<td>$RC_{\text{up}}/RC_{\text{dn}}$ ($$)</td>
<td>3</td>
<td>23</td>
<td>4</td>
<td>3</td>
<td>33</td>
<td>3</td>
<td>4</td>
<td>0</td>
<td>4</td>
<td>44</td>
</tr>
<tr>
<td>$RU_{\text{up}}/RU_{\text{dn}}$ (MW/\text{h})</td>
<td>120</td>
<td>120</td>
<td>60</td>
<td>50</td>
<td>70</td>
<td>30</td>
<td>34</td>
<td>22</td>
<td>20</td>
<td>10</td>
</tr>
<tr>
<td>$T_{\text{up}}/T_{\text{dn}}$ (h)</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$B_{\text{C}}$ (%)</td>
<td>3.54</td>
<td>3.85</td>
<td>3.16</td>
<td>3.16</td>
<td>2.31</td>
<td>3.16</td>
<td>3.03</td>
<td>3.03</td>
<td>3.50</td>
<td>5.39</td>
</tr>
<tr>
<td>$H$ (s)</td>
<td>5</td>
<td>4.33</td>
<td>4.48</td>
<td>3.58</td>
<td>4.33</td>
<td>4.35</td>
<td>3.77</td>
<td>3.47</td>
<td>3.45</td>
<td>4.20</td>
</tr>
</tbody>
</table>

TABLE 3  The technical data of VRFBs

<table>
<thead>
<tr>
<th>$SOC_{\text{min}}$</th>
<th>$SOC_{\text{min}}$</th>
<th>$P_{\text{max}}$ (MW)</th>
<th>$P_{\text{max}}$ (MW)</th>
<th>$E_{\text{rated}}$ (MWh)</th>
<th>$LC$</th>
<th>$CAP$ ($/\text{kW}$)</th>
<th>$CAP$ ($/\text{kWh}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>VRFB</td>
<td>0.95</td>
<td>0.05</td>
<td>5</td>
<td>5</td>
<td>50</td>
<td>12,000</td>
<td>600</td>
</tr>
</tbody>
</table>

power uncertainty which improves the frequency security of the system.

Results of power scheduling for uncertainty budgets of 0.18 and 0.06 are shown in Figure 8. As can be seen, the cheapest SGs (e.g., 1 and 2) are dispatched more to reduce the operation cost of the system. However, with increasing the uncertainty budget, more reserves should be provided by SGs and therefore, scheduled power of cheapest SGs is reduced. On the other hand, a greater number of SGs should be committed which also increases the operation cost of the system. This cost should be paid to preserve the frequency security of system against fluctuations generated power of WTs.

The results of the upward and downward scheduled reserves for uncertainty budgets of 0.18 and 0.06 are shown in Figures 9 and 10, respectively. As can be seen, during high generation of WTs more reserves are scheduled to preserve the frequency security of the system. Likewise, the SGs with larger droop (e.g., SG 5) are used more to provide reserve due to their faster response. With increasing the uncertainty budget, the scheduled reserves are increased to compensate uncertainty of power generation from WTs and therefore, a greater number of SGs should be committed which increases the operation cost of system.

The scheduled power and reserves of VRFBs are shown in Figures 11 and 12, respectively. As can be seen, the VRFBs are mainly scheduled to provide up and down reserves. This is due to the fast response of VRFBs which indicates their noteworthy role in compensating uncertainty of WTs’ power. This strategy releases the capacity of SGs to provide more reserves which increases the frequency security and decreases the operating cost.

The steady-state frequency deviations and RoCoF for uncertainty budgets of 0.18 and 0.06 are shown in Figures 13 and 14, respectively. As can be seen, during high power generation of WTs the frequency deviations and RoCoF are large which is due to the higher uncertainty. However, the frequency deviations and its RoCoF are suitably managed within secure range and therefore, the frequency security of the system is totally preserved. Likewise, with increasing the uncertainty budget, the frequency deviations and its RoCoF are increased. The reason is that optimal envelope band is increased and therefore, more wind power uncertainty can be handled by scheduled reserves regarding frequency security.

The values of frequency nadir and zenith for uncertainty budgets of 0.18 and 0.06 are shown in Figure 15. As can be seen, the frequency is preserved within the secure range using the scheduled reserves. It should be mentioned that during hours in which frequency is zero, the uncertainty in power generation of WTs is totally compensated by VRFBs and therefore, the frequency of system can be fixed to the nominal values.

To evaluate the robustness of the proposed AIGDT-based model, the Monte Carlo simulation (MCS) is used. To this end, 1000 random scenarios of power generation from WTs are generated and reduced in a way that Equation (58) is satisfied. Then total operation cost of system is calculated by solving (12-48) for each scenario. Figures 16 and 17 show the results using MCS and proposed AIGDT model for uncertainty budgets of 0.18 and 0.06, respectively. As can be seen, the operation cost of system is always lower than the specified value which is obtained from the proposed AIGDT model (vertical green line). Therefore, it is confirmed that using the proposed AIGDT model the operation cost will be lower than the target value of ($Cost_{\text{det}} \times (1 + \sigma)$) while the frequency security of the system is preserved. Likewise, the results indicate that with increasing the uncertainty budget, the variation of total operation cost is intensified. The reason is that the wind power robustness band...
is increased and therefore, the larger deviations of wind power from forecasted are possible which impose more scheduled reserves with higher operation cost.

Statistical distribution of steady-state frequency for uncertainty budgets of 0.18 is shown in Figure 18. As can be seen, without considering VRFBs the peak of steady-state frequency is shifted to low frequency and therefore, the frequency stability is reduced. Likewise, when VRFBs are incorporated in the energy and reserve scheduling, the statistical distribution of steady-state frequency is shifted to the right side which means improvement of frequency stability of system, with considering VRFBs in energy and reserve scheduling, the distribution of steady-state frequency is preserved in the secure range and the frequency stability of the system is guaranteed.

In Figure 19, the effect of VRFBs’ capacity on the robustness band is investigated for uncertainty budget of 0.18. The results indicate that the robustness bands are increased with increasing the capacity of VRFBs. Indeed, more uncertainties associated with power generation of WTs can be managed regarding the frequency security of system. The reason is that more fast reserves are provided by the VRFBs. Therefore, the optimal size of VRFBs considering techno-economic constraints of systems is important which can be studied in future work. Likewise, the operation cost of the system is reduced. Since, not only the capacity of SGs becomes free to schedule energy with lower cost, but also the expensive SGs are not required to commit.

5 | CONCLUSION

The growing integration of wind turbines in power systems leads to frequency security challenges for operators. To address this issue, in this paper a novel energy and reserve scheduling model which takes the benefit of a real-time monitoring system based on a SCADA system for power systems is proposed. In the proposed model, VRFBs can be scheduled in both energy and reserve. The uncertainties of WTs’ power are considered by an AIGDT approach in which the robustness band is dynamically changed in every scheduling horizon based on the extent of uncertainties. The numerical results indicate that using the proposed model, the static and dynamic security of the power system is assured by preserving the frequency nadir, rate of change of frequency, and quasi-steady-state frequency in the predefined range and by an increment of 6% in the operation cost, the optimal solution is robust against 15% of uncertainty in the wind output power. It was found that VRFBs can optimally participate in primary frequency control of the power system by providing reserve in the primary frequency interval. Therefore, they can be considered one of the actors in the primary frequency response of the power system. The future extension of this research work will involve the development of a comprehensive model for optimal sizing of VRFBs.
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Indices and sets

\[ \begin{align*}
\Omega^b_n & \quad \text{set of VRFBs which are connected to bus } n \\
\Omega^g_n & \quad \text{set of SGs which are connected to bus } n \\
\Omega^w_n & \quad \text{set of WTs which are connected to bus } n \\
1 & \in \mathbb{N} \quad \text{index/set of transmission lines} \\
n & \in \mathbb{N} \quad \text{index/set of busses} \\
t & \in \mathbb{N} \quad \text{index/set of scheduling time} \\
b & \in \mathbb{N} \quad \text{index/set of VRFBs} \\
i & \in \mathbb{N} \quad \text{index/set of SGs} \\
j & \in \mathbb{N} \quad \text{index/set of WTs}
\end{align*} \]

Parameters

\[ \begin{align*}
C^B & \quad \text{lifecycle depreciation cost of VRFB} \\
C^\text{ENS} & \quad \text{penalty of Energy not supplied} \\
C^\text{EWS} & \quad \text{penalty of wind energy spillage} \\
C^f & \quad \text{fuel cost coefficients of SG} \\
C^{mu} & \quad \text{start-up/shut-down cost of DG} \\
C^{up/down} & \quad \text{up/down reserve cost} \\
C^\text{max} & \quad \text{maximum capacity of transmission line} \\
NC^\text{VRB} & \quad \text{charge/discharge power of VRFB in } p_u \\
P^\text{up/down} & \quad \text{maximum/minimum limit of Wind turbine generation} \\
P^d_{\text{VRB}} & \quad \text{charge/discharge absorb power of VRFB} \\
\frac{RG^{up}}{RG^{dn}} & \quad \text{up/down reserve cost} \\
f_0 & \quad \text{nominal frequency of power system} \\
f_{\text{OF}} & \quad \text{trigger of under/over frequency relays} \\
f_{\text{db}} & \quad \text{dead band of frequency trajectory} \\
f_{\text{fdb}} & \quad \text{maximum permissible steady-state frequency} \\
b & \quad \text{binary variable indicating charge/discharge status of VRFB} \\
D & \quad \text{frequency elasticity of power system} \\
\text{CAP} & \quad \text{capital investment of VRFB} \\
H & \quad \text{inertia of each SG} \\
K & \quad \text{generation distribution shift factor} \\
L & \quad \text{maximum life cycle of VRFB} \\
P^g & \quad \text{generation power of Wind turbine} \\
\nu & \quad \text{commitment status of SG} \\
\sigma & \quad \text{uncertainty budget in IGDT approach} \\
\omega & \quad \text{weighted factors in OF}
\end{align*} \]

Symbols

\[ \begin{align*}
\tilde{\omega} & \quad \text{uncertain form of variable } \omega \\
E^\text{rated} & \quad \text{rated capacity of VRFB} \\
P^\text{max} & \quad \text{maximum/minimum power of SG} \\
P^\text{max}_{\text{VRB}} & \quad \text{maximum charge/discharge power rate of VRFB}
\end{align*} \]
Variables

\[ P_d \] disturbance power due to uncertainty in generation of WTs

\[ P_{u,d} \] mechanical power of SG

\[ RG_{np,\text{max}} / RG_{dn,\text{max}} \] maximum ramp up/down capability of SG

\[ R_C \] value of SGs’ droop

\[ \text{RoCoF}_{\text{max}} \] maximum rate of change of frequency base power of system

\[ \text{SOC}_{\text{min}} / \text{SOC}_{\text{max}} \] minimum/maximum state of charge of VRFB

\[ T_{\text{ON}} / T_{\text{OFF}} \] the number of initial periods during which the unit must be online/off-line

\[ T_d \] governor response delivery time of SGs

\[ T^{\text{up}} / T^{\text{dn}} \] minimum up/down time of SG

\[ L_{\text{oad}} \] load of the power system

\[ RU / RD \] ramp-up/down limit of SG

\[ SU / SD \] start-up/shut-down ramp limit of SG
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