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Abstract:We consider Lane–Emden ground states with polytropic index 0 ≤ q − 1 ≤ 1, that is, minimizers of
the Dirichlet integral among Lq-normalized functions. Ourmain result is a sharp lower bound on the L2-norm
of the normal derivative in terms of the energy, which implies a corresponding isoperimetric inequality. Our
bound holds for arbitrary bounded open Lipschitz sets Ω ⊂ ℝd, without assuming convexity.
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1 Introduction and main results
We are interested in sharp lower bounds on the normal derivative of minimizers of the variational problem

λq(Ω) := inf
u∈C∞0 (Ω)\{0}

‖∇u‖2L2(Ω)
‖u‖2Lq(Ω)

. (1.1)

Here 1 ≤ q ≤ 2 is a parameter and Ω ⊂ ℝd is a non-empty open set.
Themost important cases are q = 2, where λ2(Ω) is the bottom of the spectrum of the Dirichlet Laplacian

in Ω, and q = 1, where λ1(Ω) is the inverse torsional rigidity of Ω. For general 1 ≤ q ≤ 2, the minimization
problem λq(Ω) arises in connection with ground state solutions of the Lane–Emden equation with polytropic
index q − 1; see (2.3) below.

Some of the results discussed in this paper, most importantly a Brunn–Minkowski-type inequality for λq
(Theorem 1.3), are valid for arbitrary open sets Ω. Others require some modest assumptions, namely that
the open set Ω is bounded and has Lipschitz boundary. Under these assumptions, it is well known (see Sec-
tion 2 for references) that there is a non-negative minimizer of (1.1). (Strictly speaking, it is a minimizer of
the corresponding problem with C∞0 (Ω) replaced by H

1
0(Ω).) By homogeneity, we can choose a minimizer to

be normalized in Lq(Ω). If either 1 ≤ q < 2 or if q = 2 and Ω is connected, then the non-negativity and the
normalization determine the minimizer uniquely. If q = 2 and Ω has multiple connected components, then
there may be several such minimizers. In this case, all our statements are valid for any choice of minimizer.
In what follows, we denote a non-negative and normalized minimizer by uq,Ω.
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Our main result is an isoperimetric-type inequality for the L2-norm of the normal derivative of the min-
imizer uq,Ω at the boundary. In what sense the normal derivative should be understood when the boundary
is irregular is discussed in Section 2.2. Specifically, the result is the following theorem.

Theorem 1.1. Fix 1 ≤ q ≤ 2, let Ω ⊂ ℝd be open and bounded with Lipschitz boundary, and define

αq := (2 + d(
2
q
− 1))

−1
.

Then
∫
∂Ω

(
∂uq,Ω
∂ν )

2
dHd−1(x) ≥

λq(Ω)1+αq
αqλq(B)αq

, (1.2)

where uq,Ω is an Lq-normalized minimizer associated to λq(Ω), ∂u∂ν is the derivative of u in the direction of the
outward normal to ∂Ω, and B is the unit ball. Moreover, equality holds if Ω is a ball.

In (1.2), dHd−1 denotes integration with respect to the (d − 1)-dimensional Hausdorff measure, which is
simply the surface measure on ∂Ω.

In the linear case, i.e. q = 2, the inequality simplifies to

∫
∂Ω

(
∂u2,Ω
∂ν )

2
dHd−1(x) ≥ 2 λ2(Ω)

3
2

λ2(B)
1
2
.

For q = 1, the inequality can equivalently be written as

∫
∂Ω

(
∂υΩ
∂ν )

2
dHd−1(x) ≥ (d + 2)T(B)

1
d+2 T(Ω)1− 1

d+2 ,
where υΩ denotes the torsion function of Ω, that is, the unique solution of

{
−∆υΩ = 1 in Ω,
υΩ = 0 on ∂Ω,

and T(Ω) := −∫Ω|∇υΩ|
2 dx + 2∫Ω υΩ dx = ∫Ω|∇υΩ|

2 dx denotes the torsional rigidity.
If Ω ⊂ ℝd is an open set of finite measure and Ω∗ denotes an open ball with the same measure,

then a classical rearrangement argument (see, for instance, [24]) implies the Faber–Krahn-type inequality
λq(Ω) ≥ λq(Ω∗). When combined with Theorem 1.1, one obtains the following isoperimetric inequality.

Corollary 1.2. Fix 1 ≤ q ≤ 2 and let Ω ⊂ ℝd be open and bounded with Lipschitz boundary. Then

∫
∂Ω

(
∂uq,Ω
∂ν )

2
dHd−1(x) ≥ ∫

∂Ω∗(
∂uq,Ω∗
∂ν )

2
dHd−1(x),

with equality if Ω is a ball.

As far aswe know, Theorem1.1 andCorollary 1.2 are new. In the special casewhere Ω is convex and q = 2, the
inequality in Theorem 1.1, while not explicitly stated, can be deduced relatively easily from results proved in
Jerison’swork [20]. (Indeed, the corresponding inequality iswritten out in his analogouswork on the capacity
problem for convex sets; see [19, Corollary 3.19].) Similarly, still assuming that Ω is convex, the inequality
in Theorem 1.1 for q = 1 could be deduced from the work of Colesanti and Fimiani in [8]. The inequality, for
Ω convex and for q ∈ {1, 2}, appears explicitly in [6, Subsection 3.2]; see also [9] for related results in the
convex setting. Many of the above references are primarily concerned with generalizations of the Minkowski
problem to set functionals on convex sets. For the set functional λq with q = 2, this is treated in [20], and for
q = 1 and 1 < q < 2, we refer to [8] and [27], respectively. Thus, what we accomplish here is to extend the
inequality to the full range 1 ≤ q ≤ 2 and, more importantly, to remove the convexity assumption.

The above works in the convex case use representation formulas for λq(Ω) in terms of an integral of the
support function against certain measures on 𝕊d−1. These formulas appear prominently in the assertions
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and proofs in the convex case. They do not have an analogue in the non-convex case. However, as we show
here, while these formulas are a convenient tool in the convex case, they are not essential for the proof of the
inequality in Theorem 1.1, and all relevant assertions can be proved without them. This leads to a number of
significant new difficulties that we need to overcome.

Our proof of Theorem1.1has twomain ingredients, namely aBrunn–Minkowski inequality for λq and the
computation of the derivative of the function t 󳨃→ λq(Ω + tB) at t = 0. In the remainder of this introduction,
we discuss these two ingredients in some more detail and explain how they yield our theorem.

Before doing this, however, in order to motivate our arguments, let us recall how the classical isoperi-
metric inequality follows from the Brunn–Minkowski inequality. The latter inequality states that, for any
non-empty compact sets Ω0, Ω1 ⊂ ℝd and 0 ≤ t ≤ 1,

|(1 − t)Ω0 + tΩ1|
1
d ≥ (1 − t)|Ω0|

1
d + t|Ω1|

1
d . (1.3)

Here and inwhat follows, | ⋅ |denotes the Lebesguemeasure, and for Ω, Ω󸀠 ⊂ ℝd, s ≥ 0, sΩ denote the dilation
of Ω by s, and + denotes the Minkowski sum, that is,

sΩ := {sx : x ∈ Ω} and Ω + Ω󸀠 := {x + y : x ∈ Ω, y ∈ Ω󸀠}.

By setting Ω1 = B, the unit ball in ℝd, and differentiating (1.3) with respect to t at t = 0, for sufficiently
regular sets, one obtains the classical isoperimetric inequality. In fact, for arbitrary sets, one arrives at an
isoperimetric inequality not for the perimeter but for the so-called lower outer Minkowski content defined by

SM∗(Ω) := lim inf
t→0+ |(Ω + tB) \ Ω|t

.

If Ω is sufficiently regular, for instance, if ∂Ω is Lipschitz, then the lower outer Minkowski content agrees
with the perimeter of Ω and one arrives at the classical isoperimetric inequality [12]. However, under what
geometric assumptions SM∗ and perimeter agree is not a trivial question.

Herewe are interested in inequalities that arise bymimicking this argument for λq instead of the Lebesgue
measure. As we shall see, these set functions also satisfy Brunn–Minkowski-type inequalities. The main
issues that we need to deal with when carrying out this procedure are similar to those alluded to above;
namely, when can the differentiation be justified, and when does the derivative agree with the quantity we
aim to bound.

1.1 Outline of proof

We begin by discussing the first ingredient of our proof, namely a Brunn–Minkowski inequality for λq.
This inequality goes back to Brascamp–Lieb [2] in the case q = 2, Borell [1] for q = 1, and Colesanti [7] for
1 ≤ q < 2. However, in these works, the inequality is stated under unnecessarily restrictive assumptions
on Ω. In Section 3, we use a simple approximation argument to show that the Brunn–Minkowski inequal-
ity remains valid under weaker assumptions on the geometry. Moreover, in the appendix, we show that
Colesanti’s characterization of the cases of equality for 1 ≤ q < 2 is valid without any further assumptions.

Specifically, we deduce the following result.

Theorem 1.3. Fix 1 ≤ q ≤ 2, let Ω0, Ω1 ⊂ ℝd be non-empty open sets, and set αq := (2 + d( 2q − 1))
−1. Then, for

all 0 < t < 1,
λq((1 − t)Ω0 + tΩ1) ≤ ((1 − t)λq(Ω0)−αq + tλq(Ω1)−αq )

− 1
αq , (1.4)

where the right-hand side should be understood as zero ifmin{λq(Ω0), λq(Ω1)} = 0.
If 1 ≤ q < 2,min{λq(Ω0), λq(Ω1)} > 0, and equality holds in (1.4) for some t ∈ (0, 1), then there is an open,

bounded, convex set K ⊂ ℝd such that Ω0 and Ω1 agree with homothetic images of K up to sets of capacity zero.

Remark 1.4. Without additional geometric assumptions, the characterization of equality does not extend
to the case q = 2; this follows by considering sets with multiple connected components, for instance,
Ω0 = (0, 1)d ∪ ((2, 3) × (0, 1)d−1) and Ω1 = (0, 1)d.
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Our second ingredient concerns the derivative of t 󳨃→ λq(Ω + tB) at t = 0. This is closely related to aHadamard
variation formula. In general, if Λ is a real-valued set function, then onemay ask how Λ behaves with respect
to perturbations around a given set Ω. The most common manner in which to analyze such questions is to
compute the Fréchet derivative of the map Φ 󳨃→ Λ(Φ(Ω)) at Φ = 𝟙, where Φ is a diffeomorphism in a neigh-
borhood of Ω. Formulas of this type are typically called Hadamard formulas.

However, the geometric perturbations Ω + tB that appear in the Brunn–Minkowski formula in Theo-
rem 1.3 cannot in general be parametrized by a family of local diffeomorphisms. As such, our desired result
lies somewhat outside the standard theory. Our approachwill be to first prove aHadamard formula for λq (see
Section 4) and then show that, for Ω with C1 boundary, the curve Ω + tB can be approximated well enough
by diffeomorphisms of Ω to compute the desired derivative (see Section 5). Precisely, we prove the following
theorem.

Theorem 1.5. Fix 1 ≤ q ≤ 2 and let Ω ⊂ ℝd be open, bounded, and connected with C1 boundary. Then

lim
t→0+ λq(Ω + tB) − λq(Ω)t

= − ∫
∂Ω

(
∂uq,Ω
∂ν )

2
dHd−1(x),

where uq,Ω is an Lq-normalized minimizer associated to λq(Ω), ∂u∂ν is the derivative of u in the direction of the
outward normal to ∂Ω, and B is the unit ball.

A related Hadamard formula was proved in [18] in the case where Ω is convex with C2 boundary having
positive Gauss curvature. The proof in [18] depends on the convexity but, as we show here, the validity of the
result does not.

By combining Theorems 1.3 and 1.5, one readily deduces the inequality in Theorem 1.1 under the
assumption that Ω has C1 boundary. To obtain the result under the weaker assumption of Lipschitz bound-
ary, we need some rather deep results on the existence of the normal derivative due to Jerison and Kenig [21];
see also [28].

This concludes our sketch of the strategy of the proof of Theorem1.1.We end this introduction by empha-
sizing that, for q = 2, our bounds concern the lowest eigenvalue of the Laplacian. For bounds for higher
eigenvalues, including those of variable coefficient operators, see, e.g., [13] and [22, Theorem 4.4]. These
bounds, however, do not have an isoperimetric character. For an isoperimetric upper bound on ‖uq,Ω‖Lk(Ω)
with k ≥ q, see [17].

2 Preliminaries

2.1 The minimization problem λq(Ω) and its minimizer
In this subsection, we discuss some aspects of the minimization problem (1.1) that we shall need later on.
Throughout we shall assume that Ω ⊂ ℝd, d ≥ 2, is a non-empty open set. The results mentioned in the previ-
ous section are valid for d = 1 as well, but they can be easily reduced to the case of an interval, in which case
they are valid trivially. Therefore, in the remainder of this paper, we restrict ourselves to dimensions d ≥ 2.

Clearly, λq is invariant under translations, while under dilations, it obeys

λq(sΩ) = s
− 1
αq λq(Ω) for all s > 0 with αq = (2 + d(

2
q
− 1))

−1
.

If Ω = ⋃j≥1 Ωj, Ωj ∩ Ωj󸀠 = 0 for j ̸= j󸀠, then the quantity λq(Ω) can be written in terms of the corresponding
quantities for the elements of the union, namely

λq(Ω) = (∑
j≥1
λq(Ωj)−

q
2−q )− 2−qq if 1 ≤ q < 2, and λ2(Ω) = min

j≥1
λ2(Ωj); (2.1)

see, e.g., [3]. We remark that, for q = 1, the first formula is nothing but the additivity of the torsional rigidity
under disjoint unions.
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We record a simple continuity property.

Lemma 2.1. Fix 1 ≤ q ≤ 2 and let Ω ⊂ ℝd be a non-empty open set. Let {Ωj}j≥1 be a sequence of open sets with
Ωj ⊂ Ωj+1 for all j ≥ 1, and⋃j≥1 Ωj = Ω. Then

lim
j→∞

λq(Ωj) = λq(Ω).

Proof. Bymonotonicity under set inclusions, λq(Ω) ≤ λq(Ωj) for all j. To prove the reverse inequality,we argue
as follows. For any ε > 0, there exists φ ∈ C∞0 (Ω) such that

λq(Ω) ≥
‖∇φ‖2L2(Ω)
‖φ‖2Lq(Ω)

− ε.

Since suppφ is compact and dist(suppφ, ∂Ω) > 0, it holds for j sufficiently large that suppφ ⊂ Ωj. Conse-
quently, by the definition of λq(Ωj),

‖∇φ‖2L2(Ω)
‖φ‖2Lq(Ω)

=
‖∇φ‖2L2(Ωj)
‖φ‖2Lq(Ωj)

≥ λq(Ωj).

Thus, for any ε > 0 and j sufficiently large, λq(Ω) + ε ≥ λq(Ωj) ≥ λq(Ω). Since ε > 0 was arbitrary, this proves
the lemma.

Next, we turn our attention to the existence of a minimizer for the variational problem (1.1). For the charac-
terization of cases of equality in the Brunn–Minkowski inequality for λq (Theorem 1.3), it will be necessary
to work under less restrictive assumptions on Ω than the boundedness and Lipschitz regularity needed for
our isoperimetric inequalities.

Assuming that λq(Ω) > 0, we deduce that the completion D1,2
0 (Ω) of C

∞
0 (Ω) with respect to the norm

u 󳨃→ ‖∇u‖L2(Ω) is well-defined as a space of almost everywhere defined functions and continuously embedded
into Lq(Ω). Under this assumption, the infimum in (1.1) does not changewhen C∞0 (Ω) is replaced byD

1,2
0 (Ω).

In what follows, slightly abusing notation, we call a function u inD1,2
0 (Ω) a minimizer if

‖∇u‖2L2(Ω) = λq(Ω)‖u‖
2
Lq(Ω) > 0.

If 1 ≤ q < 2, then the assumption λq(Ω) > 0 implies already that the embeddingD1,2
0 (Ω) ⊂ Lq(Ω) is com-

pact (see [25, Theorem 15.6.2] and also [4]) and therefore a minimizer exists. Also, if |Ω| < ∞, then for any
1 ≤ q ≤ 2, one has λq(Ω) > 0,D1,2

0 (Ω) = H
1
0(Ω), and the above embedding is compact, so again, a minimizer

exists.
Whenever there is a minimizer, there is one that is non-negative and normalized in Lq(Ω). Throughout

the paper, uq,Ω will denote a minimizer with the latter properties. When 1 ≤ q < 2, there is a unique mini-
mizer with these properties. If Ω is connected and q = 2, minimizers with these properties are again unique;
in the multiply connected case Ω = ⋃j≥1 Ωj with connected, open, and pairwise disjoint sets Ωj, we have
λ2(Ω) = minj≥1 λ2(Ωj) and anyminimizer is given by a linear combination of theminimizers for the connected
components Ωj satisfying λ2(Ω) = λ2(Ωj). In this context, we also mention that, for 1 ≤ q < 2, we have

uq,Ω = ∑
j≥1
(
λq(Ω)
λq(Ωj)
)

1
2−q
uq,Ωj . (2.2)

The following lemma proves a stability property of minimizers.

Lemma 2.2. Fix 1 ≤ q ≤ 2 and let Ω ⊂ ℝd be an open set with λq(Ω) > 0. If q = 2, assume that |Ω| < ∞ and the
minimizer for λ2(Ω) is unique (up to a multiplicative constant). If {uj}j≥1 ⊂ D1,2

0 (Ω) satisfies

lim
j→∞

‖∇uj‖2L2(Ω)
‖uj‖2Lq(Ω)

= λq(Ω),

then ‖uj‖−1Lq(Ω)|uj| → uq,Ω inD1,2
0 (Ω).
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Proof. Set ̃uj = ‖uj‖−1Lq(Ω)|uj|. The sequence { ̃uj}j≥1 is bounded inD1,2
0 (Ω) and normalized in Lq(Ω). By passing

to a subsequence, wemay assume that ̃uj convergesweakly inD1,2
0 (Ω). By the compactness of the embedding

D1,2
0 (Ω) 󳨅→ Lq(Ω) (which, for q = 2, follows from |Ω| < ∞), this subsequence converges strongly in Lq(Ω) to

some non-negative limit ̃u. By the sequential weak lower semi-continuity of the Dirichlet energy, we conclude
that ̃u is a non-negative Lq-normalized minimizer of the Rayleigh quotient (1.1). By the assumption on Ω,
such minimizers are unique, and we conclude that ̃u = uq,Ω. Moreover, since ‖∇ ̃uj‖2L2(Ω) = λq(Ω) + o(1), we
conclude that ̃uj actually converges to uq,Ω inD1,2

0 (Ω) (see, for instance, [5, Proposition 3.32]).

The minimizer uq,Ω solves the equation

{
−∆u = λq(Ω)uq−1 in Ω,
u = 0 on ∂Ω.

(2.3)

We now use elliptic regularity [11] to deduce further information on uq,Ω.

Lemma 2.3. Fix 1 ≤ q ≤ 2 and let Ω ⊂ ℝd be an open set such that λq(Ω) > 0 and such that there is a min-
imizer uq,Ω. Then uq,Ω ∈ L∞(Ω) ∩ C∞loc(Ω). Moreover, if 1 ≤ q < 2, then u > 0 in Ω, and if q = 2, then in each
connected component of Ω, either uq,Ω = 0 or uq,Ω > 0.

Proof. We focus on the case 1 < q < 2, for the results are classical in the cases q = 1, 2 and obtained by simi-
lar, but simpler arguments. We write u = uq,Ω. Using, for instance, the technique of Moser iteration, one can
infer that u ∈ L∞(Ω). In fact, there is a constant C, depending only on d, q, so that

‖uq,Ωj‖L∞(Ω) ≤ Cλq(Ωj) d
2d−q(d−2) . (2.4)

This appears as [3, Proposition 2.5]. (The assumption there that the embeddingD1,2
0 (Ω) ⊂ Lq(Ω) is compact is

not necessary for the proof.) Thus, by Riesz potential estimates, u ∈ C1,αloc (Ω) for any α < 1. The local Lipschitz
continuity of u and the Hölder-(q − 1)-continuity of t 󳨃→ tq−1 imply that uq−1 ∈ C0,q−1loc (Ω). Thus, by Schauder
theory, u ∈ C2,q−1loc (Ω) and the first equation in (2.3) holds classically.

We now show that, if 1 ≤ q < 2, then u > 0 everywhere in Ω, and if q = 2, then in each connected com-
ponent of Ω, either u > 0 or u ≡ 0. If we knew that u extended continuously to ∂Ω, these assertions would
be a consequence of the maximum principle, but since we do not make any assumptions on ∂Ω, we need to
argue differently. We first note that u (just like any other function in C1loc(Ω)) satisfies, for any r > 0 and any
x ∈ ℝd with dist(x, Ωc) < r,

u(x) = |Br|−1 ∫
Br(x)

u(y) dy + r2|Br|−1 ∫
Br(x)

∇yk(
y − x
r )
⋅ ∇u(y) dy.

Here, for |z| < 1,

k(z) :=
{
{
{

(d − 2)−1(d−1|z|−d+2 + (2−1 − d−1)|z|2 − 2−1) if d ̸= 2,
2−1 ln( 1|z| ) + 4

−1|z|2 − 4−1 if d = 2.

Using the equation for u and the fact that k(z) = 0 for |z| = 1, one deduces that

u(x) = |Br|−1 ∫
Br(x)

u(y) dy + λq(Ω)r2|Br|−1 ∫
Br(x)

k( y − xr )
u(y)q−1 dy.

Assume now that u(x) = 0 for some x ∈ Ω. Then this identity, together with the non-negativity and continuity
of u, implies that u = 0 in Br(x). Thus, {x ∈ Ω : u(x) = 0} is both open and closed in Ω, and therefore u van-
ishes in the connected component of Ω containing x. This is the claimed assertion for q = 2. For 1 ≤ q < 2,
we obtain a contradiction to (2.2).

Thus, we have shown that u is bounded away from zero on every compact set contained in Ω. Using this
information, the regularity of u can be bootstrapped, and we finally obtain that u ∈ C∞loc(Ω).

We finally mention that we often extend uq,Ω by zero to ℝd \ Ω and consider the resulting function on ℝd. If
|Ω| < ∞, then uq,Ω ∈ H1

0(Ω), and therefore its extension by zero belongs to H1(ℝd).
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2.2 The normal derivatives of uq,Ω

Before moving on to our main argument, we show that the normal derivative of uq,Ω makes sense as an
element of L2(∂Ω) under the assumption that Ω is bounded with Lipschitz boundary.

If Ω has C1,α-regular boundary for some 0 < α < 1, then Schauder theory (see, for instance, [11, Theo-
rem 8.33]) implies that uq,Ω ∈ C1,α(Ω) and, in particular, its normal derivative on the boundary is defined in
the classical sense and the integral in Theorem 1.1 is well-defined.

To explain the meaning of the normal derivative in Theorem 1.1 for arbitrary bounded open Lipschitz
sets, let Γ denote the Newtonian kernel inℝd (see, e.g., [11]), that is,

Γ(x) :=
{
{
{

− 1
2π log|x|, d = 2,
cd|x|2−d , d ̸= 2,

with a suitable constant cd, and define wq,Ω := −λq(Ω) Γ ∗ uq−1q,Ω so that −∆wq,Ω = λq(Ω)uq−1q,Ω inℝd. Here uq−1q,Ω
should be interpreted as 𝟙Ω when q = 1. (As an aside, we note that, in this case, one could instead of w1,Ω
consider w = −λ1(Ω) |x|

2

2d ∈ C
∞(ℝd) and carry out the argument in the same manner.)

Since uq,Ω ∈ L∞ has compact support, we deduce fromRiesz potential estimates that wq,Ω ∈ C1,α(ℝd) for
all α < 1 (see, for instance, [24, Theorem 10.2]). In particular, the normal derivative of wq,Ω is defined in the
classical sense, and it suffices tomake sense of the normal derivative of the function υq,Ω := uq,Ω − wq,Ω. Note
that this function satisfies

{
−∆υq,Ω = 0 in Ω,
υq,Ω = −wq,Ω on ∂Ω.

The fact that the normal derivative of υq,Ω is well-defined and belongs to L2(∂Ω) follows from the results of
Jerison–Kenig [21] and Verchota [28] (see also [26, Theorems 5.14.9 & 5.14.10]). Indeed, by these results,
∇υq,Ω has non-tangential limits almost everywhere on ∂Ω, and the non-tangential maximal function of
|∇υq,Ω| belongs to L2(∂Ω). Furthermore, the fact that uq,Ω vanishes on ∂Ω implies that the pointwise limit of
its gradient is almost everywhere normal to the boundary.

3 The Brunn–Minkowski inequality for λq(Ω)
The topic of the current section is the first of the two key ingredients in our strategy for proving Theorem 1.1,
namely the Brunn–Minkowski-type inequality in Theorem 1.3,

λq((1 − s)Ω0 + sΩ1) ≤ ((1 − s)λq(Ω0)−αq + sλq(Ω1)−αq )
− 1
αq .

This inequality is essentially due to Brascamp–Lieb [2] for q = 2, Borell [1] for q = 1, and Colesanti [7] for
1 ≤ q < 2. However, the statements in these references are under slightly stronger assumptions than what we
state here. Indeed, Colesanti [7] assumes the sets Ω0, Ω1 to be boundedwith C2-regular boundary, Brascamp
and Lieb [2] impose that the sets be connected and have finite measure, and Borell [1] assumes the sets to
be bounded. That being said, deducing the inequality for arbitrary non-empty open sets from these results is
not difficult.

In [7], Colesanti characterized the cases of equality in the Brunn–Minkowski-type inequality for λq for
1 ≤ q < 2 under the assumption that the sets are C2 and bounded. As stated in Theorem 1.3, in this paper, we
will show that these additional assumptions on the sets are not necessary. Since this is somewhat technical
and not central to the core topic of this paper, we defer its proof to Appendix A.

Before we prove that the inequality for arbitrary non-empty open sets follows from the known results, we
note that Colesanti [7] and Borell [1] do not state their results in terms of λq(Ω) but in terms of the quantity

F(Ω) := ∫
Ω

|∇ ̃u(x)|2 dx,
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where ̃u is the unique positive solution of the (perhaps simpler looking) PDE

{
−∆ ̃u = ̃uq−1 in Ω,
̃u = 0 on ∂Ω.

By multiplying the solution with a constant, one deduces that ̃u = λq(Ω)
1
q−2 uq,Ω, F(Ω) = λq(Ω) qq−2 , and the

inequality of Theorem 1.3 is equivalent to a corresponding inequality for F(Ω). Colesanti’s (and Borell’s)
choice of working with F is more natural when q = 1 since the PDE is then the classical torsion problem. Our
formulation is adapted to also naturally encompass q = 2,where the PDEbecomes linear and the dependence
on λ2 cannot be eliminated by multiplying by a constant.

Let us first treat the trivial case when min{λq(Ω0), λq(Ω1)} = 0. For any t ∈ (0, 1), the set (1 − t)Ω0 + tΩ1
contains rescaled and translated copies of both Ω0 and Ω1. Therefore, by domain monotonicity, translation
invariance, and scaling homogeneity of λq, it follows that λq((1 − t)Ω0 + tΩ1) = 0.

3.1 The case q = 2
In the case q = 2, the inequality in Theorem 1.3 can be deduced from an inequality due to Brascamp and
Lieb [2]. Indeed, in that paper, they prove that, for open and connected sets Ω0, Ω1 ⊂ ℝd with finite measure,

Tr(et∆(1−s)Ω0+sΩ1 ) ≥ (Tr(et∆Ω0 ))1−s(Tr(et∆Ω1 ))s for all s ∈ [0, 1] and t > 0. (3.1)

Taking the logarithms, dividing by t, and letting t →∞, Brascamp and Lieb showed that inequality (3.1) and
the positivity of the spectral gap imply

λ2((1 − s)Ω0 + sΩ1) ≤ (1 − s)λ2(Ω0) + sλ2(Ω1). (3.2)

Our next goal is to prove two things; first, that the assumption that Ω0, Ω1 are connected can dropped, and
second, that (3.2) implies the inequality in Theorem 1.3 with q = 2.

To deduce the statement for sets with multiple connected components, one can argue as follows.
Let Ω0 = ⋃j∈I0 Ω

j
0, Ω1 = ⋃j∈I1 Ω

j
1, with Ωji ∩ Ω

j󸀠
i = 0 for i ∈ {0, 1} and (j, j

󸀠) ∈ (Ii × Ii) \ {j, j}. It holds that
λ2(Ωi) = minj∈Ii λ2(Ω

j
i). Since

(1 − s)Ω0 + sΩ1 = ⋃
(j,j󸀠)∈I0×I1[(1 − s)Ω

j
0 + sΩ

j󸀠
1 ], (3.3)

the monotonicity under inclusion implies that

λ2((1 − s)Ω0 + sΩ1) ≤ min
(j,j󸀠)∈I0×I1 λ2((1 − s)Ωj0 + sΩj󸀠1 ).

The desired inequality follows by applying the inequality for each of the pairs (Ωj0, Ω
j󸀠
1 ). We emphasize that,

while the sets {Ωji}j∈Ii are assumed to be disjoint, this is not generally the case for the sets in the union (3.3).
The fact that the a priori weaker inequality (3.2) implies the inequality in Theorem 1.3 with q = 2 can be

proved by the following argument (which is somewhat standard in the field, but we include it for complete-
ness). Set, for j = 0, 1, ωj := λ2(Ωj)

1
2Ωj so that λ2(ωj) = 1. Then

(1 − s)Ω0 + sΩ1 = ((1 − s)λ2(Ω0)−
1
2 + sλ2(Ω1)−

1
2 )((1 − ̃s)ω0 + ̃sω1)

with

̃s := sλ2(Ω1)−
1
2

(1 − s)λ2(Ω0)−
1
2 + sλ2(Ω1)−

1
2
∈ [0, 1].

Thus, by the homogeneity of λ2 and applying (3.2) to (1 − ̃s)ω0 + ̃sω1, we deduce

λ2((1 − s)Ω0 + sΩ1) = ((1 − s)λ2(Ω0)−
1
2 + sλ2(Ω1)−

1
2 )−2λ2((1 − ̃s)ω0 + ̃sω1)

≤ ((1 − s)λ2(Ω0)−
1
2 + sλ2(Ω1)−

1
2 )−2.

This proves Theorem 1.3 for q = 2.
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3.2 The general case 1 ≤ q ≤ 2
Wenowprove that the assumptions of boundedness and regularity of the boundary of Ω0, Ω1 can be dropped
in the works of Borell [1] and Colesanti [7]. The same argument removes the remaining assumption that the
measures of Ω0, Ω1 are finite for q = 2.

Let Ω ⊂ ℝd be open and non-empty. There are bounded open sets Ωj with C∞-regular boundary such that
Ωj ⊂ Ωj+1 and⋃j Ωj = Ω. By Lemma 2.1, limj→∞ λq(Ωj) = λq(Ω). In particular, for Ω0, Ω1 as in Theorem 1.3,
there are smooth exhaustions {Ωj0}j≥1, {Ω

j
1}j≥1 satisfying the assumptions of Lemma 2.1. For each j ≥ 1 and

s ∈ [0, 1], we have (1 − s)Ω0 + sΩ1 ⊃ (1 − s)Ω
j
0 + sΩ

j
1, and therefore, by the domain monotonicity of λq and

the validity of the Brunn–Minkowski inequality for smooth sets,

λq((1 − s)Ω0 + sΩ1) ≤ λq((1 − s)Ω
j
0 + sΩ

j
1) ≤ ((1 − s)λq(Ω

j
0)
−αq + sλq(Ω

j
1)
−αq )−

1
αq .

By Lemma 2.1, the claimed inequality follows by sending j →∞.

4 A Hadamard variational formula for λq(Ω)
In this and the next section, we provide the second key ingredient in the proof of our main result. Here, we
shall prove the following Hadamard variational formula for λq.

Theorem 4.1. Let 1 ≤ q ≤ 2, letΩ ⊂ ℝd be an open set of finite measure, and assume that there is a unique non-
negative minimizer uq,Ω for λq(Ω) which is normalized in Lq(Ω). Let Φ ∈ C1((−T, T);W1,∞(ℝd;ℝd)), T > 0,
be such that, for all x ∈ ℝd, Φ(0, x) = x and, for all t ∈ (−T, T), the map Φ(t, ⋅ ) : ℝd → ℝd is a bi-Lipschitz
homeomorphism of an open neighborhood of Ω onto its image. Set Φ̇ = ∂tΦ|t=0 and let DΦ̇ be the Jacobian
of Φ̇. Then

lim
t→0

λq(Φ(t, Ω)) − λq(Ω)
t

= −2∫
Ω

∇uq,Ω ⋅ (DΦ̇)∇uq,Ω dx + ∫
Ω

(|∇uq,Ω|2 −
2
q
λq(Ω)uqq,Ω)∇ ⋅ Φ̇ dx. (4.1)

If, in addition, Ω has Lipschitz boundary, then

lim
t→0

λq(Φ(t, Ω)) − λq(Ω)
t

= − ∫
∂Ω

(
∂uq,Ω
∂ν )

2
ν ⋅ Φ̇ dHd−1(x), (4.2)

where ν denotes the outward pointing unit normal field on ∂Ω.

We recall from Section 2 that the assumption that there is a unique (up to a multiplicative constant) mini-
mizer for λq(Ω) is automatically satisfied for 1 ≤ q < 2. If q = 2, it is satisfied if and only if there is a unique
connected component Ωj of Ω = ⋃j≥1 Ωj for which λ2(Ωj) is minimal. In particular, it is satisfied if Ω is con-
nected.

For q = 2, the formula for the first variation of the eigenvalue is well known and due to Hadamard [23];
see, for instance, [15, Theorem 5.7.1] for a textbook presentation. Similarly, for q = 1, a change of vari-
ables relates the first variation of λq(Ω) to that of the torsional rigidity, which can be found, for instance,
in [15, equation (5.103)]. For 1 < q < 2, we have not been able to find the result in the existing literature.

In the cases q = 1, 2, our proof is different from the standard proof presented, e.g., in [15]. From a con-
ceptual point of view, these standard proofs establish, at the same time as establishing the differentiability
of λq(Φ(t, Ω)), the differentiability of uq,Φ(t,Ω). The equation for the derivative of uq,Φ(t,Ω) is then used to
derive a formula for λq(Φ(t, Ω)). Our approach completely bypasses the differentiability of uq,Φ(t,Ω). From
a technical point of view, the standard proof of Hadamard formulas for q = 1, 2 relies on the implicit func-
tion theorem, but it is not clear to us how to apply this because of the non-differentiability of u 󳨃→ uq−1 at
u = 0 for 1 < q < 2. Instead, our argument has a variational character.

Lemma 4.2. Let Ω and Φ be as in Theorem 4.1. Then, for all sufficiently small |t|, there is a unique (up to
multiplication by a constant) minimizer for λ2(Φ(t, Ω)).
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Proof. Let Ω = ⋃j≥1 Ωj with disjoint, connected open sets Ωj. For all t ∈ (−T, T), since Φ(t, ⋅ ) is a homeomor-
phism, the sets Φ(t, Ωj) are disjoint, connected open sets. Since Φ(t, Ωj) are connected, there is a unique nor-
malized, non-negative minimizer u2,Φ(t,Ωj) for λ2(Φ(t, Ωj)). Taking u2,Φ(t,Ωj) ∘ Φ(t, ⋅ ), u2,Ωj ∘ Φ(t, ⋅ )−1 as trial
functions in the variational characterizations of λ2(Ωj), λ2(Φ(t, Ωj)), one canprove that λ2(Φ(t, Ωj))→ λ2(Ωj)
as t → 0 for each j (for details see the proof of Theorem 4.1).

If Ω has only finitely many connected components, then this implies the assertion. Indeed, the unique-
ness of a minimizer for λ2(Φ(t, Ω)) is equivalent to there being a single j for which the infimum over
λ2(Φ(t, Ωj)) is achieved. If there is a unique minimizing j0 at t = 0, then by the above convergence of
λ2(Φ(t, Ωj)), the same j0 is also minimizing for all |t| sufficiently small.

If Ω has infinitely many connected components, we need an additional argument to control its small
components. The assumption on Φ implies that its Jacobian converges uniformly to 1 as t → 0. Thus,
|Φ(t, Ωj)|/|Ωj| → 1 uniformly in j. From this and the (not necessarily sharp) Faber–Krahn inequality (see,
e.g., [14]), we conclude that there is a T0 ∈ (0, T) such that, for all j and all |t| ≤ T0,

λ2(Φ(t, Ωj)) ≥ Cd|Φ(t, Ωj)|−
2
d ≥

Cd
2 |Ωj|

− 2d .

Thus, for the question whether λ2(Φ(t, Ωj)) is attained at a unique j, it suffices to consider j with

Cd
2 |Ωj|

− 2d <
1
2 λ2(Ω).

Since Ω has finite measure, this is a finite number, and the proof can be concluded as before.

Proof of Theorem 4.1. We abbreviate

Ω(t) := Φ(t, Ω) and λ(t) := λq(Ω(t)).

According to our discussion in Section 2, for 1 ≤ q < 2, the normalized, non-negative minimizers uq,Ω(t) of
λ(t) are unique. The same is true for q = 2, provided |t| is small, by the assumption of the theorem and
Lemma 4.2. We abbreviate ut := uq,Ω(t). Define also υt : Ω → ℝ by υt := ut ∘ Φ(t, ⋅ ). Since ut is non-negative
and normalized in Lq(Ω(t)), υt is non-negative and satisfies

∫
Ω

υqt Jt dx = 1 with Jt := |det(DxΦ(t, ⋅ ))|.

Here and in what follows, we write DxΦ(t, ⋅ ) for the Jacobi matrix of the map x 󳨃→ Φ(t, x). Since DxΦ(t, ⋅ ) is
bounded, we have υt ∈ H1

0(Ω) and

λ(t) = ∫
Ω(t)

|∇ut|2 dx = ∫
Ω

∇υt ⋅ At∇υt dx with At := Jt(DxΦ(t, ⋅ ))−1((DxΦ(t, ⋅ ))−1)⊤.

After these preparations, we now start with the main argument. Since u0 ∘ Φ(t, ⋅ )−1 ∈ H1
0(Ω(t)) and

υt ∈ H1
0(Ω), these functions canbe takenas trial functions in the variational characterizationsof λ(t)and λ(0),

respectively, which implies that

λ(t) ≤
∫Ω ∇u0 ⋅ At∇u0 dx

(∫Ω u
q
0Jt dx)

2
q

and λ(0) ≤
∫Ω|∇υt|

2 dx

(∫Ω υ
q
t dx)

2
q
. (4.3)

It follows from At → 𝟙 and Jt → 1 in L∞ that

∫Ω ∇u0 ⋅ At∇u0 dx

(∫Ω u
q
0Jt dx)

2
q
= (1 + o(1))

∫Ω|∇u0|
2 dx

(∫Ω u
q
0 dx)

2
q
= (1 + o(1))λ(0),

∫Ω|∇υt|
2 dx

(∫Ω υ
q
t dx)

2
q
= (1 + o(1))

∫Ω ∇υt ⋅ At∇υt dx

(∫Ω υ
q
t Jt dx)

2
q
= (1 + o(1))λ(t).
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Thus, we have shown that λ(t) ≤ (1 + o(1))λ(0) and λ(0) ≤ (1 + o(1))λ(t), and therefore λ(t) → λ(0). More-
over, we conclude that

lim
t→0
‖∇υt‖2L2(Ω) = λ(0) and lim

t→0
‖υt‖2Lq(Ω) = 1,

and therefore, by Lemma 2.2, υt → u0 in H1
0(Ω).

With this information at hand, we return to (4.3), which we rewrite as

λ(t) ≤ λ(0) + tn(t)
(1 + td(t))

2
q

and λ(0) ≤ λ(t) − t
̃n(t)

(1 − t ̃d(t))
2
q
,

where we used the normalizations of u0 and υt and set

n(t) := ∫
Ω

∇u0 ⋅ (t−1(At − 𝟙))∇u0 dx, ̃n(t) := ∫
Ω

∇υt ⋅ (t−1(At − 𝟙))∇υt dx,

d(t) := ∫
Ω

uq0 t
−1(Jt − 1) dx, ̃d(t) := ∫

Ω

υqt t
−1(Jt − 1) dx.

The assumption DxΦ(t, ⋅ ) = 𝟙+tDΦ̇ + o(t) in L∞(ℝd ,ℝd×d) implies that

t−1(At − 𝟙) → −DΦ̇ − (DΦ̇)⊤ + ∇ ⋅ Φ̇ =: Ȧ0 in L∞(ℝd ,ℝd×d),
t−1(Jt − 1) → ∇ ⋅ Φ̇ =: ̇J0 in L∞(ℝd ,ℝ).

(Of course, in the limit defining Ȧ0,∇ ⋅ Φ̇ is identifiedwith∇ ⋅ Φ̇ times the identitymatrix.) This, together with
the fact that υt → u0 in H1

0(Ω) (and therefore also in Lq(Ω)), implies that

n(t) → n0 and ̃n(t) → n0, where n0 := ∫
Ω

∇u0 ⋅ Ȧ0∇u0 dx,

d(t) → d0 and ̃d(t) → d0, where d0 := ∫
Ω

uq0 ̇J0 dx.

Thus, we have shown that

λ(t) ≤ λ(0) + tn0 + o(t)
(1 + td0 + o(t))

2
q
= λ(0) + t(n0 −

2
q
λ(0)d0) + o(t),

λ(0) ≤ λ(t) − tn0 + o(t)
(1 − td0 + o(t))

2
q
= λ(t) − t(n0 −

2
q
λ(t)d0) + o(t) = λ(t) − t(n0 −

2
q
λ(0)d0) + o(t).

We conclude that
λ(t) − λ(0)

t
= n0 −

2
q
λ(0)d0 + o(1),

that is, λ is differentiable at 0 with derivative given by (4.1).
Assume now that Ω has Lipschitz boundary. In order to bring the derivative into the form (4.2), we note

that, by elliptic regularity (Lemma 2.3), u0 is smooth in Ω. This, together with the existence of boundary
values of ∇u0 discussed in Section 2, implies

d0 = −q∫
Ω

uq−10 Φ̇ ⋅ ∇u0 dx =
q
λ(0) ∫

Ω

(∆u0)Φ̇ ⋅ ∇u0 dx

= −
q
λ(0) ∫

Ω

∇u0 ⋅ ∇(Φ̇ ⋅ ∇u0) dx +
q
λ(0) ∫

∂Ω

ν ⋅ ∇u0Φ̇ ⋅ ∇u0 dHd−1(x). (4.4)

For the first term on the right side, we use

∇u0 ⋅ ∇(Φ̇ ⋅ ∇u0) =
1
2 (∇u0 ⋅ (DΦ̇ + (DΦ̇)

⊤)∇u0 + Φ̇ ⋅ ∇(|∇u0|2))

and obtain, integrating by parts,

∫
Ω

∇u0 ⋅ ∇(Φ̇ ⋅ ∇u0) dx = −
1
2(n0 − ∫

∂Ω

|∇u0|2ν ⋅ Φ̇ dHd−1(x)).
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Inserting this into (4.4) and using ∇u0 = ∂u0∂ν ν on ∂Ω, we obtain

d0 =
q

2λ(0)(n0 − ∫
∂Ω

(
∂u0
∂ν )

2
ν ⋅ Φ̇ dHd−1(x)) + q

λ(0) ∫
∂Ω

(
∂u0
∂ν )

2
ν ⋅ Φ̇ dHd−1(x)

=
q

2λ(0)n0 +
q

2λ(0) ∫
∂Ω

(
∂u0
∂ν )

2
ν ⋅ Φ̇ dHd−1(x).

This implies the form (4.2) of the derivative and concludes the proof of Theorem 4.1.

5 Approximation of the Minkowski sum for C1 sets
The aim of this section is to prove Theorem 1.5, that is, for Ω ⊂ ℝd open, bounded, and connected with C1

boundary, we wish to show that

lim
t→0+ λq(Ω + tB) − λq(Ω)t

= − ∫
∂Ω

(
∂uq,Ω
∂ν )

2
dHd−1(x).

To achieve this,we shall argue that theMinkowski sumΩ + tB canbe approximatedboth from the interior and
exterior by the image of Ω under a diffeomorphism. This, in turn, will allow us to apply the Hadamard varia-
tional formula in Theorem 4.1, which a priori does not cover the variation induced by taking the Minkowski
sum.

Define the signed distance function δΩ by

δΩ(x) := dist(x, Ω) − dist(x, Ωc).

Here, we use the convention that δΩ is negative in Ω and positive in Ωc. Recall that, for any Ω ⊂ ℝd, it holds
that |∇δΩ(x)| ≤ 1 for almost every x ∈ ℝd. Moreover, Ω + tB is the sub-level set {x ∈ ℝd : δΩ(x) < t}. If ∇δΩ
is Lipschitz in a neighborhood of ∂Ω, the flow map associated with this vector field is a bijection from this
neighborhood onto its image. As such, if δΩ was sufficiently regular in a neighborhood of ∂Ω to allow for
application of Hadamard’s variational formula with the associated flow map, the statement of Theorem 1.1
would follow in a straightforward manner. To handle boundaries of low regularity, we shall follow the same
idea but in combination with a mollification argument.

As seen in the previous section, a Hadamard variational formula is not so much dependent on the regu-
larity of Ω as the regularity of the map Φ ∈ C1((−T, T);W1,∞(ℝd;ℝd)). Indeed, the Lipschitz assumption in
Theorem 4.1 is only used to justify the use of Green’s identities and to make sense of the normal derivative of
the minimizer as an element of L2(∂Ω). However, when it comes to the variational formula in Theorem 1.5,
the regularity of the perturbation is intimately connected with the regularity of the underlying set Ω.

5.1 Construction of approximate mapping

For an open set Ω ⊂ ℝd, ε0 > 0, η0 > 0, we define ΦΩ : (−1, 1) × ℝd → ℝd by

ΦΩ(t, x) := Φ
ε0 ,η0
Ω (t, x) := x + tε

−d
0 ∫

ℝd

φ( |y|ε0
)ψ( δΩ(x − y)η0

)∇δΩ(x − y) dy

= x + tε−d0 ∫
ℝd

φ( |x − y|ε0
)ψ( δΩ(y)η0

)∇δΩ(y) dy =: x + tX(x),

where φ ∈ C∞([0, 1]) is non-increasingwith φ(1) = 0, φ󸀠 ∈ C∞0 ((0, 1)), and satisfies |𝕊d−1| ∫
1
0 φ(y)y

d−1 dy = 1,
while ψ ∈ C∞0 ((−1, 1)) satisfies 0 ≤ ψ ≤ 1 and ψ ≡ 1 in [−

1
2 ,

1
2 ].

The key observation of this section is the following geometric result, which might be of independent
interest.
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Proposition 5.1. Let Ω ⊂ ℝd be an open set, and define ΦΩ = Φ
ε0 ,η0
Ω , X as above. Then

(a) for any ε0 > 0, if |t| is sufficiently small, then for any η0 > 0, the map ΦΩ(t, ⋅ ) is a diffeomorphism of ℝd

onto itself.
(b) For any ε0, η0 > 0 and t ∈ [0, 1),

ΦΩ(t, Ω) ⊆ Ω + tB.

(c) If Ω is bounded, has C1-regular boundary, and δ, η0 > 0, then there is an ε0 > 0 small enough so that, for
all sufficiently small t > 0,

ΦΩ((1 + δ)t, Ω) ⊃ Ω + tB.

(d) If Ω is bounded, has C1-regular boundary, and δ, η0 > 0, then

‖Φ̇Ω − ν‖L∞(∂Ω) = ‖X − ν‖L∞(∂Ω) = oε0→0(1),
where Φ̇Ω = ∂tΦΩ|t=0 and ν denotes the outward pointing unit normal field on ∂Ω.

Remark 5.2. The third and fourth part of the proposition do not extend to general Lipschitz sets. In fact, (c)
fails for planar polygons. Indeed, it is an easy computation to see that if Ω ⊂ ℝ2 is a polygon and 0 ∈ ∂Ω is
a corner of interior angle θ, then |ΦΩ(t, 0)| = t

2√2 − 2 cos(θ) for t > 0 as long as the ε0 ball around 0 contains
no other corner of Ω. Thus, if θ ̸= π (a “flat corner”), this point is mapped to the interior of Ω + t󸀠B unless
t > c(θ)t󸀠 with c(θ) > 1. In particular, this proves that we cannot take δ arbitrarily close to 0. Similarly, it is
proved by Hofmann, Mitrea, and Taylor [16] that, if we define, for Ω ⊂ ℝd open and bounded,

ρ(Ω) := inf{‖X − ν‖L∞(∂Ω) : X ∈ C0(∂Ω;ℝd), |X| = 1 on ∂Ω},
then

ρ(Ω) = 0 ⇐⇒ ∂Ω is C1,

ρ(Ω) < √2 ⇐⇒ ∂Ω is Lipschitz.

In particular, this implies that the validity of (d) for X that is merely continuous on ∂Ω implies that ∂Ω is C1.
We note that the notion of Lipschitz sets used here (and frequently in the mathematics literature) is in [16]
referred to as strongly Lipschitz to distinguish it from the somewhat less commonly occurringnotion ofweakly
Lipschitz sets.

Proof of Proposition 5.1. For notational convenience, throughout the proof, we drop the subscript Ω for the
mapping Φ.

To prove the first claim, it suffices to prove that Φ is injective. We argue by contradiction. Fix t, and let
x1, x2 be such that x1 ̸= x2 andΦ(t, x1) = Φ(t, x2). Then, by the definition of Φ and the fundamental theorem
of calculus,

|x1 − x2| = |t|ε−d0
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫

ℝd

(φ( |x1 − y|ε0
) − φ( |x2 − y|ε0

))ψ( δΩ(y)η0
)∇δΩ(y) dy

󵄨󵄨󵄨󵄨󵄨󵄨󵄨

= |t|ε−d0
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫

ℝd

(
1

∫
0

φ󸀠( |ρx1 + (1 − ρ)x2 − y|ε0
)
x1 − x2
ε0

dρ)ψ( δΩ(y)η0
)∇δΩ(y) dy

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤ |t|ε−10 Cd‖φ
󸀠‖∞|x1 − x2|,

where we used |ψ| ≤ 1 and |∇δΩ| ≤ 1 almost everywhere. Clearly, this is a contradiction if |t| is sufficiently
small.

To prove the second claim, it suffices to observe that |X(x)| ≤ 1,

|X(x)| = ε−d0
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
∫

ℝd

φ( |x − y|ε0
)ψ( δΩ(y)η0

)∇δΩ(y) dy
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
≤ ε−d0 ∫

ℝd

φ( |x − y|ε0
) dy = 1,

since |ψ| ≤ 1, |∇δΩ| ≤ 1 almost everywhere and by the choice of normalization of φ.
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To prove the remaining statements, we argue as follows. Fix δ, η0 > 0 and a point x ∈ ∂Ω such that the
outward pointing unit normal to ∂Ω at x is (0, . . . , 0, 1). Without loss of generality, we may assume that
x = 0. Provided ε0 > 0 is small enough (depending only on Ω), the set ∂Ω ∩ B2ε0 (0) can be parametrized as
the graph of a function f ∈ C1(ℝd−1), that is,

∂Ω ∩ B2ε0 (0) = {(x󸀠, xd) ∈ B2ε0 (0) : xd = f (x󸀠)}.

By the Heine–Cantor theorem and the compactness of ∂Ω, there is a modulus of continuity ω : (0,∞) → ℝ
(non-decreasing with limδ→0 ω(δ) = 0) independent of the choice of boundary point such that

|∇f (x󸀠) − ∇f (y󸀠)| ≤ ω(|x󸀠 − y󸀠|) for all x󸀠, y󸀠 ∈ ℝd−1.

Therefore, for any κ > 0, there is an ε0 > 0 small enough (depending only on ω) for which

∂Ω ∩ Bε0 (0) ⊂ {x ∈ ℝd : |xd| ≤ κ|x|} =: C0.

Define the sets
C+ := {x ∈ ℝd : xd > κ|x|} and C− := {x ∈ ℝd : xd < −κ|x|}.

Note that C+ ∩ Bε0 (0) ⊂ Ωc and C− ∩ Bε0 (0) ⊂ Ω.
Assume that η0 > 2ε0. Then, at our boundary point 0, we find

(0, . . . , 0, 1) ⋅ Φ((1 + δ)t, 0) ≥ (1 + δ)t(0, . . . , 0, 1) ⋅ ε−d0 ∫
ℝd

φ( |y|ε0
)∇δΩ(y) dy

= −(1 + δ)tε−d−10 ∫

ℝd

φ󸀠( |y|ε0
)
yd
|y|
δΩ(y) dy.

We claim that
ε−d−10 ∫

ℝd

φ󸀠( |y|ε0
)
yd
|y|
δΩ(y) dy ≤ −1 + O(κ), (5.1)

where the implicit constant depends only on d and the choice of φ.
With estimate (5.1) in hand, we see that Φ((1 + δ)t, ⋅ )maps the origin into the set

A := B(1+δ)t(0) ∩ {x ∈ ℝd : xd ≥ t(1 + δ)(1 + O(κ))}.

If κ is sufficiently small, we also have dist(A, ∂Ω) > t. Indeed,

{x ∈ B(1+δ)t(0) : dist(x, ∂Ω) ≤ t} ⊆ {x = (x󸀠, xd) ∈ B(1+δ)t(0) : |xd| ≤ √1 + κ2t + κ|x󸀠|},

which is disjoint from A, provided κ is chosen sufficiently small. Thus, we have proved that

Φ((1 + δ)t, 0) ∈ (Ω + tB)c .

As the choice of boundarypointwas arbitrary,we conclude that Φ((1 + δ)t, ∂Ω) ⊂ (Ω + tB)c. By the continuity
of Φ and the fact that Φ acts as the identity in the bulk of Ω, the desired inclusion Φ((1 + δ)t, Ω) ⊃ Ω + tB
follows. Similarly, bound (5.1), together with |X(x)| ≤ 1, implies that 1 ≥ ν(x) ⋅ X(x) ≥ 1 + O(κ) uniformly for
all x ∈ ∂Ω, and therefore ‖X − ν‖L∞(∂Ω) = O(κ), proving the final claim of the proposition.

What remains to complete the proof of Proposition 5.1 is to prove (5.1). By splitting the integral, we can
estimate

∫

ℝd

φ󸀠( |y|ε0
)
yd
|y|
δΩ(y) dy = − ∫

C+
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
φ󸀠( |y|ε0
)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
|yd|
|y|

dist(y, ∂Ω) dy

− ∫
C−
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
φ󸀠( |y|ε0
)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
|yd|
|y|

dist(y, ∂Ω) dy + ∫
C0

φ󸀠( |y|ε0
)
yd
|y|
δΩ(y) dy

≤ − ∫
C+
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
φ󸀠( |y|ε0
)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
|yd|
|y|

dist(y, ∂C+) dy − ∫
C−
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
φ󸀠( |y|ε0
)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
|yd|
|y|

dist(y, ∂C−) dy + O(εd+10 κ3)

= −2 ∫
C+
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
φ󸀠( |y|ε0
)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
|yd|
|y|

dist(y, ∂C+) dy + O(εd+10 κ3),
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where we used φ󸀠 ≤ 0, the definition of δΩ, |C0 ∩ Bε0 (0)| ≲ κεd0, and the fact that, for y ∈ C 0 ∩ Bε0 (0), it holds
that dist(y, ∂Ω) ≤ κε0 and |yd ||y| ≤ κ.

By writing the remaining integral in spherical coordinates, we find

∫
C+
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
φ󸀠( |y|ε0
)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
|yd|
|y|

dist(y, ∂C+) dy

= |𝕊d−2|
ε0

∫
0

θ0

∫
0

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
φ󸀠( ηε0
)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
cos(θ)η(sin(θ), cos(θ)) ⋅ (−κ,√1 − κ2) sin(θ)d−2ηd−1 dθ dη

= |𝕊d−2|
ε0

∫
0

π
2

∫
0

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
φ󸀠( ηε0
)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
cos(θ)2 sin(θ)d−2ηd dθ dη

− |𝕊d−2|
ε0

∫
0

π
2

∫
θ0

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
φ󸀠( ηε0
)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
cos(θ)2 sin(θ)d−2ηd dθ dη

+ |𝕊d−2|(√1 − κ2 − 1)
ε0

∫
0

θ0

∫
0

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
φ󸀠( ηε0
)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
cos(θ)2 sin(θ)d−2ηd dθ dη

− |𝕊d−2|κ
ε0

∫
0

θ0

∫
0

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
φ󸀠( ηε0
)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
cos(θ) sin(θ)d−1ηd dθ dη

=
|𝕊d−1|
2d

ε0

∫
0

󵄨󵄨󵄨󵄨󵄨󵄨󵄨
φ󸀠( ηε0
)
󵄨󵄨󵄨󵄨󵄨󵄨󵄨
ηd dη + O(κεd+10 ) =

1
2 ε

d+1
0 + O(κε

d+1
0 ),

where we set θ0 := arccos(κ). This proves estimate (5.1) and thus completes the proof of Proposition 5.1.

5.2 Proof of Theorem 1.5

By Proposition 5.1, for any δ, η0 > 0, there is an ε0 > 0 so that, for t > 0 small enough,

ΦΩ(t, Ω) ⊆ Ω + tB ⊆ ΦΩ((1 + δ)t, Ω).

By the monotonicity of λq under set inclusions, we conclude that

λq(ΦΩ(t, Ω)) − λq(Ω)
t

≤
λq(Ω + tB) − λq(Ω)

t
≤
λq(ΦΩ((1 + δ)t, Ω)) − λq(Ω)

t
.

By Theorem 4.1,

lim
t→0+ λq(ΦΩ(t, Ω)) − λq(Ω)

t
= − ∫

∂Ω

(
∂uq,Ω
∂ν )

2
X ⋅ ν dHd−1(x),

lim
t→0+ λq(ΦΩ((1 + δ)t, Ω)) − λq(Ω)

t
= −(1 + δ) ∫

∂Ω

(
∂uq,Ω
∂ν )

2
X ⋅ ν dHd−1(x).

By sending ε0 → 0, dominated convergence along with (d) of Proposition 5.1, we deduce

− ∫
∂Ω

(
∂uq,Ω
∂ν )

2
dHd−1(x) ≤ lim inf

t→0+ λq(Ω + tB) − λq(Ω)
t

≤ lim sup
t→0+ λq(Ω + tB) − λq(Ω)

t

≤ −(1 + δ) ∫
∂Ω

(
∂uq,Ω
∂ν )

2
dHd−1(x).

Consequently, since δ > 0 is arbitrary, this completes the proof of the theorem.
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6 Proof of Theorem 1.1
In this section, we prove our main result, Theorem 1.1. We will do this in several steps. In the first step,
we argue that it suffices to prove the theorem for Ω open and connected. In the second step, we prove that,
under the additional assumption that Ω has C1 boundary, the inequality in Theorem1.1 followsby combining
Theorems 1.3 and 1.5. Finally, in a third step, we show that the inequality for Ω with Lipschitz boundary can
be deduced from the more regular case by a fairly standard approximation argument.

6.1 Reduction to connected sets

In this subsection,we prove that, if Ω is an open set of finitemeasure and if Ω = ⋃j∈J Ωj with open, connected,
and pairwise disjoint Ωj, then the inequality of Theorem 1.1 for Ω follows from the result applied to each
individual Ωj separately. In particular, it suffices to prove Theorem 1.1 under the additional assumption that
Ω is connected.

Case 1 (q = 2)
Let Ω = ⋃j∈J ΩJ as above, and assume that the statement of the theorem with q = 2 holds for Ωj with j ∈ J.
Without loss of generality, we assume that λ2(Ωj) ≤ λ2(Ωj+1) for all j.

If λ2(Ω1) < λ2(Ω2), then λ2(Ω) = λ2(Ω1) and any associated eigenfunction u2,Ω is an eigenfunction on Ω1
(extended by zero to Ω \ Ω1). Therefore, the statement of the theorem for Ω follows immediately from the
validity of the theorem for Ω1.

If λ2(Ω1) = λ2(Ωm) for some maximal m ≥ 2 (note that such an m exists by the argument in the proof of
Lemma 4.2), then λ2(Ω) = λ2(Ω1) = λ2(Ωm) and any eigenfunction u2,Ω is a linear combination of eigenfunc-
tions on {Ωj}mj=1 extended by zero. That is, if u2,Ω is an L

2-normalized eigenfunction associated to λ2(Ω), then
there are {aj}mj=1 with ∑

m
j=1 a2j = 1 such that u2,Ω = ∑mj=1 aju2,Ωj , where, for each j, u2,Ωj is an L2-normalized

eigenfunction associated to λ2(Ωj). Since the u2,Ωj have disjoint support for different j, from the inequality of
Theorem 1.1 applied to each Ωj separately, we deduce that

∫
∂Ω

(
∂u2,Ω
∂ν )

2
dHd−1(x) ≥

m
∑
j=1
a2j ∫

∂Ωj

(
∂u2,Ωj
∂ν )

2
dHd−1(x) ≥ 2

m
∑
j=1
a2j
λ2(Ωj)

3
2

λ2(B)
1
2
= 2 λ2(Ω)

3
2

λ2(B)
1
2
,

which is the desired inequality for Ω.

Case 2 (1 ≤ q < 2)
Fix 1 ≤ q < 2, let Ω = ⋃j∈J Ωj as above, and assume that the statement of the theorem holds for each of the
sets Ωj with j ∈ J.

In this case, the normalized minimizers uq,Ω , uq,Ωj are all unique. Moreover, by (2.1) and (2.2),

λq(Ω)−
q

2−q = ∑
j∈J
λq(Ωj)−

q
2−q and uq,Ω(x) = ∑

j∈J
(
λq(Ω)
λq(Ωj)
)

1
2−q
uq,Ωj (x).

By the disjointness of the supports of the uq,Ωj , we observe that

∫
∂Ω

(
∂uq,Ω
∂ν )

2
dHd−1(x) ≥ ∑

j∈J
(
λq(Ω)
λq(Ωj)
)

2
2−q
∫
∂Ωj

(
∂uq,Ωj
∂ν )

2
dHd−1(x)

≥
λq(Ω)

2
2−q

αqλq(B)αq
∑
j∈J
(λq(Ωj)−

q
2−q )− 2−qq (1+αq− 2

2−q ). (6.1)
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By the definition of αq and since 1 ≤ q < 2, we see that

−
2 − q
q (

1 + αq −
2

2 − q) = 1 −
2 − q

2q + d(2 − q) ∈ [1 −
1

d + 2 , 1).

Consequently, (6.1), the subadditivity of x 󳨃→ xα for 0 < α ≤ 1, and (2.1), (2.2) imply that

∫
∂Ω

(
∂uq,Ω
∂ν )

2
dHd−1(x) ≥

λq(Ω)
2

2−q
αqλq(B)αq

∑
j∈J
(λq(Ωi)−

q
2−q )− 2−qq (1+αq− 2

2−q )

≥
λq(Ω)

2
2−q

αqλq(B)αq
(∑
j∈J
λq(Ωi)−

q
2−q )− 2−qq (1+αq− 2

2−q )

=
λq(Ω)1+αq
αqλq(B)αq

,

which is the desired inequality.

6.2 Proof of Theorem 1.1 for C1 sets

We are now ready to prove Theorem 1.1 under the assumption that the boundary of Ω is C1.
Recall that B denotes the unit ball. Since

Ω + tB = (1 + t)[(1 − t
1 + t)Ω +

t
1 + t B],

the homogeneity of λq and the Brunn–Minkowski inequality of Theorem 1.3 imply that

λq(Ω + tB) = (1 + t)
− 1
αq [λq((1 −

t
1 + t)Ω +

t
1 + t B)

−αq
]
− 1
αq

≤ (1 + t)−
1
αq [(1 − t

1 + t)λq(Ω)
−αq +

t
1 + t λq(B)

−αq]
− 1
αq

= (λq(Ω)−αq + tλq(B)−αq )
− 1
αq .

When combined with Theorem 1.5, we find

− ∫
∂Ω

(
∂uq,Ω
∂ν )

2
dHd−1(x) = lim

t→0

λq(Ω + tB) − λq(Ω)
t

≤ lim
t→0

(λq(Ω)−αq + tλq(B)−αq )
− 1
αq − λq(Ω)

t

= −
λq(Ω)1+αq
αqλq(B)αq

,

which completes the proof of the inequality in Theorem 1.1 under the assumption that Ω has C1 boundary.
If Ω is a ball of radius r, then Ω + tB is a ball of radius r + t. Therefore, by homogeneity of λq, equality

holds for each t in the above application of the Brunn–Minkowski inequality. Consequently, when Ω is a ball,
equality holds in the inequality of Theorem 1.1.

There is another way to deduce that equality holds for balls. Namely, for any bounded open set Ω with
Lipschitz boundary, one has the Rellich–Pohozaev identity

∫
∂Ω

(
∂uq,Ω
∂ν )

2
x ⋅ ν dHd−1(x) =

λq(Ω)
αq

;

see, e.g., [3, Proposition 2.9]. In particular, when Ω is a ball, centered at the origin, then x ⋅ ν is equal to the
radius of the ball and the Rellich–Pohozaev identity reduces to the equality case in Theorem 1.1.
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6.3 Approximation of Lipschitz sets from the inside by smooth sets

Fix 1 ≤ q ≤ 2, and let Ω ⊂ ℝd be open, bounded, and connected with Lipschitz boundary.
Our goal is to prove the inequality in Theorem 1.1 by approximating Ω from the inside by smooth sets

and proving that the involved quantities converge under this approximation.
Let {Ωj}j≥1 be a sequence of open setswith C∞-regular boundary such that the following statements hold.

(i) Ωj ⊂ Ωj+1 for all j ≥ 1 and Ω = ⋃j≥1 Ωj.
(ii) There are homeomorphisms Bj : ∂Ω → ∂Ωj such that

sup
x∈∂Ω
|x − Bj(x)| = oj→∞(1)

and, for all x ∈ ∂Ω, the Bj(x) converge to x non-tangentially.
(iii) There are δ ∈ (0, 1) and functions bj : ∂Ω → (δ, 1δ ) such that, for all measurable ω ⊂ ∂Ω,

∫
ω

bj(x) dHd−1(x) = ∫
Bj(ω)

dHd−1(x)

and bj → 1 pointwise almost everywhere and in Lp(∂Ω) for all 1 ≤ p < ∞,
(iv) Let νj(x)denote the outwardpointing unit normal to ∂Ωj at x ∈ ∂Ωj. The function ∂Ω ∋ x 󳨃→ νj(Bj(x)) con-

verges to ν(x)pointwise almost everywhere and in Lp(∂Ω) for all 1 ≤ p < ∞. The corresponding statement
holds also for the locally defined tangent vectors.

The existence of a sequence {Ωj}j≥1 satisfying (i)–(iv) is the content of [28, Theorem 1.12]. By Lemma 2.1, it
holds that limj→∞ λq(Ωj) = λq(Ω).Moreover, Lemma2.2 implies that uq,Ωj converges to uq,Ω strongly inH1

0(Ω).
By the results of Jerison–Kenig [21] and Verchota [28], the non-tangential maximal function of ∇uq,Ω

belongs to L2(∂Ω). Therefore, by the dominated convergence theorem together with properties (iii) and (iv),

∫
∂Ω

(
∂uq,Ω
∂ν )

2
dHd−1(x) = lim

j→∞
∫
∂Ωj

(
∂uq,Ω
∂νj
)
2
dHd−1(x). (6.2)

We claim that
lim
j→∞

󵄩󵄩󵄩󵄩󵄩󵄩󵄩

∂(uq,Ω − uq,Ωj )
∂νj

󵄩󵄩󵄩󵄩󵄩󵄩󵄩L2(∂Ωj)
= 0. (6.3)

Before proving this statement, let us show how it implies Theorem 1.1.
By (6.2), the Cauchy–Schwarz inequality, (6.3), and Theorem 1.1 applied for the smooth sets Ωj,

∫
∂Ω

(
∂uq,Ω
∂ν )

2
dHd−1(x) = lim

j→∞
∫
∂Ωj

(
∂uq,Ω
∂νj
)
2
dHd−1(x)

= lim
j→∞
∫
∂Ωj

(
∂uq,Ωj
∂νj
)
2
dHd−1(x)

≥ lim sup
j→∞

λq(Ωj)1+αq
αqλq(B)αq

=
λq(Ω)1+αq
αqλq(B)αq

.

This is the inequality claimed in Theorem 1.1 for Ω. Therefore, all that remains to complete the proof of the
theorem is to verify (6.3).

As in Section 2, let Γ be the Newtonian potential inℝd. We set

wj := −Γ ∗ [λq(Ω)uq−1q,Ω − λq(Ωj)u
q−1
q,Ωj ],

and let υj be defined by
uq,Ω − uq,Ωj = wj + υj .

We will show that the analogue of (6.3) holds separately for wj and for υj.
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We begin with wj and use the fact that {uq,Ωj }j≥1 is bounded in L∞(Ω). This follows from inequality (2.4)
together with domainmonotonicity of λq, using Ωj ⊂ Ω. Consequently, wj are uniformly bounded in C1,αloc (ℝ

d)
for any α < 1 (see, for instance, [24, Theorem 10.2]). By the Arzelà–Ascoli theorem and passing to a subse-
quence,we can assume thatwj converges in C1,αloc (ℝ

d), for all α < 1, to some limitw. Since λq(Ωj) → λq(Ω) and
uq,Ωj → uq,Ω in H1

0(Ω), an application of Young’s inequality (as in the proof of [24, Theorem 10.2]) implies
that wj → 0 in L1(Ω); consequently, w = 0. By convergence in C1,αloc (ℝ

d) and properties (iii)–(iv), we deduce
that

lim
j→∞

󵄩󵄩󵄩󵄩󵄩󵄩󵄩
∂wj
∂νj

󵄩󵄩󵄩󵄩󵄩󵄩󵄩L2(∂Ωj)
= 0.

This is the analogue of (6.3) for wj.
We now turn to υj. By construction, they solve

{
−∆υj = 0 in Ωj ,
υj = uq,Ω − wj on ∂Ωj .

Write υj := υj,1 − υj,2 with

{
−∆υj,1 = 0 in Ωj ,
υj,1 = uq,Ω on ∂Ωj ,

resp. {
−∆υj,2 = 0 in Ωj ,
υj,2 = wj on ∂Ωj .

We will now use the results in [28] to argue that 󵄩󵄩󵄩󵄩
∂υj,i
∂νj
󵄩󵄩󵄩󵄩L2(∂Ωj) → 0 for i = 1, 2. This gives the analogue of (6.3)

for υj and therefore completes the proof.
By arguing as in the proof of [28, Theorem 2.1] (see also [21, Theorem 2]), we can bound

󵄩󵄩󵄩󵄩󵄩󵄩󵄩
∂υj,i
∂νj

󵄩󵄩󵄩󵄩󵄩󵄩󵄩L2(∂Ωj)
≤ C‖∇tυj,i‖L2(∂Ωj)

with a constant C that is independent of j. Here, ∇t denotes the tangential derivative on ∂Ωj. Since ∂Ωj is
smooth and uq,Ω , wj ∈ C1,α(∂Ωj), Schauder theory implies that the boundary data are achieved in the clas-
sical sense, so we have ∇tυj,1 = ∇tuq,Ω and ∇tυj,2 = ∇twj on ∂Ωj. Since wj converges to zero in C1,αloc (ℝ

d), we
have ‖∇twj‖L2(∂Ωj) → 0 and, consequently, ‖ ∂υj,2∂νj ‖L2(∂Ωj) → 0.

The fact that ‖∇tuq,Ω‖L2(∂Ωj) → 0 follows from (iv), the fact that ∇uq,Ω has a non-tangential limit that is
normal to the boundary almost everywhere on ∂Ω, the fact that the non-tangentialmaximal function of∇uq,Ω
belongs to L2(∂Ω), and the dominated convergence theorem. Consequently, 󵄩󵄩󵄩󵄩

∂υj,1
∂νj
󵄩󵄩󵄩󵄩L2(∂Ωj) → 0. This concludes

the proof.

A On equality in Theorem 1.3
In this appendix, we characterize the equality cases in the Brunn–Minkowski-type inequality of Theorem 1.3
in the case 1 ≤ q < 2. That is, we will extend Colesanti’s result [7] for bounded open sets with C2 boundary
to arbitrary open sets.

Let Ω0, Ω1 be non-empty and open. For t ∈ (0, 1), set Ωt := (1 − t)Ω0 + tΩ1. As shown at the beginning of
Section 3, if min{λq(Ω0), λq(Ω1)} = 0, then for all t ∈ (0, 1), one has λq(Ωt) = 0, and consequently, equality
holds in the inequality. Thus, the only case where one can hope to characterize Ω0, Ω1 yielding equality is
when neither λq(Ω0) nor λq(Ω1) is zero. If min{λq(Ω0), λq(Ω1)} > 0 but λq(Ωt) = 0, then clearly equality does
not hold in the inequality. To characterize equality cases, we can thus, without loss of generality, assume that
λq(Ωi) > 0 for i = 0, 1, t.

Lemma A.1. Fix q ∈ [1, 2) and t ∈ (0, 1). Let Ω0, Ω1 ⊂ ℝd be non-empty open sets. If λq(Ωt) > 0, then the sets
Ω0, Ω1, and Ωt are bounded.

Proof. If Ω0 and Ω1 are bounded, then so is Ωt. Therefore, it suffices to show that, if Ω0 or Ω1 is unbounded,
then λq(Ωt) = 0. We argue by contradiction. Assume for definiteness that Ω0 is unbounded.
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Since Ω0 is unbounded, we can find a sequence {xn}n≥1 ⊂ Ω0 such that |xn| + t
1−t ≤ |xn+1| for each n ≥ 1.

Indeed, the sequence can be constructed by induction: pick an arbitrary point in Ω0 as x1. Given {xn}Nn=1, the
set Ω0 \ B|xN |+ t

1−t (0) is non-empty since otherwise Ω0 would be bounded, and xN+1 can be chosen arbitrarily
in this set.

Fix y ∈ Ω1. Since Ω1 is open, there is an ε ∈ (0, 1] such that Bε(y) ⊂ Ω1. The set Ωt contains

⋃
n≥1

Btε((1 − t)xn + ty).

By construction, |((1 − t)xn + ty) − ((1 − t)xm + ty)| ≥ t ≥ tε for each n ̸= m, and thus the balls in the union
are disjoint. Using the monotonicity of λq under set inclusions and (2.1), we conclude that λq(Ωt) = 0.

With the above facts in hand, we are ready to prove the following result, which generalizes [7, Theorem 20].

Lemma A.2. Fix q ∈ [1, 2) and t ∈ (0, 1). Let Ω0, Ω1 ⊂ ℝd be non-empty open sets. If λq(Ωi) > 0 for i = 0, 1, t,
then for all (x, y) ∈ Ω0 × Ω1,

λq(Ωt)−
1
2 uq,Ωt ((1 − t)x + ty)

2−q
2 ≥ (1 − t)λq(Ω0)−

1
2 uq,Ω0 (x)

2−q
2 + tλq(Ω1)−

1
2 uq,Ω1 (y)

2−q
2 .

Proof. If Ω0, Ω1 are bounded sets with C2 boundary (or convex), then the claimed inequality is shown in the
proof of [7, Theorem 20]; see also [7, Remark 22].

If Ω0, Ω1 are as in the lemma, then by the previous lemma, Ω0, Ω1 are bounded. Consequently, there are
interior exhaustions {Ωji}j≥1 for i = 0, 1 such that Ω

j
i is bounded and has C

2-regular boundary, Ωji ⊂ Ω
j+1
i ⊂ Ωi

for all j ≥ 1, and ⋃j≥1 Ω
j
i = Ωi. By Lemma 2.1, we have λq(Ω

j
i) → λq(Ωi). Therefore, Lemma 2.2 implies that

uq,Ωji → uq,Ωi in H1
0(Ωi).

For each j ≥ 1, define Ωjt := (1 − t)Ω
j
0 + tΩ

j
1. Using the properties of Ω

j
i and the fact that Ω0 and Ω1 are

bounded, we easily see that Ωjt satisfies the assumptions of Lemma 2.1. Hence Lemmas 2.1 and 2.2 imply
that λq(Ω

j
t) → λq(Ωt) and uq,Ωjt → uq,Ωt in H1

0(Ωt).
By passing to a subsequence in j, we may assume that uq,Ωj0 (x) → uq,Ω0 (x) for almost every x ∈ Ω0. Let

{xn}n≥1 be a countable set of such points that is dense in Ω0. For fixed x ∈ Ω0, we can pass to a further subse-
quence so that uq,Ωjt ((1 − t)x + ty) → uq,Ωt ((1 − t)x + ty) and uq,Ωj1 (y) → uq,Ω1 (y) for almost every y ∈ Ω1. By
a diagonal argument, we can pass to a subsequence in j so that, for each xn and almost every y ∈ Ω1

uq,Ωjt ((1 − t)xn + ty) → uq,Ωt ((1 − t)xn + ty) and uq,Ωj1 (y) → uq,Ω1 (y).

Since the intersection of countably many sets of full measure is again a set of full measure, the convergence
above holds almost everywhere in Ω1 simultaneously for all n.

By applying the pointwise inequality of Colesanti to the sets in the exhaustion and by passing to the limit
in j, we conclude that, for each xn and almost all y ∈ Ω1,

λq(Ωt)−
1
2 uq,Ωt ((1 − t)xn + ty)

2−q
2 ≥ (1 − t)λq(Ω0)−

1
2 uq,Ω0 (xn)

2−q
2 + tλq(Ω1)−

1
2 uq,Ωq (y)

2−q
2 .

By elliptic regularity (Lemma2.3), both sides of this inequality are continuous functions of y ∈ Ω1, and hence
it extends to all y ∈ Ω1. Similarly, for fixed y ∈ Ω1, the continuity of both sides of the inequality as a function
of xn implies that it extends also to all x ∈ Ω0. This completes the proof of Lemma A.2.

Proof of Theorem 1.3. Equality cases for 1 ≤ q < 2. Let Ω0 and Ω1 be non-empty open sets with λq(Ωi) > 0 for
i = 0, 1 and such that equality holds in (1.4). We continue to use the notation Ωt = (1 − t)Ω0 + tΩ1 and recall
from the discussion at the beginning of this appendix that λq(Ωt) > 0. Thus, by Lemma A.1, Ωi, i = 0, 1, t,
are all bounded.

By a simple rescaling argument as in the proof of [7, Theorem 11], we may assume that equality holds in
the multiplicative inequality

λq(Ωt)
q
q−2 ≥ λq(Ω0)

(1−t) qq−2 λq(Ω1)
t q
q−2 .

We set
f := λq(Ω0)

q
q−2 uqq,Ω0 , g := λq(Ω1)

q
q−2 uqq,Ω1 , h = λq(Ωt)

q
q−2 uqq,Ωt .
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By Lemma A.2,

h((1 − t)x + ty) ≥ [(1 − t)f (x)r + tg(y)r]
1
r for all (x, y) ∈ Ω0 × Ω1 and r :=

2 − q
2q .

Thus, by the arithmetic-geometric means inequality,

h((1 − t)x + ty) ≥ f (x)1−tg(y)t for all (x, y) ∈ Ω0 × Ω1.

Recall that we extend the function uq,Ωi , i = 0, 1, t, by zero to ℝd \ Ωi. Consequently, f, g, h are functions
onℝd, and we have

h((1 − t)x + ty) ≥ f (x)1−tg(y)t for all (x, y) ∈ ℝd × ℝd .

We now use the Prékopa–Leindler inequality and the characterization of its cases of equality; see
[10, Theorem 12] and also [7, Theorem 21]. By this inequality, we deduce that

λq(Ωt)
2
q−2 = ∫
ℝd

h(x) dx ≥ (∫
ℝd

f (x) dx)
1−t
(∫

ℝd

g(x) dx)
t
= λq(Ω0)

(1−t) 2
q−2 λq(Ω1)

t 2
q−2 .

Since, by assumption,wehave equality here,we deduce from the characterization of equality in the Prékopa–
Leindler inequality that there is a log-concave function F, as well as κ, η > 0 and x󸀠 ∈ ℝd, so that

f (x) = F(x) and g(x) = κF(ηx + x󸀠) for almost every x ∈ ℝd .

We set U := {F > 0} and note that, by log-concavity of F, U is convex.
We claim that

Ω0 ⊂ U and |U \ Ω0| = 0. (A.1)

For the proof, we will use the fact, shown in Lemma 2.3, that Ω0 = {f > 0}. Thus, if x ∈ U \ Ω0, then we have
F(x) > 0 = f (x), and therefore such x belong to the zero measure set, where F and f do not coincide. This
proves the second assertion in (A.1). To prove the first one,we argue by contradiction and assume that there is
an x0 ∈ Ω0with F(x0) = 0. ByHahn–Banach, there is an affinehyperplane passing through x0 such thatU lies
on one side of it. Thus, there is an affine halfspace H, containing x0 on its boundary, where F vanishes. Since
Ω0 is open, the intersection Ω0 ∩ H has positivemeasure, and for all x ∈ Ω0 ∩ H, one has 0 = F(x) < f (x). This
is a contraction, and the proof of (A.1) is complete.

Noting that {F(η ⋅ + x󸀠) > 0} = η−1(U − x󸀠), we obtain, by the same argument,

Ω1 ⊂ η−1(U − x󸀠) and |η−1(U − x󸀠) \ Ω1| = 0. (A.2)

Properties (A.1) and (A.2) imply that, up to sets of measure zero, Ω0 and Ω1 are homothetic copies of the
set U.

Since Ω0 and Ω1 are open and since the Minkowski sum is not affected by sets of measure zero being
removed from U, we deduce that Ωt = (1 − t)Ω0 + tΩ1 = (1 − t)U + tη−1(U − x󸀠). In particular, the Brunn–
Minkowski-type inequality appliedwith Ω0 = U andΩ1 = η−1(U − x󸀠)and themonotonicity of λq under inclu-
sions implies that

λq(Ωt)−αq ≥ (1 − t)λq(U)−αq + tλq(η−1(U − x󸀠))−αq ≥ (1 − t)λq(Ω0)−αq + tλq(Ω1)−αq .

Since the left-hand side is equal to the right-hand side by assumption, it must hold that λq(Ω0) = λq(U) and
λq(Ω1) = λq(η−1(U − x󸀠)). In particular, uq,Ω0 is a minimizer for λq(U), so by uniqueness of minimizers and
continuity (Lemma 2.3), uq,Ω0 = uq,U in U. If U \ Ω0 had positive capacity, then uq,Ω0 would have to vanish
on this set. But, by Lemma 2.3, uq,U is nowhere vanishing in U, and so it follows that Ω0 agrees with U up to
a set of capacity zero. The same argument implies that the analogue statement for Ω1 holds.

In the first inclusion in (A.2), one cannot expect equality in general. For instance, if Ω0 is an open ball inℝd,
d ≥ 2,with a point removed, then uq,Ω0 extends continuously to this point and assumes there a positive value,
while we have agreed to extend uq,Ω0 by zero to the complement of Ω0.
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