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Abstract: Maintaining equipment is critical for increasing production capacity and decreasing production 
time. With the advent of digitalization, industries are able to access massive amounts of data that can be 
used to ensure their long-term viability and competitive advantage by implementing predictive 
maintenance. Therefore, this study aims to demonstrate a predictive maintenance application for a robot 
cell using real-world manufacturing big data coming from a company in the automotive industry. A 
hyperparameter tuned Long Short-Term Memory (LSTM) model is developed, and the results show that 
this model is capable of predicting the day of failure with good accuracy. The difficulties inherent in 
conducting real-world industrial initiatives are analyzed, and recommendations for improvement are 
presented. 
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1. INTRODUCTION 

The industrial revolution's amazing growth resulted in 
significant advancements in domains such as automation, 
rapid manufacturing, and big data analytics. The fourth 
industrial revolution (Industry 4.0) is enabled by highly 
sophisticated, dynamic, and integrated information systems, as 
well as extremely powerful computational capabilities, (Lasi 
et al., 2014). Manufacturing companies generate a great deal 
of data because of these complex systems, but many of them 
are unsure how to make the right use of the data to accelerate 
data-driven decision-making for their competitive and 
sustainable future (Tsvetkova, 2017). 

When it comes to change adaptation, the automotive industry 
has always been a pioneer. This is mainly due to the enormous 
amount of competition and incriminating challenges to meet 
customer expectations (Shayganmehr et al., 2021). The 
situation is similar in the utilization of data analytics to 
enhance the standard and quality of output. Due to this 
advantage, this study is conducted at a gluing robot station 
within a reputable Automotive company, which we refer to as 
company X. The current maintenance practices at company X 
are based on a time-based preventive maintenance strategy. 
One notable downside of this technology is that it wastes a 
considerable percentage of the machine's useful life (Löfsten, 
2000). 

Therefore, the main aim of this study is to estimate the failure 
of a gluing robot at company X's production plant using 
Machine Learning (ML) techniques. The aim in terms of the 
PdM process is to predict the occurrences of severe alarms by 
using the LSTM model considering the past available data. 

This would contribute to simplifying the maintenance 
schedule for this robot cell through data-driven decision-
making, and thus it would enable a failure-free production in 
the longer term as the vision of predictive maintenance.  In this 
study, a systematic methodology, which is called the Cross-
Industry Standard for Data Mining (CRISP-DM) (Wirth and 
Hipp, 2000) is also utilized in order to overcome some 
challenges in real-world data analytics projects, i.e. lack of 
high-quality data and difficulties for driving actionable 
insights from data (Lee et al., 2014). 

This paper is divided into five sections. Section 2 discusses the 
state-of-the-art studies that can be gleaned from comparable 
works. Section 3 details the formulated methodology used in 
this study. Section 4 summarizes the study's findings. Section 
5 presents a summary of conclusions together with future 
research studies. 

2. RELATED WORKS 

Numerous research studies have been conducted on data-
driven decision-making for predictive maintenance. Bap- 
tista et al. (2018) compared the various Artificial Intelligence 
(AI) and statistical approaches to predictive maintenance and 
concluded that the AI approach produces a better result than 
the statistical approach. They also discussed the ability of ML 
algorithms to handle high-dimensional multivariate data for 
predictive maintenance applications in various industries. Due 
to the nature of this study's content, a review of the literature 
using the LSTM model was undertaken and detailed in the 
following paragraphs. 

Lim et al. (2021) evaluate numerous multivariate time series 
prediction models and discovered that the Long Short-Term 
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study, a systematic methodology, which is called the Cross-
Industry Standard for Data Mining (CRISP-DM) (Wirth and 
Hipp, 2000) is also utilized in order to overcome some 
challenges in real-world data analytics projects, i.e. lack of 
high-quality data and difficulties for driving actionable 
insights from data (Lee et al., 2014). 

This paper is divided into five sections. Section 2 discusses the 
state-of-the-art studies that can be gleaned from comparable 
works. Section 3 details the formulated methodology used in 
this study. Section 4 summarizes the study's findings. Section 
5 presents a summary of conclusions together with future 
research studies. 

2. RELATED WORKS 

Numerous research studies have been conducted on data-
driven decision-making for predictive maintenance. Bap- 
tista et al. (2018) compared the various Artificial Intelligence 
(AI) and statistical approaches to predictive maintenance and 
concluded that the AI approach produces a better result than 
the statistical approach. They also discussed the ability of ML 
algorithms to handle high-dimensional multivariate data for 
predictive maintenance applications in various industries. Due 
to the nature of this study's content, a review of the literature 
using the LSTM model was undertaken and detailed in the 
following paragraphs. 

Lim et al. (2021) evaluate numerous multivariate time series 
prediction models and discovered that the Long Short-Term 
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1. INTRODUCTION 

The industrial revolution's amazing growth resulted in 
significant advancements in domains such as automation, 
rapid manufacturing, and big data analytics. The fourth 
industrial revolution (Industry 4.0) is enabled by highly 
sophisticated, dynamic, and integrated information systems, as 
well as extremely powerful computational capabilities, (Lasi 
et al., 2014). Manufacturing companies generate a great deal 
of data because of these complex systems, but many of them 
are unsure how to make the right use of the data to accelerate 
data-driven decision-making for their competitive and 
sustainable future (Tsvetkova, 2017). 

When it comes to change adaptation, the automotive industry 
has always been a pioneer. This is mainly due to the enormous 
amount of competition and incriminating challenges to meet 
customer expectations (Shayganmehr et al., 2021). The 
situation is similar in the utilization of data analytics to 
enhance the standard and quality of output. Due to this 
advantage, this study is conducted at a gluing robot station 
within a reputable Automotive company, which we refer to as 
company X. The current maintenance practices at company X 
are based on a time-based preventive maintenance strategy. 
One notable downside of this technology is that it wastes a 
considerable percentage of the machine's useful life (Löfsten, 
2000). 

Therefore, the main aim of this study is to estimate the failure 
of a gluing robot at company X's production plant using 
Machine Learning (ML) techniques. The aim in terms of the 
PdM process is to predict the occurrences of severe alarms by 
using the LSTM model considering the past available data. 

This would contribute to simplifying the maintenance 
schedule for this robot cell through data-driven decision-
making, and thus it would enable a failure-free production in 
the longer term as the vision of predictive maintenance.  In this 
study, a systematic methodology, which is called the Cross-
Industry Standard for Data Mining (CRISP-DM) (Wirth and 
Hipp, 2000) is also utilized in order to overcome some 
challenges in real-world data analytics projects, i.e. lack of 
high-quality data and difficulties for driving actionable 
insights from data (Lee et al., 2014). 

This paper is divided into five sections. Section 2 discusses the 
state-of-the-art studies that can be gleaned from comparable 
works. Section 3 details the formulated methodology used in 
this study. Section 4 summarizes the study's findings. Section 
5 presents a summary of conclusions together with future 
research studies. 

2. RELATED WORKS 

Numerous research studies have been conducted on data-
driven decision-making for predictive maintenance. Bap- 
tista et al. (2018) compared the various Artificial Intelligence 
(AI) and statistical approaches to predictive maintenance and 
concluded that the AI approach produces a better result than 
the statistical approach. They also discussed the ability of ML 
algorithms to handle high-dimensional multivariate data for 
predictive maintenance applications in various industries. Due 
to the nature of this study's content, a review of the literature 
using the LSTM model was undertaken and detailed in the 
following paragraphs. 

Lim et al. (2021) evaluate numerous multivariate time series 
prediction models and discovered that the Long Short-Term 
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Memory (LSTM) model was capable of handling missing 
values in time series data. The prediction findings were 
validated against Auto-Regressive Integrated Moving Average 
(ARIMA) - and Vector Autoregression (VAR) - based 
prediction models. As a result, the LSTM model was found to 
be more accurate than all the other traditional techniques. 
Zhang et al. (2019) applied an LSTM model for multivariate 
time series prediction. They observed during the training of the 
LSTM model that the Adam optimization algorithm’s 
continuous weight updating and hyper-parameter adjustment 
to achieve the optimal number of layers and batch size were 
critical for good and more accurate results. In the literature, the 
LSTM technique has been also widely applied for different 
predictive maintenance applications such as early anomaly 
detection, constructing health indicators, and remaining useful 
life estimation of different industrial systems such as bearings 
and cutting tools (Bampoula et al., 2021; Guo et al., 2017; 
Ning et al., 2018). On the other hand, there have been not many 
research studies regarding predictive maintenance applications 
using AI/ML for industrial robots (Aivaliotis 
et al., 2021). Therefore, this study contributes to the part of this 
literature by demonstrating a real-world industrial application 
based on a structured methodology for failure prediction of a 
robot cell using the LSTM technique. 

3. METHODOLOGY 

The CRISP-DM is followed as a reference model in this study 
since it provides a structured methodology for planning, 
managing, and ensuring high-quality data in data analytics 
projects with six iterative phases (i.e., business understanding, 
data understanding, data preparation, modeling, evaluation, 
and deployment) (Wirth and Hipp, 2000). However, it should 
be noted that the CRISP-DM methodology is taken a basis in 
this study. Hence, it is modified with a stronger emphasis on 
the data collection phase, as the optimal source was 
determined using iteration. The modified CRISP-DM 
methodology is depicted in Figure 1. 

 
Figure 1. Enhanced Methodology - adopted from the original 

CRISP-DM (Wirth and Hipp, 2000) 

As it is shown in Figure 1, it is an adapted version of the 
original CRISP-DM model. The change we have included in 
the adopted model is the connection with the phase of data 
collection in all the phases such as business understanding, 
data understanding and pre-processing, and modeling. The 
reason for this adaptation is the lack of sufficient data at the 
beginning of the analysis.  

Therefore, the orange color arrows represent the adding up test 
data to the already available data set and continuing the 
process. 

3.1 Business understanding 

In this study, the company wanted to develop a predictive 
maintenance application for a glue station in their assembly 
line.  

The gluing stations' primary components are divided into two 
sections: the robot and the adhesive. Following a detailed 
discussion with the project's stakeholders, specifically the 
maintenance department, it was determined that the gluing 
robot system was robust, and thus the project needs to focus 
on the adhesive components (i.e., doser, gun, and docking 
station), which are most prone to failure, and therefore they 
require the highest rate of maintenance services. As a result, 
we evaluate solely data from the doser and gun will be 
explained detailed in the next section. Additionally, 
temperature, production log data, and alarm event data (alarm 
log) can be collected from sensors situated throughout the 
gluing apparatus. There are three types of alarms and 
warnings: 'A', 'B', and 'D'. Category 'A' alarms are those that 
require immediate action, category 'B' alarms are those that 
require critical error correction, and category 'D' alarms are 
those that provide warning and information. The occurrence of 
category 'A', 'B', or severe alarms is interpreted as indicating a 
proclivity for failure. Therefore, the objective of the study is to 
predict these severe alarms beforehand. 

3.2 Data understanding 

The phase of data comprehension begins with data collection 
in order to conduct data analysis. The primary functions are 
data familiarization, data quality assessment, and data 
visualization to get the first insights from the data. The purpose 
of data understanding is to uncover hidden patterns and 
characteristics that may affect the results; hence, data quality 
concerns need to be addressed effectively in this phase. 
Visualizations and pattern discovery were carried out using 
software tools such as Power BI and Python. 

3.3 Data preparation 

Even if the data set for this study is recorded automatically 
with machines, there are still missing numbers and the 
requirement for data transformation. Preprocessing of data is 
critical for the quality of prediction, and thus, in this study, the 
data is normalized using an appropriate normalization 
technique since it comes from multi-sources having varied 
fundamental units. For example, temperature logs from 
various components of the glue robot are in Celsius, whereas 
the doser log contains a variety of measurements including 
different units such as real flow data (ml/s), torque (Nm), and 
pressure (bar).  

3.4 Modeling and Evaluation 

During the modeling phase, the most appropriate models are 
chosen and analyzed using a variety of ML models in the open-
source software Python. Selecting the optimal model is 
primarily done based on the produced results that satisfy the 
business objective. In addition to this, it should be also suitable 
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robot system was robust, and thus the project needs to focus 
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require critical error correction, and category 'D' alarms are 
those that provide warning and information. The occurrence of 
category 'A', 'B', or severe alarms is interpreted as indicating a 
proclivity for failure. Therefore, the objective of the study is to 
predict these severe alarms beforehand. 

3.2 Data understanding 

The phase of data comprehension begins with data collection 
in order to conduct data analysis. The primary functions are 
data familiarization, data quality assessment, and data 
visualization to get the first insights from the data. The purpose 
of data understanding is to uncover hidden patterns and 
characteristics that may affect the results; hence, data quality 
concerns need to be addressed effectively in this phase. 
Visualizations and pattern discovery were carried out using 
software tools such as Power BI and Python. 

3.3 Data preparation 

Even if the data set for this study is recorded automatically 
with machines, there are still missing numbers and the 
requirement for data transformation. Preprocessing of data is 
critical for the quality of prediction, and thus, in this study, the 
data is normalized using an appropriate normalization 
technique since it comes from multi-sources having varied 
fundamental units. For example, temperature logs from 
various components of the glue robot are in Celsius, whereas 
the doser log contains a variety of measurements including 
different units such as real flow data (ml/s), torque (Nm), and 
pressure (bar).  

3.4 Modeling and Evaluation 

During the modeling phase, the most appropriate models are 
chosen and analyzed using a variety of ML models in the open-
source software Python. Selecting the optimal model is 
primarily done based on the produced results that satisfy the 
business objective. In addition to this, it should be also suitable 

for the existing data set in order to obtain the best outcomes. 
Hyperparameter tuning is performed to determine the optimal 
parameters by minimizing losses while providing the highest 
accuracy. 

Validation and evaluation of ML models are critical for 
achieving the best results and continuously refining them 
(Joseph and Gallege, 2021). In this study, the total number of 
rows was 24284, out of which 80% was used for training 
(19427) and 20% was a holdout for testing (4856). There are 
numerous techniques for evaluating the prediction accuracy 
using test data; in this study, we use the absolute mean error 
(MAE) and the root mean squared error (RMSE). Equations 1 
and 2 illustrate the MAE and RMSE, respectively. 

         𝑀𝑀𝑀𝑀𝑀𝑀 = 1
𝑛𝑛

∑ |𝑦𝑦 − 𝑦𝑦′|𝑛𝑛
𝑡𝑡−1    (1) 

                  𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = √1
𝑛𝑛

∑ (𝑦𝑦 − 𝑦𝑦′)2𝑛𝑛
𝑡𝑡−1   (2) 

3.5 Deployment 

The study does not cover the deployment phase, but rather 
makes recommendations to the company. Those 
recommendations are about the right data collection and 
management in order to help them for enhancing the quality of 
the data in future applications of smart maintenance. 

4. RESULTS AND DISCUSSIONS 

This section presents the findings of the study, which is 
achieved by following the structured CRISP-DM 
methodology. Additionally, we will seek to glean relevant 
insights from the results and investigate any gaps in order to 
formulate improvement recommendations for the company.  

4.1 Business understanding 

The objective of the project is concluded which is to predict 
the severe alarm occurrences with the past available data. And 
discussions were carried out understand the relevant sources to 
collect more data to have a more reliable prediction.   

4.2 Data understanding 

The data is gathered from a variety of sources, namely PLC, 
Teamster logs, Maximo, Axxos, and a SQL database. The 
temperature, doser, and alarm logs were extracted from the 
Teamster system. Temperature logs include data from the 
chamber, gun, hose, dock valve, plate, and body sensors, with 
a timestamp. The doser log contains information about the 
doser volume, the servomotor moment, the flow reference, and 
the pressure. The alarm log can be queried for alarm event 
data. The alarm log CSV file contains the alarm category, 
alarm ID, timestamp, and necessary description (Joseph and 
Gallege, 2021). Different problems related to the quality of the 
data were discovered during the implementation of the study. 
Therefore, numerous data preparation approaches were 
required to prepare the data before fitting it into an ML model. 
The majority of data sources were automatically captured and 
so possessed a high degree of reliability. When it comes to data 
relevance, the temperature and doser data were found to be 
relevant for predictive maintenance using ML. However, one 
of the biggest challenges was missing labels in the data 

required extra attention during the data preparation phase. This 
was due to the less-than-accurate data from the maintenance 
log (Maximo data). All data were available in CSV format and 
were easily accessible via software such as Python and Power 
BI. For several data sources, the files lacked headings, which 
were added during the pre-processing stage. However, the 
general structure and readability of the data were excellent. 

4.3 Exploratory Data Analysis 

In this section, we make use of data visualization techniques 
to analyze the quintessential patterns concealed inside the data 
collection. The graphic in Figure 2 depicts the relationship 
between temperature and triggered alarms over time. From this 
result, it can be deduced that the normal working temperature 
of the gluing machine is between 400C to 500C. It can also be 
visualized that temperature logging occurs even when the 
machine is not in use. On the other hand, as illustrated in 
Figure 3, the doser parameters are only registered when the 
machine is operational. Following each gluing cycle, the doser 
volume is returned to its initial value, while the doser volume 
continuously decreases during the gluing process. Negative 
values were reported for both real and reference flow, 
indicating that glue is flowing in the opposite direction (Joseph 
and Gallege, 2021). 

 
Figure 2. Temperature alarm plot 

 
Figure 3. Doser alarm plot 

From Figures 2 and 3, it is observed that a failure or breakdown 
occurrence is somewhat related to the severe alarm occurrence. 
This was a crucial discovery from the exploratory analysis 
because it assisted us in approximating the occurrence of 
critical alarms as machine failures. With this assumption, 
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severe alerts are labeled as failures, and the ML model is 
expected to forecast their occurrences. 

4.4 Data preparation 

The initial step in data preparation is to merge all temperature 
logs into a single file, as well as all doser and alarm files. The 
doser log was received without headers, which were inserted 
later when the files were read into Python via the Pandas 
library. Additionally, several of the titles in the temperature 
and alarm dataset were modified to improve readability. The 
timestamp in object format was converted into timestamp 
format. The severe alarms were isolated by generating a new 
data frame that contained only the rows with the priority 'A' 
and 'B'. 

The temperature data was merged into the doser data by filling 
out the temperate value in the neighborhood of the doser time 
stamp. However, the fundamental disadvantage of this method 
was overfitting. Bilbao and Bilbao (2017) explained that 
overfitted models produce excellent outcomes with train data 
but bad results with test data. Thus, to minimize overfitting, 
the data points were shrunk from microsecond to minute scale. 
This had a positive impact on merging the different time scales 
as well as reducing the overfitting. However, the primary 
obstacle to data compression is the risk of losing vital 
information. The most effective way to accomplish this was to 
employ several strategies, such as calculating the mean, 
minimum, and maximum statistics of all values within a 
minute time frame. It was a trial-and-error process, but the best 
results were produced by utilizing mean, minimum, and 
maximum numbers. Each property in the doser data has been 
replaced with the mean, median, and mode of all values within 
a one-minute time period.  

Following this stage, the temperature, processed doser, and 
severe alert data frames were combined into a single data 
frame. The doser and temperature data frames were combined 
up to the timestamp column with a tolerance of 10 minutes. 
This new data frame is then combined with the severe alarm 
data frame up to a tolerance of 30 minutes and a timestamp. 
From 6th May 2021, continuous data were available from all 
data sources, and so many rows with a timestamp prior to this 
date were excluded from the merged data frame. 

Due to the fact that there are only a few severe alarms in the 
entire data frame, all other values were designated as null 
values. Zeros were substituted for these null values. All severe 
alarms, that is, those with a priority of 'A' or 'B', have been 
transformed to the float value 1.0. Thus, the binary digit, i.e. 
‘1’ indicates the appearance of a serious warning, while ‘0’ 
indicates the gluing machine is operating normally. The 
fundamental units of the entities are different in the final data 
set, for example, pressure measurements are expressed in bars, 
temperatures in degrees Celsius, and flows in ml/s. The 
Sklearn standard scaler from the pre-processing package was 
used for the normalization of the final dataset. The aim is to 
reduce the different measurements to a neutral (i.e. standard) 
scale. If the sample is referred to as x, the mean as u, and the 
standard deviation as s, then the standard score is calculated 
using Equation 3. After statistical computation on the training 

dataset, scaling is applied to individual attributes. The data is 
transformed using the stored mean and standard deviation. 

𝑧𝑧 = (𝑥𝑥 − 𝑢𝑢) 𝑠𝑠⁄     (3) 

And the entire dataset was split into train and test classes with 
the ratio of 80% of train data (19427) and 20% of test data 
(4856). 

4.5 Modeling and Evaluation 

This section presents ML modeling and the parameters utilized 
in the models, as well as the obtained findings. Following a 
thorough review of the literature, it was determined that LSTM 
was the best model for time series prediction to implement 
with the mean squared error (MSE) as the loss function. 
Furthermore, modeling is a critical stage in getting the desired 
outcome, and as noted in the methodology section, this 
approach was iterative. 
 
Preparing data in an appropriate format is a critical step in 
implementing the LSTM model. This data preparation should 
be performed on both the training and test datasets. To train 
LSTM networks, data must be reshaped in the format of N 
samples x time steps. Preprocessing is performed in such a way 
that, if n rows are used for training, the n + 1st row is predicted, 
and this sliding window is shifted by one row. For instance, if 
the first to fourteenth values are used for training in the first 
sliding window, the fifteenth value is used for prediction, and 
the sliding window then advances one row forward, using the 
second to fifteenth rows for training and the sixteenth row for 
prediction. All properties are reshaped similarly in two lists 
(trainX and trainY) using a loop. For more theoretical 
background and application details of the LSTM, we refer to 
the Master thesis study done by (Joseph and Gallege, 2021). 
There is only one attribute for train Y because the prediction 
is only to be done on the alarm column, as a value of 0 or 1, 
where 0 indicates that the gluing machine is operating 
normally and 1 indicates the occurrence of a severe alert. On 
the test dataset, the same data pre-processing was performed. 
 
The next critical step was to create the model architecture for 
the LSTM model. If the number of modules is less than the 
optimal number, there is a risk of underfitting; if the number 
of modules is greater than the optimal number, there is a 
significant risk of overfitting. To avoid these concerns, hyper-
parameter tuning is critical to determining the optimal number 
of modules and layers (Merity et al., 2017). This study utilized 
Keras Tuner to perform hyper-parameter tuning with a random 
search technique. The input parameter for each LSTM layer 
was in the range of 16 to 256 LSTM modules, and the search 
method used a step value of 16 modules. All permutations and 
combinations within this range were run for a total of five 
layers. After the two LSTM layers, a drop-out layer was added 
to help minimize overfitting by randomly removing data from 
the neural network (Joseph and Gallege, 2021). The remaining 
inputs were scaled up by 1/(1-rate) to maintain the same 
overall inputs as proposed in a study done by (Chollet et al., 
2015). Adam optimizer was used for first-order gradient-based 
optimization (Merity et al., 2017). Following hyper-parameter 
adjustment, the optimal model was determined to be a two-
layer LSTM model, which is indicated LSTM 1 and LSTM 2 
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severe alerts are labeled as failures, and the ML model is 
expected to forecast their occurrences. 
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The initial step in data preparation is to merge all temperature 
logs into a single file, as well as all doser and alarm files. The 
doser log was received without headers, which were inserted 
later when the files were read into Python via the Pandas 
library. Additionally, several of the titles in the temperature 
and alarm dataset were modified to improve readability. The 
timestamp in object format was converted into timestamp 
format. The severe alarms were isolated by generating a new 
data frame that contained only the rows with the priority 'A' 
and 'B'. 

The temperature data was merged into the doser data by filling 
out the temperate value in the neighborhood of the doser time 
stamp. However, the fundamental disadvantage of this method 
was overfitting. Bilbao and Bilbao (2017) explained that 
overfitted models produce excellent outcomes with train data 
but bad results with test data. Thus, to minimize overfitting, 
the data points were shrunk from microsecond to minute scale. 
This had a positive impact on merging the different time scales 
as well as reducing the overfitting. However, the primary 
obstacle to data compression is the risk of losing vital 
information. The most effective way to accomplish this was to 
employ several strategies, such as calculating the mean, 
minimum, and maximum statistics of all values within a 
minute time frame. It was a trial-and-error process, but the best 
results were produced by utilizing mean, minimum, and 
maximum numbers. Each property in the doser data has been 
replaced with the mean, median, and mode of all values within 
a one-minute time period.  

Following this stage, the temperature, processed doser, and 
severe alert data frames were combined into a single data 
frame. The doser and temperature data frames were combined 
up to the timestamp column with a tolerance of 10 minutes. 
This new data frame is then combined with the severe alarm 
data frame up to a tolerance of 30 minutes and a timestamp. 
From 6th May 2021, continuous data were available from all 
data sources, and so many rows with a timestamp prior to this 
date were excluded from the merged data frame. 

Due to the fact that there are only a few severe alarms in the 
entire data frame, all other values were designated as null 
values. Zeros were substituted for these null values. All severe 
alarms, that is, those with a priority of 'A' or 'B', have been 
transformed to the float value 1.0. Thus, the binary digit, i.e. 
‘1’ indicates the appearance of a serious warning, while ‘0’ 
indicates the gluing machine is operating normally. The 
fundamental units of the entities are different in the final data 
set, for example, pressure measurements are expressed in bars, 
temperatures in degrees Celsius, and flows in ml/s. The 
Sklearn standard scaler from the pre-processing package was 
used for the normalization of the final dataset. The aim is to 
reduce the different measurements to a neutral (i.e. standard) 
scale. If the sample is referred to as x, the mean as u, and the 
standard deviation as s, then the standard score is calculated 
using Equation 3. After statistical computation on the training 

dataset, scaling is applied to individual attributes. The data is 
transformed using the stored mean and standard deviation. 

𝑧𝑧 = (𝑥𝑥 − 𝑢𝑢) 𝑠𝑠⁄     (3) 

And the entire dataset was split into train and test classes with 
the ratio of 80% of train data (19427) and 20% of test data 
(4856). 

4.5 Modeling and Evaluation 

This section presents ML modeling and the parameters utilized 
in the models, as well as the obtained findings. Following a 
thorough review of the literature, it was determined that LSTM 
was the best model for time series prediction to implement 
with the mean squared error (MSE) as the loss function. 
Furthermore, modeling is a critical stage in getting the desired 
outcome, and as noted in the methodology section, this 
approach was iterative. 
 
Preparing data in an appropriate format is a critical step in 
implementing the LSTM model. This data preparation should 
be performed on both the training and test datasets. To train 
LSTM networks, data must be reshaped in the format of N 
samples x time steps. Preprocessing is performed in such a way 
that, if n rows are used for training, the n + 1st row is predicted, 
and this sliding window is shifted by one row. For instance, if 
the first to fourteenth values are used for training in the first 
sliding window, the fifteenth value is used for prediction, and 
the sliding window then advances one row forward, using the 
second to fifteenth rows for training and the sixteenth row for 
prediction. All properties are reshaped similarly in two lists 
(trainX and trainY) using a loop. For more theoretical 
background and application details of the LSTM, we refer to 
the Master thesis study done by (Joseph and Gallege, 2021). 
There is only one attribute for train Y because the prediction 
is only to be done on the alarm column, as a value of 0 or 1, 
where 0 indicates that the gluing machine is operating 
normally and 1 indicates the occurrence of a severe alert. On 
the test dataset, the same data pre-processing was performed. 
 
The next critical step was to create the model architecture for 
the LSTM model. If the number of modules is less than the 
optimal number, there is a risk of underfitting; if the number 
of modules is greater than the optimal number, there is a 
significant risk of overfitting. To avoid these concerns, hyper-
parameter tuning is critical to determining the optimal number 
of modules and layers (Merity et al., 2017). This study utilized 
Keras Tuner to perform hyper-parameter tuning with a random 
search technique. The input parameter for each LSTM layer 
was in the range of 16 to 256 LSTM modules, and the search 
method used a step value of 16 modules. All permutations and 
combinations within this range were run for a total of five 
layers. After the two LSTM layers, a drop-out layer was added 
to help minimize overfitting by randomly removing data from 
the neural network (Joseph and Gallege, 2021). The remaining 
inputs were scaled up by 1/(1-rate) to maintain the same 
overall inputs as proposed in a study done by (Chollet et al., 
2015). Adam optimizer was used for first-order gradient-based 
optimization (Merity et al., 2017). Following hyper-parameter 
adjustment, the optimal model was determined to be a two-
layer LSTM model, which is indicated LSTM 1 and LSTM 2 

with 24 modules in the first layer and 32 modules in the second 
layer. Typically, the parameters of a neural network are the 
connection weights. These parameters are learned during the 
training stage. In this case, the algorithm (together with the 
input data) adjusts these parameters (Sung, 1998). The best 
model architecture is presented in Table 1. 

Table 1: The architecture of the LSTM model 

Layer (Type) Output Shape No. of parameters 

LSTM 1 (none, 14, 24) 4512 

LSTM 2 (none, 32) 7296 

Dropout (none, 32) 0 

Dense (none, 1) 33 

 
To minimize processing costs and run time during hyper-
parameter adjustment, only ten epochs were employed for 
training in the beginning. The optimal number of epochs was 
obtained by the trial-and-error method. From training loss 
Figures 4a, 4b, 4c, 4d it was obvious that when the number of 
epochs is increased, test loss increases. This indicates that the 
model becomes overfitted as the number of epochs increases. 
Thus, in this study, 25 epochs for training were chosen since it 
provides the greatest outcomes with the least amount of 
running time and processing expense. 

 
Figure 4. Training and test loss 

After developing the LSTM model with the set parameters, 
cross-validation for forecasting future alarms was performed 
without providing any dependent variables from the test data, 
as the model's future dependent variables are unknown in real-
time. The output of this prediction was probability values in 
the range between zero and one and was then classified 
manually to alarm occurring and not occurring (depicted in 
Figure 5). Since the initial predictions of the LSTM model 
were continuous, MAE and RSME matrices were used for the 
evaluation and their calculated values were 0.2518 and 1.5539, 
respectively. The x-axis of the graph in Figure 5 represents the 
future time stamp, while the red lines represent the predicted 
alerts, and the blue lines represent the actual alarms. As shown 
in Figure 5, the LSTM model is capable of predicting the day 
on which the severe warning will occur. It should be also noted 
that the predictions contain some false alarms as well. 
Additionally, the false alarms might be caused due to the fact 

that a worker can open the station's door or there might be 
another reason unrelated to the used data. The positive aspect 
is that during cross-validation, none of the genuine alarms 
were missed. As a result, it can be inferred that the LSTM 
model is capable of meeting business objectives by 
anticipating severe alerts with high accuracy and consequently 
machine failure, thereby this model can assist the maintenance 
department in performing predictive maintenance on the glue 
robot. 
 

 
Figure 5. Prediction of future alarms after inputting dependent 

variables 

For the same investigation and comparison, an ARIMA model 
was built (Gilbert, 2005), and it was discovered that the 
ARIMA model was only capable of forecasting continuous 
variables such as pressure, temperature, and so on. Prediction 
using the ARIMA method had an MAE of 4.3023 and an 
RSME of 4.9151. The lower the value of these terms, the more 
accurate the model, therefore it demonstrates that the LSTM 
model was capable of performing time series classification in 
this study. 

5.  DISCUSSIONS 

One of the main contributions of this study was to make 
insightful recommendations to the company to assist them in 
achieving their goal of smart maintenance using data-driven 
decision-making. Throughout the exploratory data analysis, 
data were scarce, making it difficult to conduct modeling 
properly and thus required a lot of time for data preparation. 
Thus, by saving pertinent data in a database, these unnecessary 
time losses can be avoided (Baptista et al., 2018). In addition 
to this, because the gathered data was coming from multiple 
sources, it has also required lots of attention in order to merge 
them in a reasonable manner. This issue has been also 
highlighted as a common challenge in implementing 
predictive maintenance, especially in real-world industrial 
environments (Kurrewar et al., 2021). Thus, in this study, it is 
vital to combine carefully the data from a variety of sources to 
estimate the failures using ML. There is another observation 
during the implementation of this study, some data which can 
create useful information for data labeling cannot be used due 
to non-automated (manually entering) data collection. This 
observation is also one of the important lessons learned for the 
company and recommended to improve the system in a more 
automated way. Although we used severe alarms to categorize 
the data in this study, the model's accuracy would have been 
much improved if we had used breakdown records instead of 
alarms as explored in the study done by Johnson et al., 2010). 
Additionally, the company might explore collaborating with 
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Original Equipment Manufacturer’ suppliers, which would 
facilitate knowledge transfer from domain specialists to the 
company's data scientists for the purpose of creating additional 
data sources for the efficient implementation of predictive 
maintenance. Finally, this study was focusing on a single 
gluing robot for a short period of time. Better predictions might 
be produced if the model had observed the gluing robot in a 
variety of operating conditions. One of the most effective ways 
to accomplish this is to incorporate data from similar gluing 
robots found in the same production plant; this diversifies the 
data set. 

5.  CONCLUSION 

This study demonstrates a predictive maintenance application 
for a robot cell by estimating the day of failure based on the 
LSTM model and an enhanced version of the CRISP-DM 
methodology. From an academic point of view, this study can 
be a good reference for future research and studies dealing 
with data-driven approaches for real word predictive 
maintenance applications in the industry. The results 
demonstrate that the developed LSTM model is capable of 
forecasting the day of the breakdown based on the severity of 
the alarms. Therefore, this study can assist maintenance 
personnel in scheduling and organizing maintenance activities 
and provide a good establishment to the company towards 
robust implementation of predictive maintenance as a core 
concept of smart maintenance. 
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