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Abstract
Semiconductor nanowires have different physical properties than their bulk coun-
terparts due to their small physical dimensions and high surface-to-volume ratio.
The nanowire geometry entails enhanced optical absorption, widened possibilities
to grow material heterostructures and ability to withstand high levels of strain. The
strain may alter the physical properties further and can be used to tune them. Be-
cause of their unique properties, solar cells based on III-V compound nanowires hold
promise of becoming both more efficient and less expensive than conventional solar
cells. However, nanowire solar cell efficiencies are still far below their theoretical
maximum and further optimization is needed. This demands versatile character-
ization techniques where the microstructure of single nanowires can be related to
their properties, and strain-induced effects may be investigated. In this thesis, a
nanoprobing in situ electron microscopy technique has been developed to study the
electrical and photovoltaic properties of single GaAs nanowires. Furthermore, the
quantitative effects of uniaxial strain on these properties were investigated. The
results show that the nanowires function as solar cells, with a highest measured
single nanowire efficiency of 10.8% during white light emitting diode illumination.
Optimization of the electrical contact was found to be crucial for the photovoltaic
performance of the wires. Furthermore, tensile strain was shown to increase the
photocurrent in the near-infrared spectrum due to a reduction in bandgap energy.
These findings provide insights for further optimization of nanowire solar cells.

Keywords: Semiconductor nanowires, Solar cells, Elastic strain engineering, In situ
electron microscopy

ii





Acknowledgements
My PhD-studies so far have been a long journey with a lot of ups and downs, and
there are several people that have helped me along the way that I would like thank:

First of all, I would like to thank my supervisor Eva for giving me the opportunity
to carry out my PhD- studies within her group, for supporting me and believing in
me throughout my work. I would like to thank my co-supervisor Lunjie for helping
me and teaching me so much and for always being open for discussions that has
often lead to new insights and ideas. I would like to thank all the members of Eva
Olsson Group, for being great colleagues and creating a nice working atmosphere. A
special thanks to my office mate Gustav for all the nice discussions and for helping
me out with all kinds of stuff. To Stefan and Ludvig for helping me out with the
electron microscopes. To Ola for helping with computer stuff. To all the members
of the Materials Microstructure division, for nice lunch discussions. Lastly I would
like to thank my friends and family, for being a great support. A special thanks to
my partner Linda for always being there for me, and to my son Vincent for forcing
me to take my mind of work when I am at home.

iv





List of appended papers
This thesis is based on the following papers:

Paper I
An STM – SEM setup for characterizing photon and electron induced effects in
single photovoltaic nanowires
Jonatan Holmér, Lunjie Zeng, Thomas Kanne, Peter Krogstrup, Jesper Nygård,
Ludvig de Knoop, and Eva Olsson
Nano Energy 53, 2018, 175-181

Paper II
Tuning Hole Mobility of Individual p-Doped GaAs Nanowires by Uniaxial Tensile
Stress
Lunjie Zeng, Jonatan Holmér, Rohan Dhall, Christoph Gammer, Andrew M.
Minor, and Eva Olsson
Nano Letters 9, 2021, 3894-3900

Paper III
Enhancing the NIR photocurrent in single GaAs nanowires with radial p-i-n
junctions by uniaxial strain
Jonatan Holmér, Lunjie Zeng, Thomas Kanne, Peter Krogstrup, Jesper Nygård
and Eva Olsson
Nano Letters 21, 2021, 9038-9043

vi



My contributions to the appended papers

Paper I: I developed the experimental technique together with my co-authors. I
performed all the in situ STM-SEM experiments and analyzed the data. I wrote the
first draft of the manuscript and finalized it together with my co-authors

Paper II: I performed some of the sample preparation using FIBSEM. I was involved
in the in situ TEM experimental work. I performed the in situ STM-FIBSEM
measurements for the supplementary information. I performed the data analysis of
the I-V characteristics.

Paper III: I planned the study and performed all the in situ STM-FIBSEM ex-
periments. I developed the theoretical model used for quantitative analysis of the
measured I-V characteristics. I wrote the first draft of the manuscript and finalized
it together with my co-authors.

vii



Contents

Contents

List of Figures ix

List of Abbreviations xvi

1 Introduction 1

2 III-V semiconductor nanowires 3
2.1 Fabrication methods . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2.2 Microstructure and properties . . . . . . . . . . . . . . . . . . . . . . 5
2.3 Strain engineering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

3 Nanowire solar cells 9
3.1 The p-n junction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
3.2 Solar cell I-V characteristics . . . . . . . . . . . . . . . . . . . . . . . 13
3.3 Loss mechanisms in solar cells . . . . . . . . . . . . . . . . . . . . . . 15
3.4 Design and function of nanowire solar cells . . . . . . . . . . . . . . . 17
3.5 Characterization of nanowire solar cells . . . . . . . . . . . . . . . . . 20
3.6 Strain engineering of nanowire solar cells . . . . . . . . . . . . . . . . 22

4 Metal-semiconductor contact 23
4.1 Ohmic contact . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.2 Schottky contact . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

4.2.1 Surface defects and insulating layer . . . . . . . . . . . . . . . 25
4.2.2 Combination of a p-n junction and Schottky barrier . . . . . . 26

5 Experimental techniques, methods and materials 29
5.1 Scanning electron microscopy . . . . . . . . . . . . . . . . . . . . . . 29

5.1.1 Imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
5.1.2 Electron beam induced current mapping . . . . . . . . . . . . 32

5.2 Transmission electron microscopy . . . . . . . . . . . . . . . . . . . . 33
5.2.1 Diffraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
5.2.2 Imaging . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

5.3 Focused ion beam - scanning electron microscope . . . . . . . . . . . 37
5.4 In situ STM–SEM setup for SEM and FIBSEM . . . . . . . . . . . . 38
5.5 Nanowires . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

6 Results and discussion 41
6.1 Microstructure of GaAs nanowires . . . . . . . . . . . . . . . . . . . . 41
6.2 Electrical contact . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
6.3 Photovoltaic properties . . . . . . . . . . . . . . . . . . . . . . . . . . 46
6.4 Strain-induced effects . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

viii



Contents

6.5 EBIC mapping . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

7 Conclusions and outlook 57

Bibliography 58

ix



List of Figures

List of Figures

2.1 Schematic illustration (a) and SEM image (b) of GaAs nanowires
grown by self-catalyzed molecular beam epitaxy. . . . . . . . . . . . . 4

2.2 Schematic structure of (a) mixed ZB and WZ crystal phases and (b)
twin planes in III-V nanowires. . . . . . . . . . . . . . . . . . . . . . 6

2.3 Definitions of tensile stress and strain. . . . . . . . . . . . . . . . . . 7

3.1 Schematic structure of a conventional solar cell. The built-in field at
the p-n junction separates the charge carriers generated by absorption
of sunlight, giving rise to a photocurrent. . . . . . . . . . . . . . . . . 9

3.2 (a) Band diagram of a n-doped semiconductor. The Fermi energy
is closer to the conduction band than the valence band. (b) Band
diagram of a p-doped semiconductor. The Fermi energy is closer to
the valence band than the conduction band. (c) Band diagram of
a p-n junction in equilibrium. The Fermi-levels are aligned which
results in a slope in the conduction and the valence band. . . . . . . . 10

3.3 (a) Cross section of a p-n junction under illumination. The field
across the depletion layer arises due to uncompensated ion charges.
Charge carriers generated in the depletion layer are separated directly
by the built-in field. Charge carriers generated in the neutral regions
need to diffuse to the depletion layer to get separated, and may re-
combine before they get there. (b) Band diagram of a p-n junction
under illumination. The generated electrons and holes are separated
by the built-in field. This results in a difference in Fermi energies
between the n-side and the p-side, and gives rise to a photocurrent. . 11

3.4 (a) Band energy diagram of a forward biased p-n junction. The Fermi
levels of the p- respectively the n-side are split up, causing the energy
barrier to decrease. (b) Band energy diagram of a reverse biased p-n
junction. The Fermi levels of the p- respectively the n-side are again
split up, but in the other direction compared to forward bias, causing
the energy barrier to increase. . . . . . . . . . . . . . . . . . . . . . . 12

3.5 (a) Equivalent circuit of a non-ideal solar cell using the single-diode
model. (b) I-V characteristics of an ideal solar cell. In the dark state
the current is practically zero in the reverse bias regime and has an
exponential dependence on the voltage in the forward bias regime. In
the illuminated state the I-V curve is a superposition of the dark I-V
curve and the photocurrent Iph. The important parameters ISC and
VOC can be extracted from the illuminated I-V curve. . . . . . . . . 14

3.6 Illustration of how Rse and Rsh affects shape of the illuminated I-V
curve and the performance of a solar cell. . . . . . . . . . . . . . . . . 15

x



List of Figures

3.7 (a) Principle of thermalization. A photon with energy larger than
Eg excites an electron to an energy level higher than EC . The excess
energy is transferred to the crystal lattice in the form of phonons.
(b) The AM1.5 solar spectrum and the maximal usable intensity for
a single band gap solar cell with Eg = 1.7eV and Eg = 1.1eV. . . . . . 17

3.8 (a) Schematic structure of a nanowire solar cell. (b) Schematic illus-
traion of the difference between the axial junction geometry and the
radial junction geometry . . . . . . . . . . . . . . . . . . . . . . . . . 18

3.9 Enhanced absorption in nanowire array. Due to the wave nature of
light and the sub-wavelength nanowire diameter, the nanowires act
as waveguides for the incoming light and concentrates the light. This
enables the nanowire array to absorb the incoming light without filling
up the whole solar cell volume. . . . . . . . . . . . . . . . . . . . . . 19

3.10 Three different techniques for characterizing single nanowire solar cells. 21

4.1 Metal-semiconductor Schottky contact in (a) equilibrium. The Fermi
levels are aligned and the conduction and valence bands are bent close
to the interface of the two materials, creating an energy barrier for
the electrons. (b) Forward bias state. The energy barrier is lowered
by the applied bias, and the electrons from the semiconductor can
go over the barrier. This process is called thermionic emission. (c)
Reversed bias state. The energy barrier is increased by the applied
voltage and the electrons can no longer go over the barrier, but could
tunnel through the barrier. This is the so called thermionic field
emission process. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

4.2 Modeled I-V characteristics of a Schottky diode using TE and TFE,
respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

4.3 (a) Band diagram of a Schottky contact with a thin insulating layer
present between the semiconductor and the metal. (b) I-V charac-
teristics of a Schottky contact with with a thin insulating layer of
thickness 15 Å and 35 Å, respectively. . . . . . . . . . . . . . . . . . . 26

4.4 Modeled I-V characteristics of a P-N junction with Ohmic contact and
a Schottky contact, in dark and illuminated condition, respectively.
The rectifying behavior of the Schottky barrier reduces the forward
current and introduces a kink in the illuminated I-V curve. . . . . . . 27

4.5 (a) Band diagram of a reversely biased, illuminated p-n junction in
series with a Schottky barrier with an insulating oxide layer. The
Schottky barrier height is reduced by the applied bias and the pho-
togenerated charge carriers can tunnel through the oxide layer. (b)
Forwardly biased, illuminated p-n junction in series with a Schottky
barrier with an insulating oxide layer. The Schottky barrier height is
increased by the applied bias and the photogenerated charge carriers
cannot tunnel through both the oxide layer and the Schottky barrier. 28

xi



List of Figures

5.1 Schematic structure of an SEM. An electron gun produces an electron
beam that is accelerated down through the column by an electric
field. An electrostatic gun lens forms the first cross-over. A set of
apertures and electromagnetic lenses are used to further de-magnify
the beam diameter, and a set of scan coils are used to scan the beam
across the sample. Various signals are generated from the beam-
sample interaction and detected to form an image or provide other
information of the sample. . . . . . . . . . . . . . . . . . . . . . . . . 30

5.2 (a): Qualitative illustration of the beam interaction volume in an
SEM. Once the beam hits the sample it is broadened due to the
interaction between the electrons and the atoms in the sample. This
reduces the resolution of the BSE signal. SEs are also generated in the
whole interaction volume, however, since it is only those SEs that are
generated close to the surface that escape and get detected, the SE
signal can have almost the same resolution as the beam diameter. (b):
Topographic contrast mechanism for SE. The blue arrows represent
SE that can escape from the sample, and red arrows represent SE
that stays in the sample. As can be seen, highly tilted surfaces, edges
and corners result in high SE signal while flat surfaces and valleys
result in low SE signal. . . . . . . . . . . . . . . . . . . . . . . . . . . 31

5.3 (a) Detection of BSE and SE with an ET detector. By applying a
positive bias to the detector, the low-energetic SE will be drawn into
the detector while the high-energetic BSE will be unaffected. (b)
Real-life analogy of SEM images generated with a positively biased
ET-detector. The images will appear as if the viewer is located at
the beam source and the sample is illuminated with a directional light
source (BSE signal) located at the position of the detector, and an
additional diffuse lighting source (SE signal). . . . . . . . . . . . . . . 32

5.4 Beam interaction volume simulated using Monte Carlo model at beam
acceleration voltage (a) 1 keV (b) 10 keV and (c) 30 keV . . . . . . 33

xii



List of Figures

5.5 (a) Simplified schematic of a TEM. An electron gun emits electrons
that are accelerated by an electric field. Condenser lenses and aper-
tures are used to form a parallel beam that illuminates the sample.
The electrons are scattered into different angles by the interaction
with the sample. In imaging mode, electrons that emerge from one
point on the sample (solid lines of same color) are gathered into one
point on the screen or CCD camera by a set of lenses. In diffraction
mode, it is instead electrons that are diffracted into the same angle
(dashed lines of same color) that are gathered into one point. To tog-
gle between the two modes, it is sufficient to change the strength of
the intermediate lens. (b) Graphical description of Bragg’s law. The
incoming electron rays are reflected at the atomic planes. If θ is such
that the extra distance the lower ray need to travel (green segment)
equals an integer number of wavelengths, constructive interference
occur and diffraction is obtained at that angle. (c) Principal behind
BF and DF imaging. For BF the objective aperture is placed so that
the central spot can pass through, while for DF one or more diffracted
spots are chosen to pass through. . . . . . . . . . . . . . . . . . . . . 35

5.6 Schematic illustration of a FIBSEM. The instrument contains both
an SEM-column and a FIB-coulmn, tilted approximately 50° with
respect to each other. The ion beam may be used to sputter material
from the sample while the electron beam is used for imaging. . . . . . 37

5.7 (a) Schematic illustration of the STM-SEM holder. Reprinted with
permission from Nano Energy, 53, 2018, 175-181 (Paper I). Copyright
Elsevier 2018. (b) Photograph of the STM-SEM sample holder used
for the experimental work. The LED is mounted above and behind
the STM-probe, approximately 1 cm away from the sample. . . . . . 38

5.8 (a) Schematics of the experimental system. The STM-probe and the
nanowire are attached through Pt-deposition. The external circuit
contains a picoammeter and a power supply, enabling I-V measure-
ments. Electron-hole pairs that are generated by absorption of pho-
tons from the LED gets separated by the built-in field of the radial
p-i-n junction within the nanowire. (b) Equivalent electrical circuit
of the experimental system. The contact is represented by a Schot-
tky diode and a resistance in paralell. The nanowire is represented
by a p-n diode, a current generator, a series resistance and a shunt
resistance. Adapted with permission from Nano Lett. 2021, 21, 21,
9038–9043 (Paper III). Copyright 2021 American Chemical Society. . 40

xiii



List of Figures

6.1 (a) and (c): High resolution TEM image of GaAs nanowire and cor-
responding diffraction pattern. Twin planes where the crystal orien-
tation changes are visible in the image and show up as pairs of spots
in the diffraction pattern. (b) and (d): Dark field images recorded
at lower magnification showing spatial distribution of twin domains.
Dark areas in the upper image are bright in the lower and vice versa,
because the two images were generated by choosing one or the other
diffraction spot in a pair. The horizontal stripes is a result of sample
thickness variation across the nanowire. . . . . . . . . . . . . . . . . . 42

6.2 SEM image of an individually contacted GaAs nanowire. . . . . . . . 43
6.3 (a) Dark and illuminated I-V characteristics of a nanowire contacted

as-grown. The illuminated I-V curve has a kink, indicating a rectify-
ing contact. (b) TEM micrograph of a cross-sectional sample of an
as-grown nanowire. (c) Zoom-in of the area marked with a red square
in (b). The Pt and the GaAs are separated by the native oxide layer
of the nanowire. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

6.4 (a) Dark and illuminated I-V characteristics of a nanowire FIB-milled
at the contact area. The current is high compared to the as-grown
nanowire and the illuminated I-V curve has no kink, indicating a
low resistive, non-rectifying contact. (b) TEM micrograph of cross
sectional sample of a FIB-milled nanowire. Part of the nanowire itself
has been milled away. (c) Zoom-in of the area highlighted in (b). The
oxide layer between the GaAs and the Pt is absent. . . . . . . . . . . 45

6.5 (a) Dark and illuminated I-V characteristics of a single nanowire
before and after contact optimization by Joule heating. (b) Dark
I-V characteristics of a large selection of nanowires that was either
contacted as-grown, FIB-milled or Joule heated. . . . . . . . . . . . . 46

6.6 (a) I-V characteristics of two different nanowires during white LED
illumination. The periodic noise present for Nanowire 1 stems from
the surrounding electrical grid, because the setup was not optimally
shielded at the time. (b) Comparison between the solar spectrum
AM1.5 and the white LED spectrum. . . . . . . . . . . . . . . . . . . 47

6.7 (a) SEM images showing one straining cycle of a single GaAs nanowire
with radial p-i-n junction. (b) I-V characteristics corresponding to
the different straining levels. (c) Diode saturation current of the p-i-n
junction as a function of strain. (d) Band gap energy of the nanowire
as a function of strain. . . . . . . . . . . . . . . . . . . . . . . . . . . 48

6.8 Nanowire resistance as a function of strain for five different nanowires,
two with radial p-i-n junctions and three p-doped. . . . . . . . . . . . 49

6.9 (a) Normalized light intensity as a function of wavelength for the
green LED and the NIR LED that were used to illuminate the nanowires
during straining. (b) I-V characteristics of a single nanowire during
NIR LED illumination at different strain levels. (c) I-V characteris-
tics of another single nanowire during NIR LED illumination at dif-
ferent strain levels. (d) I-V characteristics of a third single nanowire
during green LED illumination at different strain levels. . . . . . . . . 50

xiv



List of Figures

6.10 The photovoltaic parameters ISC (a), VOC (b), FF (c) and PCE (d)
as a function of strain for three different nanowires. Nanowire 1 and
2 were illuminated with a NIR LED and nanowire were illuminated
with a green LED. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

6.11 EBIC-mapping of strained nanowire contacted as-grown. (a) EBIC
map of the nanowire in the relaxed state. (b) SEM image of the
nanowire in the relaxed state. (c) EBIC line profiles of the nanowire
in relaxed and strained states. . . . . . . . . . . . . . . . . . . . . . . 53

6.12 EBIC measurements on bent, as-grown nanowire. (a) SEM images
of the different bending stages of the nanowire. (b) Corresponding
EBIC line profiles. The bumps are artefacts caused by out-of-plane
bending. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

6.13 EBIC mapping of a FIB-milled nanowire. (a) SEM image of the
nanowire in the relaxed state. (b) Corresponding EBIC map. (c)
EBIC line profiles at different strain levels. The EBIC signal is not
affected by the strain when the contact has been optimized. . . . . . 55

xv



List of Abbreviations

List of Abbreviations
BF . . . . . . . . . . . . . . . Bright field
BSE . . . . . . . . . . . . . Backscattered electron
CCD . . . . . . . . . . . . . Charge-coupled device
DF . . . . . . . . . . . . . . Dark field
EBIC . . . . . . . . . . . . Electron beam induced current
ET . . . . . . . . . . . . . . Everhart-Thornley
FIB-SEM . . . . . . . . Focused ion-beam scanning electron microscope
GIS . . . . . . . . . . . . . . Gas injection system
HRTEM . . . . . . . . . High resolution transmission electron microscopy
LED . . . . . . . . . . . . . Light emitting diode
MBE . . . . . . . . . . . . Molecular beam epitaxy
NIR . . . . . . . . . . . . . Near-infrared
NWA . . . . . . . . . . . . Nanowire array
PCE . . . . . . . . . . . . . Power conversion efficiency
SA . . . . . . . . . . . . . . . Selective-area
SC . . . . . . . . . . . . . . . Self-catalyzed
SE . . . . . . . . . . . . . . . Secondary electron
SEM . . . . . . . . . . . . . Scanning electron microscopy
STM . . . . . . . . . . . . . Scanning tunneling microscope
TCO . . . . . . . . . . . . . Transparent conductive oxide
TE . . . . . . . . . . . . . . Thermionic emission
TEM . . . . . . . . . . . . Transmission electron microscopy
TFE . . . . . . . . . . . . . Thermionic field emission
TP . . . . . . . . . . . . . . Twin plane
WZ . . . . . . . . . . . . . . Wurtzite
ZB . . . . . . . . . . . . . . . Zinc Blende

xvi





1. Introduction

1. Introduction
Semiconductors play a vital role in many of the technologies that our society de-
pends upon, because of their unique physical properties. The possibility to control
electrical conductivity and forming electrical barriers makes semiconductors essen-
tial for modern electronics, especially as the fundamental component in transistors.
Furthermore, their controllable ability to either absorb, propagate or emit light
makes them useful for photovoltaic and photonic applications such as solar cells,
photodetectors, light emitting diodes (LEDs), lasers and optical fibers. In all these
applications, the incorporation of semiconductor nanowires can potentially bring
additional capabilities and advantages compared to bulk or thin film semiconductor
structures [1].

Nanowires have high aspect ratios and diameters on the nanometer scale. Per-
haps the most straight-forward motivation for utilizing semiconductor nanowires is
the miniaturization of components, which is essential for a continued technology
development. Nanowire-based field effect transistors could provide further down-
scaling of electronic devices [2]. Nanowires may also be used to miniaturize optical
and optoelectronic devices by acting as optical waveguides [3], nanoscale lasers [4]
and LEDs [5].

The utility of semiconductor nanowires does not stop at miniaturization though.
The greatest potential with semiconductor nanowires stems from the fact that their
nanoscale dimensions and high aspect ratio result in unique mechanical, optical
and electrical properties. For example, semiconductor nanowires are generally more
elastic than their corresponding bulk components, which opens up the possibility to
use elastic strain engineering to tune their electrical and optical properties [6]. Strain
has been shown to alter both the band structure [7], [8] and the charge transport
properties of semiconductor nanowires [9].

One of the most promising applications of semiconductor nanowires is solar cells.
The sub-wavelength diameter of the nanowires enable them to act as antennas for
incoming sunlight, enhancing the light absorbtion. Furthermore, their high surface-
to-volume ratio enable growth of defect-free III-V compound nanowires with direct
band gaps on inexpensive substrates such as Si, which is not possible with bulk
structures. These and other unique properties make semiconductor nanowires po-
tential building blocks for highly efficient, low-cost solar cells. Tremendous progress
have been made in the nanowire solar cell technology during the last two decades,
however their efficiencies, with a record at 17.8% [10], are still far from the theoreti-
cal limit. For further development, versatile characterization techniques are needed,
with the possibility to investigate elastic strain as a means to enhance the nanowire
photovoltaic performance, which at present is not widely explored.

The aim of this thesis is to provide insights on how to further optimize nanowire
solar cells, with emphasis on the elastic strain engineering route towards higher
efficiencies. By the means of in situ electron microscopy, a technique has been es-
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1. Introduction

tablished for making stable, high-quality electrical contacts to individual nanowires
standing vertically on a growth substrate. This enables current-voltage (I-V) mea-
surements during both illuminated and dark conditions, as well as electron beam
induced current (EBIC) maps to be recorded. The experimental setup furthermore
allows elastic strain to be applied to the nanowires. The technique was used to in-
vestigate the electrical and photovoltaic properties, and the effect of strain on those
properties, of single p-doped or radially p-i-n doped GaAs nanowires.

2



2. III-V semiconductor nanowires

2. III-V semiconductor nanowires
III-V semiconductors are composed of one element from group III in the periodic
table and one from group V. Some examples are GaAs, GaN and InAs. Most III-
V semiconductors have direct bandgaps [11], leading to efficient light absorption.
They also have high carrier mobilities. III-V nanowires exhibit these properties
and additional advantages related to the nanowire geometry, making them the most
promising alternative for nanowire solar cells.

2.1 Fabrication methods
A prerequisite for all the nanowire-based research and technology is the ability to
fabricate high-quality nanowires. In 1964, the growth of Si nanowiskers through a
vapor-liquid-solid process was first reported [12]. The first III-V compound nanowires
were made in 1997 [13]. Since then, a rapid development has taken place in this
field. Today, III-V compound nanowires of high quality and uniformity regarding
diameter and length, crystallinity and doping profile can be routinely fabricated.

One way to categorize the different nanowire fabrication methods is to divide
them into top-down and bottom-up processes. In a top-down process, the wanted
nanostructure is formed by removing material from a bulk sample. This is typically
done by forming a protective mask on top of a substrate using lithography, followed
by an etching process where the nanowires are formed with the mask as template.
It has been demonstrated that III-V nanowire with a wide range of diameter and
length can be fabricated using this technique [14]. Even tapered nanowires can be
produced this way [15]. However, the most common way to fabricate III-V nanowires
today is through bottom-up growth, typically on a substrate. With the bottom-
up approach, one can better utilize the unique advantages with nanowires. One
advantage is reduced material consumption, as opposed to the top-down approach
which inevitably entails a waste of material. Other advantages are the possibilities to
form novel, defect-free heterostructures and radial doping profiles, while maintaining
control of the nanowire length and diameter. Three main methods are used to grow
III-V nanowires, metal-seeded, self-catalyzed (SC) and selective-area (SA) growth
[16]. In metal-seeded growth, a metal (usually Au) seed particle is liquefied and forms
a eutectic alloy with the group III element, which act as a catalytic for the nanowire
growth. The III and V compounds are injected in the gas phase and nucleate at
the liquid-solid interface between the catalytic droplet and the substrate. In this
way, the nanowire is grown epitaxially in one direction, one atomic layer at the time
[17]. One concern with this method is that part of the metal seed particle may be
incorporated into the nanowire and degrade the electronic properties [18] [19]. This
risk is eliminated in SC growth, where the growth process is similar but the catalyst
is a pure group III-element droplet [20]. In SA growth, the substrate is covered
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2. III-V semiconductor nanowires

with a mask with defined holes where the nanowire growth take place. The growth
mechanism relies on the formation low-index facets of the nanowires controlled by
the growth conditions, and no catalyst is needed [21].

10 µm

Ga droplet

Ga flux As4 flux

Axial growth

Radial growth

Ga flux As4 flux

(a) (b)

Si substrate

Figure 2.1: Schematic illustration (a) and SEM image (b) of GaAs nanowires
grown by self-catalyzed molecular beam epitaxy.

The nanowires used in this work were fabricated through SC molecular beam
epitaxy (MBE), see Figure 2.1. In MBE, a substrate is placed in a growth chamber
with a pressure of a few 10−11 Torr. This ultra-high vacuum is needed to avoid
unintentional impurities and surface contamination of the grown structure. The
substrate is heated to a temperature of several hundreds of °C. Atomic or molecular
beams of the growth species are injected into the chamber and adsorb on the sub-
strate. No interaction between the species of different beams occur until they reach
the substrate, and this enables fabrication of structures with very abrupt changes
in composition or doping [22]. For growth of GaAs nanowires on a Si substrate,
a flux of Ga and As4 or As2 is added into the chamber. Ga atoms accumulate at
naturally occurring pin-holes in the native SiO2 layer that cover the substrate and
form liquid droplets, which eventually become supersaturated and epitaxial growth
is initiated at the liquid-solid interface between the droplets and the substrate [23].
Since it is the structure of the native oxide that determines where growth will be
initiated, the positions of the nanowires will be random and some will grow at an
angle <90 degrees to the substrate due to the formation of polycrystalline seeds [24].
However, it is possible to grow a thicker SiO2 layer (∼20 nm) and create holes in it
with lithography, when control of the growth positions of the nanowires is needed.
By optimizing the ratio between the diameter and thickness of the holes in the ox-
ide, a high yield of ordered arrays of vertical nanowires can be achieved [25][26].
When the desired length of the nanowires has been achieved, the Ga droplet can be
consumed and the growth conditions such as temperature and beam fluxes may be
changed to promote radial growth, in order to increase the diameter or form radial
doping structures. Doping can be incorporated both during axial and radial growth
by adding a flux of the dopant element [27].
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2.2 Microstructure and properties
III-V nanowires generally have high crystal quality, with a low density of impurities,
point defects and dislocations. However, issues regarding surface defects, stacking
faults due to polytypism and twin boundaries are common. The surface of the
nanowire constitute a disruption in the periodic crystal lattice which may affect the
electronic properties. Especially, electronic states introduced by dangling bonds at
the surface may act as recombination centers for charge carriers, an effect that can
severely impair the performance of nanowire photovoltaic devices. Surface passi-
vation may be used to mitigate these effects [28]. III-V nanowires that have been
exposed to air are typically oxidized and covered with a thin native oxide layer. This
may obstruct the formation of low-resistive electrical contacts to the nanowires by
forming an insulating barrier.

Regarding the crystal structure of III-V semiconductors, either the cubic zinc-
blende (ZB) or the hexagonal wurtzite (WZ) structure is thermodynamically stable
in bulk form, depending on the ionicity of the compound [29]. The ZB structure
can be described as having a stacking sequence of ABCABC... and WZ ABABAB...
along the [111] direction, where each A, B or C represents a bilayer consisting of
both a layer of III-type atoms and a layer of V-type atoms, see Figure 2.2. In the
nanowire geometry, even the structure that is not stable in bulk form can be found
for most of the III-V materials. For example, the WZ structure is not stable in bulk
GaAs, but can exist in GaAs nanowires. Even a mixture of the two phases within
the same nanowire is possible, a phenomenon known as polytypism and illustrated
in 2.2 (a) [30]. By varying the growth conditions, the switching between WZ and ZB
structure could be controlled within the nanowire [31]. Since the crystal structure
affect the band structure of the material this could for example be utilized to form
quantum dots [32]. However, unwanted polytypism may constitute a problem in
other applications. For example, theoretical studies have shown that segments of WZ
structure in otherwise ZB GaAs nanowires can reduce the conductance significantly
[33].
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Figure 2.2: Schematic structure of (a) mixed ZB and WZ crystal phases and (b)
twin planes in III-V nanowires.

Another phenomenon that is common in ZB III-V nanowires is the formation of
twin planes (TP). A TP arises when the crystal orientation is rotated 60° along the
[111] axis, see Figure 2.2 (b), and this can occur spontaneously during bottom-up
growth of GaAs nanowires. A high density of TPs in the ZB structure may reduce
the electron and hole mobilities [33]. However, if the average distance between TPs
is >25 nm, the effect on the electron mobility is insignificant [34]

2.3 Strain engineering
When a crystal is exposed to external stress, it is either plastically deformed or
elastically strained before fracture. Plastic deformation is irreversible and imply
introduction of crystallographic defects which normally lead to degradation of desir-
able electronic properties in semiconductors [35]. Elastic strain on the other hand is
a reversible process where the distance between the atoms in the crystal changes as a
function of applied stress. Since the atomic positions in a periodic crystal affects the
band structure, elastic strain may lead to enhancements of the electrical and optical
properties of the crystal [6]. As an example, strain engineering is commonly used in
complementary metal organic semiconductor (CMOS) technology, where strained Si
is used to enhance charge carrier mobilities [36].
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Figure 2.3: Definitions of tensile stress and strain.

Tensile strain is defined as the ratio between the elongation due to stress and
the original length of an object [37], see Figure 2.3 for further details. Conventional
materials can generally only withstand strain levels <0.2% before plastic deforma-
tion or fracture occurs [38]. For thin films grown on lattice mismatched substrates,
generally only up to 1% strain can be achieved without introducing defects [39]. In
contrast, semiconductor nanowires can withstand strain levels significantly higher
than their bulk counterparts, even as high as 10% in the case of Si nanowires [40].
This opens up the possibility to use elastic strain to tune the properties over a much
wider range than what is possible in bulk structures. Extensive research has been
carried out to investigate the impact of strain on III-V nanowires. For example,
uniaxial strain has been shown to alter the electron transport properties and the
energy of surface states in InAs nanowires [41], [42]. Moreover, strain induced by
bending have been shown to affect the effective mass of valence electrons in GaAs
nanowires [43]. In Paper II we investigated the effect of uniaxial tensile strain on
the electron hole mobility in GaAs nanowires. There are many reports on strain-
induced band gap modifications in GaAs nanowires. For example, mechanically
induced uniaxial tensile strain in ZB GaAs nanowires has been shown to reduce the
band gap energy with up to 296 meV [8]. Furthermore, strain induced by highly
lattice mismatched core-shell structures in GaAs nanowires could reduce the band
gap by 40% [44]. Such large modifications of the band gap may be of high interest
for many applications, especially solar cells, which is discussed in Chapter 3.
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3. Nanowire solar cells
In order to understand the potential of using nanowires in solar cells, it is necessary
to have an understanding of the principles of conventional solar cells. This chapter
therefore starts with some basic theory of solar cells, then continues to the design
and advantages of nanowire solar cells. Lastly, different techniques for characterizing
nanowire solar cells are discussed.

A solar cell is a device capable of converting solar energy into electrical energy.
Figure 3.1 shows the general design of a conventional solar cell. The active part is
composed of a semiconductor doped to form a p-n junction. Here, the sunlight is
absorbed by the semiconductor, and in this process electron-hole pairs are created.
These mobile charges are subsequently separated by a built-in electric field that
arises at the junction. Electrons go into the n-doped part and holes go into the p-
doped part. If the p- and n-doped regions are electrically connected by an external
circuit, a current will flow in order to equalize the potential of the two regions. This
current is called photocurrent, Iph, and can be used to power an electrical device,
or charge a battery for example.

Top contact

p-layer

Bottom

n-layer

p-n junction

h+e–

h+e–

Sunlight

R

contact

Iph

Figure 3.1: Schematic structure of a conventional solar cell. The built-in field at
the p-n junction separates the charge carriers generated by absorption of sunlight,
giving rise to a photocurrent.

3.1 The p-n junction
Evidently, the p-n junction plays a key role in the function of a conventional solar
cell. Without it, there would be no separating mechanism for the generated electron-
hole pairs, and no electrical current would be generated by the cell. To a large
extent, it is the physical properties of the p-n junction that governs the function of
a conventional solar cell, and the details of those properties will be discussed in this
section.
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In an intrinsic semiconductor, the Fermi energy (EF ) is in the middle of the gap
between the conduction band and the valence band, but it can be shifted by doping
the semiconductor. In an n-doped semiconductor there is an excess of free electrons
in the conduction band, and EF is shifted upwards, see Figure 3.2 (a). In a p-doped
semiconductor there is an excess of free holes in the valence band, and EF is shifted
downwards, see Figure 3.2 (b).

EF

EC

EV

Electron
Hole

N-type P-type

(a) (b) (c)

EF

EF

Figure 3.2: (a) Band diagram of a n-doped semiconductor. The Fermi energy is
closer to the conduction band than the valence band. (b) Band diagram of a p-doped
semiconductor. The Fermi energy is closer to the valence band than the conduction
band. (c) Band diagram of a p-n junction in equilibrium. The Fermi-levels are
aligned which results in a slope in the conduction and the valence band.

If the n-doped and p-doped regions of the semiconductor are brought into physical
contact, the Fermi-levels will become aligned throughout the whole material when
equilibrium is reached [45]. Still, deep into the n-doped (p-doped) region EF will
remain close to the conduction (valence) band. As a result, there will be a slope in
the energy of the conduction and valence band in the region at the p-n junction, see
Figure 3.2 (c), meaning that there is an electric field across this region. The physical
origin of this field can be explained through the following reasoning: The n-doped
region has an excess of free electrons and the p-doped region has an excess of holes.
When they are brought into contact there will accordingly be a diffusion force on
the electrons towards the p-doped region and a diffusion force on the holes towards
the n-doped region. When the electrons diffuse to the p-side, they will recombine
with the holes there and leave behind uncompensated positive charges in the form
of immobile donor ions, see Figure 3.3 (a). Analogously, the holes diffusing over to
the n-side will leave behind a negative charges. These growing charges will give rise
to an electric field that counteract the diffusion force on the charge carriers. When
equilibrium is reached the diffusion force and the electric field force will completely
cancel each other out. The region where the field is present is called the depletion
layer, because the free charge carriers are almost depleted here [46].
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Figure 3.3: (a) Cross section of a p-n junction under illumination. The field
across the depletion layer arises due to uncompensated ion charges. Charge carriers
generated in the depletion layer are separated directly by the built-in field. Charge
carriers generated in the neutral regions need to diffuse to the depletion layer to get
separated, and may recombine before they get there. (b) Band diagram of a p-n
junction under illumination. The generated electrons and holes are separated by the
built-in field. This results in a difference in Fermi energies between the n-side and
the p-side, and gives rise to a photocurrent.

When the p-n junction is illuminated by light, the photons could be absorbed
and electron-hole pairs created. The field across the junction will act as a separator,
forcing the electrons to move into the n-doped region and the holes to move into the
p-doped region, illustrated in Figure 3.3 (a) and (b). The concentration of electrons
in the n-doped region and the concentration of holes in the p-doped region will
then be higher than the equilibrium case. This will split the Fermi-levels of the two
regions, and be a driving force for the electrons to go to the p-side and holes to
go to the n-side through the external circuit [46], giving rise to a net photocurrent.
Not all photons will be absorbed inside the depletion layer though. Some of them
will be absorbed some distance away from the junction, either in the n-doped or the
p-doped region. The generated minority carriers (electrons in the p-type region and
holes in the n-type region) first need to diffuse to the junction in order for the built-
in field to force them into the opposite region, see Figure 3.3 (a). While they are
diffusing, there is a probability that they recombine, meaning that an electron in the
conduction band fills a hole in the valence band. The charge carriers that recombine
before reaching the junction will not contribute to the photocurrent. Recombination
is discussed in further detail in section 3.3.

The built-in field of a p-n junction acts as a barrier for majority carriers (holes
in the p-type region and electrons in the n-type region). If an external electrical
bias is applied, this barrier can be either increased or decreased, depending on the
polarity. In the so called forward bias condition, with the positive pole connected
to the p-side, the barrier is lowered and the majority carriers can pass the junction
into the opposite region, see Figure 3.4 (a). Since the concentration of majority
carriers is high in a doped semiconductor, the current in the forward bias regime can
become large. The energy distribution of the majority carriers can be approximated
with a Maxwell-Boltzmann distribution. As the voltage is increased and the barrier
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is reduced more and more, the number of electrons and holes that can pass the
depletion layer will therefore increase exponentially, and the forward bias current
will have an exponential voltage dependence [45].

IS

IG

EV

EC

EF

EF

EV

EC

EF

EF

(a) (b)

I

Figure 3.4: (a) Band energy diagram of a forward biased p-n junction. The Fermi
levels of the p- respectively the n-side are split up, causing the energy barrier to
decrease. (b) Band energy diagram of a reverse biased p-n junction. The Fermi
levels of the p- respectively the n-side are again split up, but in the other direction
compared to forward bias, causing the energy barrier to increase.

In the reverse bias condition though, the barrier is increased as a result of the
additional voltage drop over the junction, see Figure 3.4 (b). In this situation,
there are two types of currents that can flow, the generation current IG and the
saturation current IS. IG is caused by the thermal generation of charge carriers
in the depletion layer, which will be separated by the field at the junction. IS is
constituted of minority carriers that passes the junction, i.e. electrons that are
swept by the field from the p-side to the n-side, and holes that are swept in the
other direction. Since the concentration of minority carriers is usually very small
compared to majority charge carriers in a doped semiconductor, IS will take small
values. As the reverse bias increases, the field strength across the junction will
increase, but the concentration of minority carriers will remain the same. IS will
therefore be independent of the applied voltage, hence the name saturation current
[45].

Both IG and IS are usually assumed to be negligibly small, and in that case the
p-n junction is current rectifying, meaning a current can only flow in one direction.
The current through a p-n junction as a function of applied bias, I(V ), can be
modeled by the Shockley equation:

I = IS

[
exp

(
qV

nkBT

)
− 1

]
. (3.1)

Here q is the elementary charge, kB is the Boltzmann constant, T is the absolute
temperature, and n is the so called ideality factor of the junction. This equation
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clearly fulfills the requirement that the current should increase exponentially at
positive bias and quickly stabilize at IS at negative bias. IG is not taken into
account in this model. Furthermore, IS can be related to the band gap energy (Eg)
of the junction through the expression

Is = Ce−Eg/nkBT , (3.2)

where C is a constant related to the semiconductor [47].

3.2 Solar cell I-V characteristics
As mentioned earlier, the p-n junction is the basis of a conventional solar cell. There-
fore, we can use the Shockley equation as a basis to model the I-V characteristics of
a solar cell. However, some additions need to be made to make the model accurate.
First of all, in a solar cell device the p-n junction needs to be connected to an exter-
nal circuit in order to harvest the electrical energy. A finite resistance will always
be present in this circuit and especially at the contacts between the circuit and the
semiconductor. This resistance will be in series with the p-n junction, and is labeled
Rse in the model. Furthermore, in practical devices there may exist a current path
in parallel with the p-n junction. It can be the result of inhomogeneuos doping or
bad insulation between the top and bottom contact. This is included in the model
by a so-called shunt resistance Rsh, in parallel with the junction. Finally, the pho-
tocurrent Iph that is generated when the solar cell is illuminated can be represented
by a current generator in the model. The direction of this current will be the same
as for reverse bias. The equivalent electrical circuit of this model is shown in Figure
3.5 (a). Here the p-n junction is represented by a diode since it is current rectifying.
With these additions, equation 3.1 becomes

I = V −RseI

Rsh

+ IS

[
exp

(
q(V −RseI)

nkBT

)
− 1

]
− Iph. (3.3)

This is known as the single diode model for solar cells [48].
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Figure 3.5: (a) Equivalent circuit of a non-ideal solar cell using the single-diode
model. (b) I-V characteristics of an ideal solar cell. In the dark state the current
is practically zero in the reverse bias regime and has an exponential dependence
on the voltage in the forward bias regime. In the illuminated state the I-V curve
is a superposition of the dark I-V curve and the photocurrent Iph. The important
parameters ISC and VOC can be extracted from the illuminated I-V curve.

Figure 3.5 (b) shows the I-V characteristics of an ideal solar cell under dark
and illuminated conditions. In this case, the I-V characteristics during illumination
follows the superposition principle, which means it is the exact same I-V charac-
teristics as in the dark, only shifted downwards by the absolute value of Iph. From
the I-V characteristics during illumination it is possible to extract some important
parameters that are commonly used to assess the performance of solar cells. The
short circuit current ISC and the open circuit voltage VOC are two such parameters.
ISC can be found by reading the value of the current where the I-V curve intersects
the y-axis, and VOC is the value of the voltage where the I-V curve intersects the
x-axis, see Figure 3.5 (b). If the effect of Rse and Rsh is negligible, then ISC = Iph

and equation 3.3 can be used to find an expression between ISC and VOC :

VOC = nkBT

q
ln
(
ISC

IS

+ 1
)

(3.4)

The resistance of the load in the external circuit will determine in which point
on the I-V curve the solar cell will operate, i.e what the values of the current and
voltage will be. If the solar cell is operated at short circuit conditions, the current
will have the highest possible value, ISC , but the voltage will be V = 0. The power
output in this situation will therefore be POut = IV = ISC ·0 = 0. If it is operated at
open circuit conditions the voltage will have the highest value, VOC , but the current
will be zero so again, POut = 0. Somewhere in between these extremes an optimum
will exist, generating the highest possible POut. This is the maximum power point
[VMP , IMP ], indicated in Figure 3.5 (b). The third parameter for assessment, the fill
factor (FF ), is then defined as

FF = IMPVMP

ISCVOC

(3.5)
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Geometrically, FF is the ratio between the area of the solid line rectangle and the
dashed line rectangle in Figure 3.5 (b). The fill factor can thus be said to be a
measure of the “squareness” of the illuminated I-V curve, and the more square the
curve is, the higher is the generated power. Further, the power conversion efficiency
(PCE) of a solar cell is defined as

PCE = POut

PIn

= FF ∗ ISC ∗ VOC

PIn

. (3.6)

PIn is the input power coming from the light, which is 100 mW per cm2 for 1 Sun
illumination.

3.3 Loss mechanisms in solar cells
Real solar cells can never be truly ideal and several mechanisms exists that may
introduce losses. First of all, the parasitic resistances Rse and Rsh may have a
detrimental effect on the solar cell performance, see Figure 3.6. A large Rse reduces
the FF . A small Rsh reduces both FF and VOC , and a combination of both large
Rse and small Rsh additionally reduces ISC . All these effects reduces the PCE of
the solar cell.

Ideal

Low Rsh

High Rse

Both low Rsh
and high Rse

I

V

Figure 3.6: Illustration of how Rse and Rsh affects shape of the illuminated I-V
curve and the performance of a solar cell.

Another loss mechanism in solar cells is recombination. Electrons and holes
generated in a semiconductor have a limited lifetime, and will therefore eventually
recombine. There exist different recombination processes, and they can be divided
into radiative recombination and non-radiative recombination. In order for a solar
cell to achieve the theoretical maximum output voltage, the recombination processes
should be strictly radiative. Radiative recombination means that a photon is pro-
duced when an electron-hole pair recombines. This photon can then be recycled
within the absorbing material to create another electron-hole pair, a process that
helps maintaining a high concentration of charges and thus a high voltage difference
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between the n- and p-doped regions during illumination. Non-radiative recombina-
tion on the other hand only results in loss of available charge carriers and reduces
the VOC of the solar cell [49]. Non-radiative recombination can occur when elec-
tronic states are introduced within the band gap because of defects in the crystal
structure or dangling bonds at the surface of the semiconductor [35]. It is therefore
important to have high crystal quality and in some cases surface passivation, in
order to reach a high PCE. The recombination processes are taken into account by
the ideality factor, n, in the single diode model. For the ideal case, with strictly ra-
diative recombination occurring in the neutral regions, n = 1. However, for strictly
non-radiative recombination occurring in the depletion region of the junction, n =
2. A mixture of the two processes results in 1 < n < 2. If additional junctions are
present in the circuit, for example at the contact, it is possible that n > 2 [50].

A more fundamental cause of energy loss in solar cells is thermalization. When-
ever a photon, with energy higher than Eg of the active material in the solar cell,
is absorbed, an electron will be excited to an energy level above the bottom of the
conduction band, see Figure 3.7 (a). This excess energy will rapidly be transferred
into the semiconductor crystal in the form of lattice vibrations, in a process termed
thermalization. Therefore, the maximum energy that can be harvested from an ab-
sorbed photon is Eg, regardless of the initial photon energy. At this point, it would
seem that a larger band gap always results in a higher efficiency, since then a lesser
part of the photon energies is lost through thermalization. However, since no pho-
tons with energies < Eg can be absorbed, a larger Eg will result in fewer absorbed
photons. Therefore, the optimal choice of Eg will be a compromise between mini-
mizing thermalization losses and maximizing absorption, and it will depend on the
spectral irradiance of the incoming light. Figure 3.7 (b) shows the AM1.5 standard
solar spectrum [51] and the usable intensity for Eg = 1.7 eV and Eg = 1.1 eV under
the assumption that every absorbed photon contributes with an energy equal to Eg

and no photons with energies less than Eg get absorbed. It is evident that a high
band gap solar cell make better use of the high energetic (short wavelength) photons
but cannot use the low-energetic ones at all, while a low band gap solar cell absorb
a higher number of photons, but make poor use of the high-energetic ones. The
optimal band gap for the AM1.5 spectra must therefore be somewhere between 1.7
and 1.1 eV, more particularly at 1.34 eV. At this band gap, the maximum theoretical
efficiency for a p-n junction solar cell that is only limited by radiative recombination
is 33.16% [52]. This is the so called detailed balance limit [53], famously known as
the Shockley-Queisser limit.
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Figure 3.7: (a) Principle of thermalization. A photon with energy larger than
Eg excites an electron to an energy level higher than EC . The excess energy is
transferred to the crystal lattice in the form of phonons. (b) The AM1.5 solar
spectrum and the maximal usable intensity for a single band gap solar cell with
Eg = 1.7eV and Eg = 1.1eV.

In order to overcome the compromise between high absorption and low ther-
malization losses, materials of different band gaps are stacked upon each other in
multijunction solar cells. In this way, the Shockley-Quiesser limit can be beaten
and the record efficiency for a multijunction solar cell is 39.5 % [54], which is the
best for all photovoltaic technologies at 1 Sun illumination [55]. However, the fab-
rication of such cells is complicated because only a small lattice mismatch between
different materials can induce a high density of defects, detrimental for the cell. As
a result, these type of solar cells are highly expensive, and therefore mainly used
in specialized circumstances where a high power density is needed and cost is not
critical, such as space applications [56].

At present, Si solar cells dominate the market because it is a mature technology.
However, their efficiencies are still a bit from the Shockley-Quiesser limit and have
not made significant progress for a long time [57]. Many new solar cell technologies
have emerged the latest decades, with the ambition of outperforming the existing Si
technology and make solar cells really competing with non-renewable sources. Two
main strategies are used, either lower the cost so much that the PCE is not critical,
or increase the PCE. In the next section, we shall see that nanowire solar cells have
the potential of doing both.

3.4 Design and function of nanowire solar cells
The term nanowire solar cell refers to a photovoltaic device where arrays of semicon-
ductor nanowires are the main and active component, responsible for the absorption
of photons and the generation and separation of charge carriers. A typical design of
such a device is shown in Figure 3.8 (a). Here arrays of vertically aligned nanowires
are standing on a substrate. Each nanowire contains a charge separating p-n [58]
or p-i-n junction [59], either in the axial [60] or radial direction [61], see Figure
3.8 (b). The back contact is typically established through a metal contact to the
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substrate. The front contact usually consists of a layer of transparent conductive
oxide (TCO) such as indium tin oxide or aluminum zinc oxide [62], deposited at the
top surface of the nanowires. If any metal seed particle is still remaining at the top
of the nanowires from the growth process, this is usually removed by wet etching
before establishing contact, in order to avoid light reflection [63], [64]. For mechan-
ical stability and electrical insulation, the nanowire arrays are usually embedded in
a transparent polymer such as benzocyclobuten [65], [66], only exposing the tip to
the TCO.
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Figure 3.8: (a) Schematic structure of a nanowire solar cell. (b) Schematic illus-
traion of the difference between the axial junction geometry and the radial junction
geometry

In conventional solar cells, the absorbtion of sunlight scales linearly with the
projected area of the cell. This is intuitive and one can describe the situation with
ray optics. The rays from the sun that do not hit the surface have no chance of
becoming absorbed in the material. The situation becomes quite different for sub-
wavelength structures. In this case, the wave nature of the light can give rise to
resonance effects, dependent on the size, shape and chemical composition of the
structures. Such resonance effects may confine the light within the structure and
enhance the absorption. It has been shown that semiconductor nanowires with di-
ameters of a few hundred nm exhibit this sort of resonance effects. In fact, it has
been experimentally shown that a single, vertical GaAs nanowire can absorb sunlight
corresponding to an area approximately 8 times larger than its physical cross sec-
tional area [67]. This decoupling of the absorption and physical cross section means
that a single nanowire solar cell can have a theoretical apparent efficiency >100%
[68]. Of course, such efficiencies are not possible in large-area solar cells composed
of nanowire arrays, because in that case also the area between the nanowires are
included in the efficiency-calculation. Nevertheless, the waveguiding resonance ef-
fect enables a nanowire array (NWA) to be quite sparse and still absorb most of the
incoming sunlight, see Figure 3.9. In fact, theoretical studies using finite-difference
time-domain (FDTD) simulations have shown that a GaAs nanowire array with
optimized diameter and pitch (distance between nanowires) can absorb more than
90% of the above-band gap incoming sunlight, which is significantly more than a
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GaAs film of the same thickness (2 µm), even though the volume filling ratio of
the NWA is only 0.196 [69]. This means that the material consumption could be
reduced drastically in nanowire solar cells compared to thin films.

Incoming light

Figure 3.9: Enhanced absorption in nanowire array. Due to the wave nature of
light and the sub-wavelength nanowire diameter, the nanowires act as waveguides
for the incoming light and concentrates the light. This enables the nanowire array
to absorb the incoming light without filling up the whole solar cell volume.

Another advantage with the nanowire design is that a NWA can have much lower
reflectance than a thin film. This is because the effective refractive index of a NWA
is lower than for a bulk sample of the same material [70]. The more sparse the NWA
is, the closer the effective refractive index will be to 1 as that of the surrounding
air. It is also possible to make conical nanowires to make a graded-index anti-
reflective coating [71]. Dual-diameter [72] or base-tapered [73] nanowires can be
used to optimize the absorption and material usage.

The radial junction geometry offers a potential advantage over planar junctions,
since it decouples the optical and electrical thickness of the solar cells. This means
that the nanowires can be made long, ensuring full absorption of the incoming
light, without increasing the diffusion path lengths for the generated charge carriers.
However, the radial junction geometry also implies a large junction area, which
increases the IS of the cell [74].

Furthermore, in a conventional solar cell with a non-active absorbing substrate,
a large portion of the photons generated by radiative recombination will be emitted
into the substrate and not contribute to the output power [49]. In a nanowire solar
cell though, fewer photons will be emitted into the substrate due to the waveguiding
effect. This leads to an increased open circuit voltage, and as a result, the Shockley-
Queisser limit for a NWA can be higher than the equivalent thin film cell [75].
Tapered nanowires can even be used to guide the emitted photons back in the
opposite direction of the incoming photons, reducing the entropy losses associated
with randomly emitted photons, thus further improving the optimal efficiency of
nanowire solar cells [76].

Another limitation with thin-film solar cells is that there has to be a high match
between the lattice parameter of the growth substrate and the active layer to avoid
high concentrations of detrimental dislocations [77]. As a consequence, high-efficient
III-V thin films are usually grown on substrates made of expensive materials such
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as Ge. The lattice-matching constraint also severely limits the choices of material
combinations in multijunction solar cells, where layers of different band gap need
to be stacked upon each other [78]. In nanowire solar cells though, highly lattice
mismatched structures are possible because the high surface-to-volume ratio of the
nanowires enables efficient strain relaxation without dislocations [79]. For example,
highly crystalline nanowires composed of GaAs [80], InP [81] and GaAsP [82] can be
grown on inexpensive Si substrates. This lowers the cost and opens up the possibility
for tandem junction solar cells [83].

There are many advantages with the nanowire design but there are also some
drawbacks. The large surface-to-volume makes the nanowire solar cell vulnerable to
surface recombination. Surface cleaning and passivation have been successfully ap-
plied to mitigate this [84], [85], [86], however there is a need for further understanding
and improvement of surface passivation [87]. Furthermore, the small volume of the
nanowires puts high demands on the control of the doping distributions, especially
in nanowires with radial junctions where the thin layers are at risk of getting fully
depleted. Even if separate solutions have been found to many of the critical issues,
a remaining challenge is to combine them in a single device. In order to utilize
the full potential of nanowire solar cells, one needs to optimize both the photonic
properties by controlling the geometrical parameters of the NWA, and the electronic
properties by having a high degree of control over doping and contact formation, all
while keeping the fabrication cost low [74]. One prerequisite for developing nanowire
solar cells is establishing versatile and reliable techniques for characterization and
assessment of individual nanowires, which the next section will address.

3.5 Characterization of nanowire solar cells
Assessment measurements under standardized conditions on full nanowire array cells
are important to provide a fair comparison to other solar cell techniques [88], how-
ever, they give limited insight to what needs to be optimized in order to increase the
efficiency further. There is a need to be able to investigate the properties of indi-
vidual nanowires since they are the building blocks of the solar cells. Of course, the
small size of nanowires makes it challenging to study them. One common approach
is to transfer a single nanowire from the growth substrate and place it horizontally
on an insulating substrate, see Figure 3.10 (a). Electrical contacts to both ends
of the nanowire can then be established by electron beam lithography and metal
evaporation. In the case of radial junction nanowires, an additional step is required
where the core is revealed by an etching process at one end of the nanowire, in order
to contact both sides of the junction [89]. This setup is well suited for characteri-
zation of electrical properties inherent to the nanowires, such as I-V characteristics
[90], charge generation and collection [86] and minority carrier diffusion lengths [91].
However, regarding characterization of optical properties, results obtained from hor-
izontal nanowires will not be directly comparable to vertical nanowires since the
waveguiding resonance effects differ significantly between the two geometries [92],
[93].
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Figure 3.10: Three different techniques for characterizing single nanowire solar
cells.

Another way to characterize individual nanowires is to fabricate a complete solar
cell containing only one single nanowire, see Figure 3.10 (b). In this way, the optical
properties in the vertical geometry may be studied in detail, and the strong light
trapping effect may be observed [67], [94]. However, rigorous sample preparation is
needed for each nanowire to be studied.

A third way to characterize individual nanowires, and the method used in this
thesis, is to use an in situ nanoprobing instrument, see Figure 3.10 (c). In this way,
individual nanowires in array samples can be selected and contacted with high preci-
sion. With this method, charge collection properties [95], [96] and I-V characteristics
during both dark and illuminated conditions of single solar cell nanowires can be
studied [97]. In Paper I, we describe this technique in detail and use it to study
single GaAs nanowire solar cells. The advantage of this method is that the mea-
surements can be carried out directly on nanowire array samples without the need
of special sample preparation. Furthermore, the effect of mechanical strain on the
properties of nanowire solar cells may be investigated by this technique. However,
care must be taken to ensure a stable mechanical and electrical contact between
the nanowire and the nanoprobe, in order for the results to be representative of
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the nanowire properties. This can be especially challenging for self-catalyzed grown
nanowires that lack a metal seed particle at the top.

3.6 Strain engineering of nanowire solar cells
As discussed in Section 2.3, extensive research has been carried out regarding the
effect of strain on electrical and optical properties of semiconductor nanowires. Many
of these effects could potentially be utilized in nanowire solar cells. For example,
the ability to tune the band gap energy can be very advantageous since it dictates
which photons that can get absorbed and how much of their energies that gets used.
Despite this, reports of strain engineering applied to nanowire solar cells are scarce.
Compressive strain has been shown to increase the photovoltaic efficiency of single
Cu2S/CdS nanowires by the piezo-phototronic effect [98]. Likewise, the same effect
has been utilized in ZnO nanowire arrays to enhance the performance of Si-based
solar cells [99]. Furthermore, a theoretical study has shown that compressive strain
may increase the efficiency of GaAs nanowires containing both ZB and WZ segments
[100]. In paper III, we study the effect of mechanical strain on the electrical and
photovoltaic properties of GaAs nanowire solar cells.
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4. Metal-semiconductor contact
High quality metal-semiconductor contacts are essential for semiconductor technol-
ogy. All semiconductor devices generally need to be connected to a metal-based
electrical circuit, either for power supply, signal processing or energy harvesting.
This chapter describes the formation and electrical behaviour of Ohmic and Schot-
tky contacts, and accounts for a theoretical model of current flow through a Schottky
barrier. In the end, the detrimental effect of a Schottky barrier on p-n junction based
photovoltaics is discussed.

4.1 Ohmic contact
Ohmic contacts are characterized by low resistances and linear I-V characteristics.
For most applications, Ohmic contacts are desirable, since they do not affect the
overall I-V characteristics of the device. However, at a metal-semiconductor interface
an energy barrier, which obstructs the flow of charge carriers, is often formed due to
the band gap of the semiconductor. The height of the barrier is usually dependent
on the work function of the metal and the electron affinity of the semiconductor
[45]. In some cases, an Ohmic contact may be achieved by choosing a metal with
a work function lower than the electron affinity of the semiconductor. However,
in many cases the Fermi level of the metal tend to align within the band gap of
the semiconductor, forming a barrier regardless of the metal work function [101].
Instead, the most common way to achieve Ohmic metal-semiconductor contacts is
to create a high doping concentration in the semiconductor locally at the contact.
This is typically done by deposition of several layers of suitable metals (Pd/Ge/Au
for n-doped GaAs), followed by an annealing process where the metal diffuses into
the semiconductor [102]. In this way, the barrier becomes so narrow that electrons
may easily tunnel through, and high currents may flow in both directions. While
this approach usually results in high quality Ohmic contacts, it may be difficult to
implement, especially in nanoscale applications.

4.2 Schottky contact
As opposed to an Ohmic contact, a Schottky contact is current rectifying and has
non-linear I-V characteristics. A Schottky contact is usually formed if the semicon-
ductor has low doping and the Fermi level of the metal is within the band gap of
the semiconductor.

If an n-doped semiconductor with a high Fermi level and a metal with a lower
Fermi level are brought into electrical contact, electrons will flow from the semicon-
ductor to the metal until an equilibrium is reached and the Fermi levels of the two
materials are aligned. This will leave immobile positive ions in the depleted region
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Figure 4.1: Metal-semiconductor Schottky contact in (a) equilibrium. The Fermi
levels are aligned and the conduction and valence bands are bent close to the interface
of the two materials, creating an energy barrier for the electrons. (b) Forward bias
state. The energy barrier is lowered by the applied bias, and the electrons from the
semiconductor can go over the barrier. This process is called thermionic emission.
(c) Reversed bias state. The energy barrier is increased by the applied voltage and
the electrons can no longer go over the barrier, but could tunnel through the barrier.
This is the so called thermionic field emission process.

of the semiconductor, giving rise to a built-in field and a bending of the conduction
and valence band energies [45], see Figure 4.1 (a). The slope in the band energies
of the semiconductor forms a barrier for the electrons. Under forward bias condi-
tions, i.e when an external bias is applied with the positive pole connected to the
metal, the barrier is lowered and thermally excited electrons in the semiconductor
can go over the barrier into the metal, as in Figure 4.1 (b). This is called thermionic
emission (TE) [103] and is described by

I = SA∗T 2exp
(

− φb

kBT

)
exp

(
qV

nkBT

)
×
{

1 − exp
(

− qV

kBT

)}
, (4.1)

where I is the current, S the area of the contact, A∗ is Richardson’s constant,
T the temperature, φb is the barrier height, kB is Boltzmann’s constant, q is the
elementary charge, n the ideality factor and V is the applied bias. Under reverse
bias conditions, however, the barrier height will increase and the electrons cannot
go over the barrier. This results in a current rectifying behaviour of the contact if
only thermionic emission is considered. However, in many cases there is a significant
current flowing even in the reverse bias state, especially in nanoscale applications
[104]. The reason for this is that there is a possibility for the electrons to tunnel
through the barrier, see Figure 4.1 (c). This phenomena is described by thermionic
field emission (TFE) theory [105], which states that the current through a Schottky
barrier is given by

I = Isb(V, φb) × exp
{
V
(

q

kBT
− 1
E0

)}
(4.2)

where the saturation current Isb can be expressed as
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Isb = SA∗T (πqE00)1/2
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Here ξ is difference in energy between the Fermi level and the bottom of the con-
duction band. E0 can be expressed as

E0 = E00coth
(
qE00

kBT

)
(4.4)

and

E00 = ~
2

(
Nd

m∗
nε

)1/2
(4.5)

whith Nd being the doping concentration, m∗
n the effective electron mass and ε is

the permittivity. In Figure 4.2 it is evident that the TFE model gives a significantly
larger current during reverse bias than the TE model.
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Figure 4.2: Modeled I-V characteristics of a Schottky diode using TE and TFE,
respectively.

4.2.1 Surface defects and insulating layer
In practice, a thin insulating layer is often present between the metal and the semi-
conductor. For example, if III-V nanowires are exposed to air, they usually get
covered with a thin native oxide layer. If this oxide layer is not removed before
contacting the nanowire, it increases the distance between the semiconductor and
the metal, which reduces the probability of tunneling, see Figure 4.3 (a). The effect
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of an insulating layer with a thickness δ and a mean barrier height χ may be taken
into account in the model by incorporation of an effective Richardson’s constant
A∗∗defined as [104],

A∗∗ = A∗exp(−χ1/2)δ. (4.6)

In Figure 4.3 (b) it can be seen that the thickness of the insulating layer affects the
current significantly.

MetalSemiconductor

EF

Oxide
layer

(a) (b)

Figure 4.3: (a) Band diagram of a Schottky contact with a thin insulating layer
present between the semiconductor and the metal. (b) I-V characteristics of a
Schottky contact with with a thin insulating layer of thickness 15 Å and 35 Å,
respectively.

There may also be localized electronic states at the interface between the semi-
conductor and the metal, that introduce an alternative current path, which can be
considered as a shunt resistance in parallel with the Schottky barrier. This will lead
to linear I-V characteristics at very small biases [106].

4.2.2 Combination of a p-n junction and Schottky barrier
High quality contacts are crucial for the performance of solar cells. However, it
is common that an unwanted Shottky barrier is formed at the contact, especially
for in situ measurement of single nanowires where optimal contact formation may
be obstructed by the complexity of the experimental setup. Figure 4.4 shows an
example of modeled dark and illuminated I-V characteristics of a p-n junction with
Ohmic contact and a p-n junction with a Schottky contact.

The dark current is significantly reduced by the Schottky barrier. The illuminated
I-V curve is affected even more. Instead of being a superposition of the dark I-V
curve, it has an S-shape around zero bias. This rather peculiar feature is qualitatively
explained by the band diagrams shown in Figure 4.5. If the p-n junction is combined
with a Schottky contact with an insulating oxide layer on the n-side, there will be
two slopes in the bands with opposite direction. When the p-n junction is reversely
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Figure 4.4: Modeled I-V characteristics of a P-N junction with Ohmic contact and
a Schottky contact, in dark and illuminated condition, respectively. The rectifying
behavior of the Schottky barrier reduces the forward current and introduces a kink
in the illuminated I-V curve.

biased [Figure 4.5 (a)], the Schottky barrier is forwardly biased and the barrier
height at the contact is lowered, letting through the photogenerated charge carriers.
However, when the p-n junction is forwardly biased [Figure 4.5 (b)], the height of
the Schottky barrier increases as it is reversely biased. The photogenerated charge
carriers are blocked by the barrier and the oxide layer, and the photocurrent is
significantly reduced.
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Figure 4.5: (a) Band diagram of a reversely biased, illuminated p-n junction in
series with a Schottky barrier with an insulating oxide layer. The Schottky barrier
height is reduced by the applied bias and the photogenerated charge carriers can
tunnel through the oxide layer. (b) Forwardly biased, illuminated p-n junction in
series with a Schottky barrier with an insulating oxide layer. The Schottky barrier
height is increased by the applied bias and the photogenerated charge carriers cannot
tunnel through both the oxide layer and the Schottky barrier.
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5. Experimental techniques,
methods and materials

5.1 Scanning electron microscopy
The general construction of a scanning electron microscope (SEM) is shown schemat-
ically in Figure 5.1. An electron gun is located at the top of the instrument where
electrons are emitted and accelerated downwards by an electric potential in the
order of 1-30 keV. An electrostatic gun lens gathers the electrons into a crossover-
point, and this crossover is subsequently de-magnified by a set of electromagnetic
lenses located further down a cylindrical space commonly known as the "column"
of the microscope. Unlike glass lenses, the focal length of an electromagnetic lens
can easily be altered by changing the current running through its coil. In this way,
the de-magnification of the crossover and the lateral point where the beam is in
focus can be changed simply by turning a knob changing the coil current. As the
electrons travel down the column they also pass through a number of apertures with
variable sizes that control the current and the convergence angle of the beam. The
column also contains a pair of so called scanning coils. Their task is to deflect the
beam so that it is scanned over a certain area of the specimen. The objective lens,
located at the bottom of the column, is used to focus the beam on the surface of
the specimen, which generally is located around 2-50 mm below the polepiece of the
objective lens. Once the electron beam hits the sample, various signals are generated
due to interactions between the beam electrons and the sample. These signals carry
different information and can be used to form an image of the specimen, but also
for spectroscopy determining elemental composition, diffraction for crystallographic
characterization etc. [107].

5.1.1 Imaging
In the image formation process, the beam is scanned over an area of the specimen
in an x-y pattern. The beam stops for a certain amount of time, typically in the µs
range, at a discrete set of points on the specimen. Simultaneously, an image is built
up on a computer display where the pixels have a one-to-one correspondence to the
beam locations on the specimen. The brightness of each pixel is determined by the
strength of the signal that is chosen to be collected. Most SEM images generated in
this way tend to be surprisingly intuitive to interpret. However, a basic knowledge
of the signal generation and detection, image formation and contrast mechanisms
helps to correctly interpret the fine details.
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Figure 5.1: Schematic structure of an SEM. An electron gun produces an elec-
tron beam that is accelerated down through the column by an electric field. An
electrostatic gun lens forms the first cross-over. A set of apertures and electromag-
netic lenses are used to further de-magnify the beam diameter, and a set of scan
coils are used to scan the beam across the sample. Various signals are generated
from the beam-sample interaction and detected to form an image or provide other
information of the sample.

The two main signals used for image formation are so-called backscattered elec-
trons (BSEs) and secondary electrons (SEs). BSEs are primary electrons (electrons
from the beam) that due to both elastic and inelastic collisions with the atomic nu-
clei in the sample changes their traveling direction and eventually escape the sample
more or less in the opposite direction of the beam. When these BSEs leave the sam-
ple their kinetic energies range from almost zero up to the energy of the incoming
electrons (1-30 keV). A consequence of the collisions is that the beam broadens on
its way through the specimen. The corresponding volume is called the beam inter-
action volume, see Figure 5.2 (a). The broadening lowers the imaging resolution
for the BSE signal. The probability for the primary electrons to collide depends on
the atomic number, Z, of the elements in the sample. Heavy elements generate a
stronger BSE signal than lighter elements, and this phenomenon is the basis for a
contrast mechanism called elemental contrast or Z-contrast. Furthermore, the BSE
signal has a significant directionality, and tends to be strong along the direction of
the specimen normal. This may give rise to a topographic contrast [108].

SEs are electrons that are knocked out from the sample atoms due to inelastic
collisions of the primary electrons. The SEs are generated throughout the whole
interaction volume. However, SEs have small kinetic energies, Ek < 50 eV, and
therefore short mean free paths in the sample. Thus it is only those that are gen-
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erated close to the surface that can escape the sample and give rise to a detectable
signal [107]. The imaging resolution of the SE signal can therefore be close to the
beam diameter, and for high quality SEMs a resolution of less than 1 nm can be
reached [109]. As the tilt angle of the surface of the sample increases, the effective
volume that lies within the escape range for the SE increases. Thus, highly tilted
surfaces give rise to a strong SE signal. Edges, corners and small structures such
as nanoparticles or nanowires also have a large effective volume within the escape
range. A strong SE signal can therefore be expected at such positions, see Figure
5.2 (b). On the other hand, flat surfaces and valleys have small effective volumes
within the escape range, resulting in a weak SE signal. This phenomenon gives rise
to a topographic contrast, and the SE signal is therefore well suited to reveal the
topography of the sample, with high spatial resolution.

Electron beam

SE1
BSE

SE escape 
depth

Limits of interaction volume

(a) (b)

Figure 5.2: (a): Qualitative illustration of the beam interaction volume in an
SEM. Once the beam hits the sample it is broadened due to the interaction between
the electrons and the atoms in the sample. This reduces the resolution of the BSE
signal. SEs are also generated in the whole interaction volume, however, since it is
only those SEs that are generated close to the surface that escape and get detected,
the SE signal can have almost the same resolution as the beam diameter. (b):
Topographic contrast mechanism for SE. The blue arrows represent SE that can
escape from the sample, and red arrows represent SE that stays in the sample. As
can be seen, highly tilted surfaces, edges and corners result in high SE signal while
flat surfaces and valleys result in low SE signal.

Once the SEs and BSEs have escaped the sample, they need to be detected
in order to make use of the signals. The most common detector is the so-called
Everhart-Thornley (ET) detector. It is usually placed above the sample, see Figure
5.3 (a). Both BSEs and SEs can be detected by the ET detector. If a negative bias
>50 V is applied to the detector, all the SEs will be deflected and only the highly
energetic BSEs with trajectories pointing towards the detector will contribute to the
measured signal. The resulting image will therefore have Z-contrast (heavy elements
will appear brighter than light elements), but also some topographic contrast were
the surfaces tilted towards the detector will appear brighter than surfaces tilted away
from the detector. For normal imaging though, the ET detector is usually positively
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biased, with a potential of around 250 V. As a result, the low energy SEs are drawn
into the detector, regardless of the direction of their original trajectories, see Figure
5.3 (a). The BSEs will still be detected, and the measured signal will be a mixture
of both BSEs and SEs. Because of this additional SE signal, the image will gain
extra topographic contrast. Any tilted surface, edge, corner, peak or nanoparticle
will appear bright, whether its facing the detector or not. In order to understand
or imagine how the final image will look like, there is an analogy that can be made
between the situation in the microscope and an everyday life situation, see Figure
5.3 (b). The image will appear as though the the viewer were looking down on
the sample along the direction of the beam, and the sample was both illuminated
by diffuse light and a highly directional light source located at the detector. The
directional light source represents the BSE signal and the diffuse lighting represents
the SE signal. This is what we are used to since the sun is a directional light
source and the scattered light from clouds and objects provides diffuse illumination
of our environment, which is why SEM images generated in this way are so easy
to interpret [107]. However, there are other ways of forming images, using other
types of detectors and signals, which may be more difficult to interpret. In this
thesis though, all the SEM images were generated in the way described above, with
a mixture of SE and BSE signals.

Line of sight

Diffuse lightning

Directional
lightning

Detector

Sample Sample

(a) (b)

Figure 5.3: (a) Detection of BSE and SE with an ET detector. By applying a
positive bias to the detector, the low-energetic SE will be drawn into the detector
while the high-energetic BSE will be unaffected. (b) Real-life analogy of SEM
images generated with a positively biased ET-detector. The images will appear as
if the viewer is located at the beam source and the sample is illuminated with a
directional light source (BSE signal) located at the position of the detector, and an
additional diffuse lighting source (SE signal).

5.1.2 Electron beam induced current mapping
Electron beam induced current (EBIC) mapping is a technique that is used to map
the electronic activity of a sample. When the electron beam is scanned across a
semiconductor sample, electron - hole pairs will be created, just as when the sample
is illuminated by photons. The difference is that the electron beam is localized to a
spot size of a few nanometers. If, for example, a p-n junction is present, the electron-
hole pairs will be separated and generate a current. Since the beam-electrons in an
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SEM generally have energies in the range 0.1 − 30 keV, and typical semiconductor
band gap energies are ∼ 1 eV, each beam-electron can potentially generate thousands
of electron-hole pairs. The measured current will therefore depend on the beam-
current, but with a large amplification. By plotting the measured current over
the analyzed area pixel by pixel, an EBIC map will be created. If the amount of
generated electron-hole pairs is the same in each pixel, the EBIC signal will represent
the fraction that are separated and contribute to the current before recombining.
Parameters that may influence this are the quality of the p-n junction, the electron
and hole diffusion length and distance to reach the junction, and the crystalline
quality of the sample (defects act as recombination centers).

The amount of generated electron-hole pairs is largely dependent on the interac-
tion volume of the beam electrons, and the topography of the sample. If the beam
is placed close to the edge of the sample, so that part of the interaction volume
is outside the sample, it means that some of the beam-electrons will escape before
transferring all their energy to the sample. Fewer electron-hole pairs will therefore
be created. Figure 5.4 shows Monte Carlo simulations of the interaction volume in
a GaAs nanowire at a few different beam acceleration voltages. It is important to
keep this in mind for correct interpretation of EBIC maps.

(a) (b) (c)

Figure 5.4: Beam interaction volume simulated using Monte Carlo model at beam
acceleration voltage (a) 1 keV (b) 10 keV and (c) 30 keV

5.2 Transmission electron microscopy
In a transmission electron microscope (TEM), an electron beam is transmitted
through, and detected below, the specimen. The sample needs to be thin, usu-
ally around 100 nm, in order for the electrons to be transmitted without too much
interaction with the specimen. The resolution of a TEM is 1-10 Å, which means
that the atomic structure of the sample can be investigated. The basic principle of
a TEM is depicted in Figure 5.5 (a). An electron gun generates a current of elec-
trons that are accelerated by an electric field of 50-300 keV. The electron beam then
passes through the illumination system, which consists of an electrostatic gun lens
and a number of condenser lenses and apertures. As in an SEM, the electromagnetic
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lenses create a strong, adjustable magnetic field that affects the trajectories of the
electrons. The apertures are discs with holes where the central part of the beam
can pass through but the rest of the beam is blocked. The condenser lenses form
either a parallel or convergent beam that illuminates the sample. For traditional
TEM imaging and diffraction, a parallel beam is used. After the beam has passed
through the specimen it enters the imaging system, also consisting of lenses and
apertures. Their role is to magnify and project either an image or a diffraction
pattern of the specimen onto a florescent screen or a charge-coupled device (CCD)
camera [110]. Please note that Figure 5.5 (a) is a simplified version of an actual
TEM, which generally has more lenses, apertures and components.
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Figure 5.5: (a) Simplified schematic of a TEM. An electron gun emits electrons
that are accelerated by an electric field. Condenser lenses and apertures are used
to form a parallel beam that illuminates the sample. The electrons are scattered
into different angles by the interaction with the sample. In imaging mode, electrons
that emerge from one point on the sample (solid lines of same color) are gathered
into one point on the screen or CCD camera by a set of lenses. In diffraction mode,
it is instead electrons that are diffracted into the same angle (dashed lines of same
color) that are gathered into one point. To toggle between the two modes, it is
sufficient to change the strength of the intermediate lens. (b) Graphical description
of Bragg’s law. The incoming electron rays are reflected at the atomic planes. If θ
is such that the extra distance the lower ray need to travel (green segment) equals
an integer number of wavelengths, constructive interference occur and diffraction
is obtained at that angle. (c) Principal behind BF and DF imaging. For BF the
objective aperture is placed so that the central spot can pass through, while for DF
one or more diffracted spots are chosen to pass through.

5.2.1 Diffraction
When the electrons are transmitted through a sample, they are scattered because of
interaction with the atoms in the specimen. If the sample is crystalline, the atoms
are ordered in a lattice with a certain periodicity. This results in certain preferred
scattering angles of the electrons, a phenomenon called diffraction. The simplest way
to describe diffraction is through Bragg’s law. In this picture, the atomic planes are
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regarded as mirror planes where the incoming electrons get reflected, see Figure 5.5
(b). In order for constructive interference to occur, the difference in traveled distance
for electrons reflected at different atomic planes has to be an integer multiple, n, of
the wavelength of the electrons. The angles θ that fulfill this requirement can be
found using the Bragg equation:

2d sin θB = nλ. (5.1)

Here θB is the Bragg angle, d is the distance between two adjacent atomic planes
and λ is the wavelength of the incoming electrons. In a TEM, the kinetic energy
of the electrons is known and controlled by the acceleration voltage, thus λ can be
calculated, and θ can be measured. Diffraction can therefore be used to investigate
the spacing between atomic planes of crystalline samples. In fact, it is possible to
find the complete crystal structure of the specimen by analysing so called diffraction
patterns. The dashed lines in Figure 5.5 (a) shows how such a diffraction pattern
is collected in a TEM. Basically, all the electrons that are diffracted along a certain
angle are focused into a spot in the back focal plane of the objective lens. This plane
is then chosen as the object plane of the projection lens, by adjusting the strength
of the intermediate lens, and projected onto the viewing screen or the CCD camera.
Each spot corresponds to one set of parallel atomic planes in the sample, except for
the central spot which corresponds to electrons that have been transmitted through
the sample without being scattered. The distance between a diffraction spot and
the central spot is reversely proportional to the distance between the atomic planes
corresponding to that diffraction spot. The symmetry of the diffraction pattern is
related to the symmetry of the crystal structure of the specimen [110].

5.2.2 Imaging
In a TEM, an image is produced by focusing all the electrons scattered from one
point in the sample to one point at the viewing screen or CCD camera. This is done
by adjusting the strength of the intermediate lens so that the image plane of the
objective lens becomes the object of the projector lens, see the solid lines in Figure
5.5 (a). There are two different modes of imaging typically used in a TEM, bright
field (BF) and dark field (DF). It is the position of the objective aperture relative
to the diffraction pattern that determines whether the resulting image is a BF or
DF image, see Figure 5.5 (c). The objective aperture is located at the back focal
plane of the objective lens, which is a conjugate plane of the diffraction pattern.
This means that by varying the size and position of the objective aperture, one can
choose which diffraction spots will be blocked and which ones that will pass through
the aperture and contribute to the final image. If the central spot, corresponding to
unscattered electrons, is chosen to pass through the aperture, the resulting image
will be BF. Thin, low-mass areas of the specimen that do not scatter the electrons
so much will appear bright, while thicker, high-mass areas will appear dark in a BF
image. If instead the central spot is blocked and only one or more of the diffracted
beams are chosen to pass through the aperture, a DF image will be produced. Then
areas that diffract electrons into the chosen spots will appear bright while other
areas will appear dark. This is especially useful when the specimen contains regions

36



5. Experimental techniques, methods and materials

with different crystal structure or orientation, such as polycrystalline or polytypic
samples.

5.3 Focused ion beam - scanning electron micro-
scope

A focused ion beam (FIB)-SEM is a dual beam instrument with both an electron
beam column and an ion beam column. The two columns are tilted with regards to
each other, normally at an angle of ∼ 50°, see Figure 5.6. The advantage of such an
instrument is that the high-resolution imaging capability of the SEM is combined
with the sputtering capability of the FIB. When the ions hit the sample, atoms
located close to the sample surface will be sputtered away. In this way, the FIB
can be used to remove unwanted material and mill structures in the sample with
high precision, while the process is being monitored using the SEM image. TEM-
lamellae with thicknesses < 100 nm can be routinely prepared using FIBSEM. An
issue with this technique is that ions from the beam can get implanted in the sample
and crystalline samples may undergo a transition to an amorphous phase close to
the milled surface. These unwanted features can, to a certain degree, be limited by
adjusting the acceleration voltage and current of the ion beam.

Most FIBSEM:s also contain a gas injection system (GIS). A precursor gas is
injected close to the sample surface, where the gas molecules are adsorbed. However,
the molecules only decomposes where the electron or ion beam hits the sample. This
enables local material deposition, spatially controlled by either the electron or the
ion beam. Both conductive and insulating materials can be deposited this way [111].

SEM-
column

FIB-
column

Sample

Figure 5.6: Schematic illustration of a FIBSEM. The instrument contains both
an SEM-column and a FIB-coulmn, tilted approximately 50° with respect to each
other. The ion beam may be used to sputter material from the sample while the
electron beam is used for imaging.
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5.4 In situ STM–SEM setup for SEM and FIB-
SEM

In a scanning tunneling microscope (STM), a sharp, conducting nanoprobe is scanned
closely above the surface of a sample while the measured tunneling current is used to
produce an image of the surface. For in situ STM-SEM however, the imaging is pro-
vided by the SEM, while the STM is used for electrical measurements of nanoscale
objects. For the in situ measurements of this work, an STM merged together with a
SEM sample holder was used, see Figure 5.7. The SEM-holder makes it possible to
place the STM and the sample inside the vacuum chamber of an SEM or a FIBSEM.
A light emitting diode (LED) is mounted on the holder to provide light illumination
of the sample.

Tubular
piezo

Conductive
sphere

Probe
holder STM-probe

Nanowires

LED-light
Electron beam 

in SEM

A

LED
STM-
probe

Sample

1 cm

(a) (b)

Figure 5.7: (a) Schematic illustration of the STM-SEM holder. Reprinted with
permission from Nano Energy, 53, 2018, 175-181 (Paper I). Copyright Elsevier 2018.
(b) Photograph of the STM-SEM sample holder used for the experimental work.
The LED is mounted above and behind the STM-probe, approximately 1 cm away
from the sample.

The STM is composed of a tubular piezo that controls the 3-dimensional move-
ment of a conductive sphere. A six-legged metal probe-holder is clamped to this
metal sphere. The probe is attached to the probe-holder, and the sample is placed
within reach of the tip of the probe. The sample and the probe are connected to an
external electrical circuit containing a picoammeter and a power supply. By moving
the probe into contact with a specific part of the sample, for example a nanowire,
the electrical circuit can be closed and measurements may be performed.

The movement of the STM probe has two different modes, coarse movement and
fine movement. In the fine movement mode, the spatial resolution is ∼ 1 nm, but
the range is limited to around 1 µm for backward/forward movement and around 10
µm for upward/downward and side movement. The coarse movement mode provides
a range of several millimeters in all directions, but with a lower spatial resolution.

The sharp tip of the STM-probe can be produced by cutting a 0.25 mm gold wire
with a clean pair of scissors, simultaneously as the gold wire and scissors are being
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pulled apart. This produces an uneven cut area which usually contains features
sharp enough for contacting a single nanowire.

A schematic illustration of the in situ experimental setup for nanowires is shown
in Figure 5.8 (a). After the STM-probe has been moved into contact with the tip
of a single nanowire, Pt-deposition enabled by the GIS of the FIBSEM is used to
weld the STM-probe to the nanowire. This stabilizes the contact and enable strain
to be applied to the nanowire by moving the STM-probe. The external circuit
enables current-voltage (I-V) measurements. As the LED is switched on, photons
will be emitted and absorbed in the nanowire and create electron-hole pairs, which
are separated by the p-i-n junction within the nanowires. In order to analyze the
single nanowire I-V characteristics quantitatively, the electrical circuit shown in 5.8
(b) is used to model the system. The nanowire is represented by a p-n diode (D1), a
current generator (Iph) , a shunt resistance Rsh and a series resistance RNW , just as in
the single diode model for solar cells, and therefore equation 3.3 governs the current
through the nanowire. The contact between the STM-probe/Pt-deposition and the
nanowire is represented by a Schottky diode (D2), since it is a metal-semiconductor
contact, and a shunt resistance, RC . The current throughD2 is governed by equation
4.2. Applying Kirchoff’s voltage law to the circuit in 5.8 (b), we get

V = Vcontact + Vnanowire. (5.2)

By solving the system of equations 3.3, 4.2 and 5.2 numerically, we may find the
total current through the circuit as a function of applied bias.
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Figure 5.8: (a) Schematics of the experimental system. The STM-probe and the
nanowire are attached through Pt-deposition. The external circuit contains a pi-
coammeter and a power supply, enabling I-V measurements. Electron-hole pairs
that are generated by absorption of photons from the LED gets separated by the
built-in field of the radial p-i-n junction within the nanowire. (b) Equivalent elec-
trical circuit of the experimental system. The contact is represented by a Schottky
diode and a resistance in paralell. The nanowire is represented by a p-n diode, a
current generator, a series resistance and a shunt resistance. Adapted with permis-
sion from Nano Lett. 2021, 21, 21, 9038–9043 (Paper III). Copyright 2021 American
Chemical Society.

5.5 Nanowires
Two types of nanowires were investigated in this work, p-doped GaAs nanowires
and radially doped p-i-n GaAs solar cell nanowires. They were fabricated through
SC-MBE by P. Krogstrup et al. [67]. A p-doped (111) Si substrate was heated to
630 °C and a flux of Ga and As4 was introduced into the chamber. The p-doping
was achieved by introducing an additional flux of beryllium during the axial growth
of the nanowires [112]. For the solar cell nanowires, the axial growth was followed
by a change in growth parameters to promote radial growth. During the radial
growth of the wires, a thin intrinsic layer was formed, whereafter an n-doped shell
was grown by adding a flux of Si [27]. The total diameter of the nanowires was
typically in the range 200-350 nm, and the length in the range 15-25 µm. The
thicknesses of the p- i- and n-layers were approximately 100-120 nm, 15 nm and
60-80 nm, respectively. The doping concentration was 3.5e19 for p-doping and 5e18

for n-doping, as estimated from planar growth.
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6. Results and discussion

6.1 Microstructure of GaAs nanowires
The microstructure of the nanowires were investigated using TEM imaging and
diffraction. The structure of a representative nanowire is shown in Figure 6.1. The
high resolution TEM (HRTEM) micrograph and the corresponding electron diffrac-
tion pattern in Figure 6.1 (a) and (c) reveal that the crystal structure of the nanowire
is ZB. They also show that the nanowire contains TPs, oriented perpendicular to
the long axis of the nanowire, and that a native oxide layer with thickness ∼5 nm is
present at the nanowire surface. In the diffraction pattern, many diffraction spots
appear in pairs. This is a result of the twins and the two spots in a pair correspond
to the two sets of twins in the nanowire. The dark field image in Figure 6.1 (b)
was produced by choosing only one of the spots in a pair and in (d) the other spot
was chosen to form the image. In this way, the distribution of twins and TPs are
revealed at a larger scale. It is evident that even though a few TPs are located in
close vicinity, most of them are separated by more than 50 nm, and should therefore
not have a significant effect on the resistivity of the wire, see section 2.2.
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GaAs

GaAsOx

Twin boundaries

2 nm

(a) (b)

Pair of diffraction spots

(c) (d)

Figure 6.1: (a) and (c): High resolution TEM image of GaAs nanowire and
corresponding diffraction pattern. Twin planes where the crystal orientation changes
are visible in the image and show up as pairs of spots in the diffraction pattern.
(b) and (d): Dark field images recorded at lower magnification showing spatial
distribution of twin domains. Dark areas in the upper image are bright in the lower
and vice versa, because the two images were generated by choosing one or the other
diffraction spot in a pair. The horizontal stripes is a result of sample thickness
variation across the nanowire.
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6.2 Electrical contact
Many individual as-grown nanowires were contacted in the way described in section
5.4 using a movable probe in an in situ FIB-SEM setup, see Figure 6.2, and I-
V characteristics were retrieved both under dark and illuminated conditions. A
representative result of this type of measurement on a radially p-i-n doped GaAs
nanowire is shown in Figure 6.3 (a). The illuminated I-V curve does not follow the
superposition principle which is applicable for a high quality solar cell. Instead it is
S-shaped around zero bias, reducing both the ISC , VOC and FF of the solar cell. This
S-shape is due to the formation of a strong Schottky barrier at the semiconductor-
metal contact, as discussed in section 4.2.2. For the results to be representative
of the intrinsic properties of the nanowires, it is therefore crucial to optimize the
electrical contact between the probe and the nanowires.

1 µm

STM-probe

Pt-deposition

Nanowire

p-doped Si

Figure 6.2: SEM image of an individually contacted GaAs nanowire.

In order to investigate the quality of the contact on as-grown nanowires, a TEM
lamella of a nanowire cross section was prepared using FIB-SEM, see Figure 6.3 (b)
and 6.3 (c). From these TEM micrographs, it is clear that there is an approximately
5 nm thick amorphous layer between the crystalline GaAs in the nanowire and the
Pt deposited in FIB-SEM. This amorphous layer is a native oxide layer since all
the nanowires in this work have been exposed to air. As discussed in section 4.2.1,
an insulating layer between the semiconductor and the metal reduces the tunneling
probability through the Schottky barrier and can significantly reduce the current.
In order to improve the electrical contact, it is therefore important to remove the
native oxide layer.
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Figure 6.3: (a) Dark and illuminated I-V characteristics of a nanowire contacted
as-grown. The illuminated I-V curve has a kink, indicating a rectifying contact. (b)
TEM micrograph of a cross-sectional sample of an as-grown nanowire. (c) Zoom-in
of the area marked with a red square in (b). The Pt and the GaAs are separated
by the native oxide layer of the nanowire.

Two different strategies were adopted to remove the oxide layer. The first one was
to mill the surface of the nanowire at the contact area, before connecting the probe
and the nanowire. This was done using a focused Ga ion beam with an acceleration
voltage of 2 kV and a beam current of 27 pA in FIB-SEM. Figure 6.4 (b) shows
a TEM micrograph of a cross section of a nanowire of which the surface has been
milled. The oxide layer is removed at the milled area, however the nanowire itself
has also been affected by the ion beam. By comparing the shape of the cross section
to a perfect hexagonal, it is clear that a surface layer of approximately 15 nm has
been milled away from the nanowire. However, the thickness of the n-doped shell
of the nanowire is approximately 60-80 nm, so the p-i-n junction is not damaged
by this treatment. The outermost part of the nanowire that has been exposed to
the ion beam has a darker contrast, see Figure 6.4 (c), indicating that this region
is structurally different from the rest of the nanowire. This is not surprising since
the ion beam can introduce defects or even completely amorphize the sample close
to the surface. Implantation of Ga-ions from the FIB can also occur. Figure 6.4
(a) shows the I-V characteristics of a milled nanowire, and there is no S-shape of
the illuminated I-V curve. The dark current is also significantly higher than for the
unmilled one. Hence, the contact is improved by the milling. The main reason for
this is most likely that the insulating oxide layer is removed. However, instead of
the oxide layer, there is now a defect-rich or amorphous layer between the crystalline
GaAs and the Pt. There may be several reasons why this layer is not as insulating as
the oxide. Firstly, the defects may introduce trapped charges and electronic states
within the band gap, resulting in an alternative current path. Secondly, the layer
may be Ga-rich because of Ga ion implantation which would make it more metallic
and thus more conducting than the oxide.
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Figure 6.4: (a) Dark and illuminated I-V characteristics of a nanowire FIB-milled
at the contact area. The current is high compared to the as-grown nanowire and the
illuminated I-V curve has no kink, indicating a low resistive, non-rectifying contact.
(b) TEM micrograph of cross sectional sample of a FIB-milled nanowire. Part of
the nanowire itself has been milled away. (c) Zoom-in of the area highlighted in
(b). The oxide layer between the GaAs and the Pt is absent.

The other strategy to improve the electrical contact was to apply Joule heating in
order to heat up the contact area until the contact resistance is reduced. In practice
this was done by contacting a nanowire and apply a large bias so that a current of
around 1-2 µA passed through the contact. Since the contact is the most resistive
part, most heat is generated there. However, at some point the contact resistance
will quickly drop and the current will increase significantly. If the current reaches
values >5 µA, there is a risk that the nanowire is damaged. A series resistance of
5 MW was therefore added to the circuit during Joule heating, and the bias was
kept below 20 V. Figure 6.5 (a) shows the dark and illuminated I-V characteristics
of a single nanowire before and after Joule heating. It is clear that this treatment
improves the quality of the contact, since the S-shape disappears and the dark
current increases afterwards. It is assumed that the heat disperses the oxide layer
and the thickness of the barrier is reduced, increasing the tunneling probability, but
it has not yet been experimentally confirmed.

Figure 6.5 (b) shows the I-V characteristics under dark conditions for a large
selection of nanowires. Each curve corresponds to a unique wire, either contacted
as-grown, FIB-milled or Joule heated. The trend is clear; both FIB-milled and Joule
heated contacts generally result in a higher current at a certain applied bias than
as-grown contacts.
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Figure 6.5: (a) Dark and illuminated I-V characteristics of a single nanowire before
and after contact optimization by Joule heating. (b) Dark I-V characteristics of a
large selection of nanowires that was either contacted as-grown, FIB-milled or Joule
heated.

6.3 Photovoltaic properties
Using either the FIB-milling or Joule heating process to establish high quality con-
tact, the intrinsic photovoltaic properties of individual GaAs nanowires with radial
p-i-n junctions were investigated. The I-V characteristics of two different nanowires
during white LED illumination are shown in Figure 6.6 (a). Table 6.1 shows the
corresponding photovoltaic parameters. It should be noted that the PCE-values
received for single nanowires using our setup cannot be directly compared to PCE-
values received from standardized tests on full scale solar cells. One reason is that
the waveguiding effect of the nanowires makes the area to be used in the calcula-
tion of the total incoming light intensity ambiguous. Another reason is that the
the wavelength spectrum of the white LED is not equal to the solar spectrum, see
Figure 6.6 (b). Furthermore, the LED-light is incident at an angle of 10-40° relative
to the sample normal, as opposed to standardized conditions where the incoming
light is parallell to the sample normal. Additionally, part of the incoming light
may be blocked by the STM-probe and other nanowires. Therefore, the PCE-values
should strictly be used to compare the performance of different individual nanowires
mutually.

We see in Table 6.1 that Nanowire 2 has high VOC and FF , resulting in a high
PCE despite a low ISC . Nanowire 1 has lower VOC and FF , but significantly higher
ISC , resulting in the highest PCE. By using the model described in section 5.4
to perform numerical data-fitting of the I-V curves in Figure 6.6, the parameters
describing the p-i-n junctions of the wires were extracted, see the three rightmost
columns of Table 6.1. The most distinguishing feature is IS, which is significantly
lower for Nanowire 2. One probable reason for this is that Nanowire 1 was ∼25
µm long while Nanowire 2 was ∼10 µm long. The area of the p-i-n junction scales
with the nanowire length due to its radial geometry, which in turn affects IS, as
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Figure 6.6: (a) I-V characteristics of two different nanowires during white LED
illumination. The periodic noise present for Nanowire 1 stems from the surround-
ing electrical grid, because the setup was not optimally shielded at the time. (b)
Comparison between the solar spectrum AM1.5 and the white LED spectrum.

discussed in Section 3.4. The shorter nanowire may therefore have a lower IS and
as a result a higher VOC , according to equation 3.4. The shorter nanowire also has
a smaller smaller area exposed to the illumination, which may explain the low ISC

for Nanowire 2.

Table 6.1: Photovoltaic and electrical parameter values

Nanowire ISC [pA] VOC [mV ] FF PCE∗ Rsh [GW] IS [pA] n
1 110 330 0.44 10.8% 40 2.5 4
2 61 442 0.59 9.7% 40 0.01 2.3

6.4 Strain-induced effects
The strain-induced effects on the electrical and photovoltaic properties of individual
nanowires were investigated. The nanowires were exposed to uniaxial tensile or
compressive strain by moving the probe either away from or towards the substrate.
In many cases, more than 3% tensile strain could be applied before the fracture of
the wires. Figure 6.7 shows the result of one such measurement on a p-i-n doped
nanowire. This nanowire was FIB-milled to optimize the contact. The amount of
strain was calculated by dividing the elongation of the wire by its original length.
The elongation and the length was measured from the SEM images shown in 6.7
(a). At each strain level, the I-V characteristics were retrieved, see 6.7 (b). The
strain has significant effects on the I-V characteristics. In order to investigate the
reversibility of these effects, the nanowire was relaxed and strained once more. The I-
V characteristics during the first and the second straining cycle agreed well, showing
that the strain-induced effects were indeed reversible. Again, the model in section
5.4 was used for numerical data-fitting of the I-V curves, in order to quantitatively
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determine the effect of strain upon the electrical nanowire properties. Figure 6.7 (c)
shows that the IS of the p-i-n junction increases as a function of strain. With IS

being known, equation 3.2 were used to calculate Eg as a function of strain. The
result is shown in Figure 6.7 (d). According to this, Eg decreases monotonously
with increasing strain, from 1.42 eV at zero strain to around 1.2 eV at 3 % strain.
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Figure 6.7: (a) SEM images showing one straining cycle of a single GaAs nanowire
with radial p-i-n junction. (b) I-V characteristics corresponding to the different
straining levels. (c) Diode saturation current of the p-i-n junction as a function of
strain. (d) Band gap energy of the nanowire as a function of strain.

The nanowire resistance, RNW , was also affected by the strain. Figure 6.8 shows
RNW as a function of strain for 5 different nanowires, two with p-i-n doping and three
with only p-doping. The trend for all of the wires is the same: the resistance increases
at moderate strain levels, up to around 1-2%, but as the strain increases further,
RNW starts to decrease instead. This effect is attributed to the strain-induced energy
splitting of the degenerate heavy and light hole bands in GaAs. This splitting causes
the average hole effective mass to increase, which in turn increases the resistivity.
However, at high strain levels the splitting of the bands is large enough to suppress
interband phonon scattering, which in turn decreases the resistivity. For more details
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about the band-splitting, see Paper II. Furthermore, the parameters φB, Rsh and
RC , all decreased with increasing strain, for more details see Paper III.
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Figure 6.8: Nanowire resistance as a function of strain for five different nanowires,
two with radial p-i-n junctions and three p-doped.

The strain-induced effects of the photovoltaic properties were also investigated.
Two nanowires were illuminated with near-infrared (NIR) LED and one with a green
LED, see Figure 6.9 (a) for the different LED wavelength spectra. The corresponding
I-V characteristics are shown in Figure 6.9 (b-d).
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Figure 6.9: (a) Normalized light intensity as a function of wavelength for the
green LED and the NIR LED that were used to illuminate the nanowires during
straining. (b) I-V characteristics of a single nanowire during NIR LED illumination
at different strain levels. (c) I-V characteristics of another single nanowire during
NIR LED illumination at different strain levels. (d) I-V characteristics of a third
single nanowire during green LED illumination at different strain levels.

The parameters ISC , VOC , FF and PCE, describing the photovoltaic perfor-
mance of the three nanowires, are plotted as a function of strain in Figure 6.10
(a-d), respectively. In the case of NIR LED illumination, ISC is small at no strain
and increases with increasing strain until it reaches a plateau, see Figure 6.10 (a).
For green LED illumination though, it starts at a high value and is not significantly
influenced by the strain. This may be explained by examining the wavelength spec-
tra for the two different LED:s. For the green LED, all the photons have energies
well above 1.42 eV which is the band gap energy of GaAs. These photons will there-
fore be absorbed regardless of the strain applied. For the NIR LED though, most
photons have energies below 1.42 eV and will not get absorbed in an unstrained
nanowire. When the nanowire is strained though, the band gap decreases and the
NIR photons can get absorbed. The increase in ISC is thus consistent with the
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calculated shift in Eg due to strain shown in Figure 6.7 (c). The plateau is reached
when Eg has shifted outside of the NIR LED spectrum. Had this spectrum been
wider, ISC would probably have continued to increase all the way up to 3 % strain.
Moving on to Figure 6.10 (b), we see that during NIR illumination, VOC increases up
to 1.5-2 % strain, but decreases at higher strain levels. This effect can be explained
by considering equation 3.4, that states that VOC is directly proportional to ISC ,
and inversely proportional to Is. Since ISC increases significantly between 0 and 2
% strain, VOC also increases. Above 2 % strain though, ISC reaches a plateau, and
the reduction in VOC is caused by an increase in Is. In the case of green LED illumi-
nation though, ISC remains almost constant while Is increases during the straining,
causing a monotonous reduction in VOC . FF follows the same trend as VOC for
the three respective nanowires. Finally, considering the PCE as a function of strain
shown in Figure 6.10 (d), we see that during NIR illumination it increases up to
a certain point beyond which it starts to decrease again. Observe that the decline
in PCE at high strain is mainly associated with the narrow spectrum of the NIR
LED. During green LED illumination, the PCE instead declines steadily with in-
creasing strain. These results are in line with the detailed balanced theory discussed
in section 3.3, which boils down to the fact that for a single band gap solar cell, the
optimal band gap energy is a compromise between absorbing as many photons as
possible, and utilizing as much energy of each absorbed photon as possible.
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Figure 6.10: The photovoltaic parameters ISC (a), VOC (b), FF (c) and PCE
(d) as a function of strain for three different nanowires. Nanowire 1 and 2 were
illuminated with a NIR LED and nanowire were illuminated with a green LED.

6.5 EBIC mapping
In order to investigate the charge-separation ability locally within the nanowires,
and the effect of strain on it, EBIC mapping of several nanowires was performed.
The result of one such measurement is shown in Figure 6.11. This nanowire was
contacted as-grown, and the contact was placed a few µm below the tip of the
nanowire in order to have a region that would remain unstrained throughout the
experiment. Figure 6.11 (a) and (b) shows an EBIC map and the corresponding
SEM image of the nanowire without any strain applied. The EBIC map shows
that the whole nanowire is active, meaning that it separates the electron-hole pairs
generated by the electron beam, giving rise to an EBIC signal. This confirms that
there exists a radial p-i-n junction throughout the whole nanowire, just as expected
from the nanowire growth. Figure 6.11 (c) shows the EBIC line profile, meaning the
EBIC signal value at the center of the nanowire along its length axis, both in the
strained and the relaxed state. First of all, we notice that the EBIC signal increases
towards the bottom of the nanowire, except for at the contact were the beam is
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partly blocked by the deposited Pt. This feature could be due to redistribution of
the charge carriers into the junction during their transport to the contacts, leading
to recombination. The higher the resistance of the transport path is, the more
redistribution and recombination occurs [113]. The holes and the electrons have
different transport paths. The holes go through the p-doped core of the wire and
are collected through the substrate, while the electrons go through the n-doped shell
and are collected through the STM-probe. Since the hole mobility is lower than the
electron mobility for GaAs, we expect less redistribution (and higher EBIC signal)
when the hole transport path is shorter, i.e when the electron beam is closer to the
bottom of the nanowire. Secondly, we see that as strain is applied to the nanowire,
the EBIC signal decreases. When the strain is relaxed, the EBIC signal goes back
to the original. The important thing to notice here though is that the EBIC signal
decreases everywhere in the nanowire, even in the unstrained part. This indicates
that it is most likely a contact effect, and not related to the intrinsic properties of
the nanowire.

EBIC [nA]

0 5 10 15 20
Position along nanowire [µm]

0

0.5

1

1.5

2

2.5

3

E
B

IC
 [n

A
]

No strain
2.3% strain
Back to no strain

1 µm

Nanowire
 tip STM-probe

and Pt-deposition

Nanowire 
bottom

2.5 2 1.5 1 0.5 0

(c)

(b)

(a)

Figure 6.11: EBIC-mapping of strained nanowire contacted as-grown. (a) EBIC
map of the nanowire in the relaxed state. (b) SEM image of the nanowire in the
relaxed state. (c) EBIC line profiles of the nanowire in relaxed and strained states.
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Another measurement was performed where the nanowire was bent by pushing
the STM-probe towards the substrate, see Figure 6.12 (a). This nanowire was also
contacted as-grown, a few µm below the tip. The EBIC line profiles at the different
bending-stages are shown in 6.12 (b). The bumps that appear at approximately 12
µm and 20 µm below the tip are artefacts arising due to the fact that the nanowire
did not bend perfectly in-plane. This causes the interaction volume to increase at the
positions of out-of-plane bending, since the nanowire surface is tilted with respect
to the incoming beam there. More charge carriers are thus generated there and a
stronger EBIC signal is measured. Again, the important thing to notice is that the
EBIC signal changes even in the unstrained part, but this time it increases. These
measurements therefore indicates that, when the nanowires are contacted as-grown,
the contact limits the EBIC current, and compressive strain improves the contact
while tensile strain impairs it.
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Figure 6.12: EBIC measurements on bent, as-grown nanowire. (a) SEM images of
the different bending stages of the nanowire. (b) Corresponding EBIC line profiles.
The bumps are artefacts caused by out-of-plane bending.

In order to eliminate the contact effects, a third measurement was performed on
a FIB-milled nanowire. An SEM image of the nanowire in the relaxed state and the
corresponfing EBIC map are shown in Figure 6.13 (a) and (b), respectively. The
EBIC profiles (Figure 6.13 (c)) shows that tensile strain up to 0.9 % does not affect
the charge separation ability of the nanowire.
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Figure 6.13: EBIC mapping of a FIB-milled nanowire. (a) SEM image of the
nanowire in the relaxed state. (b) Corresponding EBIC map. (c) EBIC line profiles
at different strain levels. The EBIC signal is not affected by the strain when the
contact has been optimized.

55





7. Conclusions and outlook

7. Conclusions and outlook
In this work, individual GaAs nanowires were investigated using an in situ STM-
SEM setup. It was found that the electrical contact between the STM-probe and the
nanowire had a strong impact on the I-V characteristics. Two different procedures,
FIB-milling and Joule heating, were successfully used to improve the quality of the
contact. With the electrical contact being optimized, the photovoltaic properties
of the nanowires were investigated. The best performing nanowire had an appar-
ent efficiency of 10.8%, however this does not directly correspond to a full-scale
nanowire solar cell efficiency. It is interesting to note that the length of radially
doped nanowires affects the VOC . For optimized performance, the nanowires should
therefore be just long enough to absorb the incoming light.

Furthermore, elastic strain was shown to have a significant impact on the I-V
characteristics of the nanowires. Analysis of the I-V curves showed that Eg decreased
with increasing strain, with a maximum shift of 0.2 eV at 3% strain. This resulted in
a red-shift in the nanowire absorption range, and the photocurrent during NIR LED
illumination was significantly enhanced by strain. This implicates that it would be
possible to use elastic strain engineering to improve the performance of nanowire
solar cells. The natural next step would be to find a way to introduce a strain
gradient in the nanowires, creating a continuous decrease in Eg going from top to
bottom. In this way, the Shockley-Queisser limit could be overcome, just as in a
multijunction solar cell, but without the need to form material heterostructures.
Reverse-tapered nanowires or surface passivation with varying thickness could be
two possible ways to realize strain-gradients.

The experimental method that was developed is generic and could be used to
study other material structures of interest in the future. The theoretical model
that was used to analyze the I-V characteristics and separate the intrinsic nanowire
properties from contact-effects, could be modified to describe other material sys-
tems. 2D-materials is one example that would be interesting to investigate using
the technique.
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