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Abstract

Antibiotic resistance is increasing among clinical infections and represents one
of the most serious threats to public health. Pathogens often become resistant
by acquiring mobile antibiotic resistance genes (ARGs) via horizontal gene
transfer (HGT). To limit the spread of new ARGs, it is important that we iden-
tify emerging threats early, and that we improve our understanding of what
drives the HGT of ARGs. The three papers encompassing this thesis aim to
increase our knowledge about ARGs and their mobility. In paper I, computa-
tional screening of large genomic datasets was used to identify new resistance
genes for macrolide antibiotics, and to clarify their evolution. A large diversity
of new erm and mph genes was identified, including six new families of mobile
ARGs carried by pathogens, that showed varied phylogenetic origins. Of the
tested genes, 70% induced resistance in Escherichia coli. In paper II, we identi-
fied previously undiscovered mobile genes giving resistance to aminoglycoside
antibiotics in pathogens, further demonstrating how computational methods
can discover potential emerging ARGs. Close to one million bacterial genomes
were screened for aac and aph genes, and the mobility of each predicted gene
was evaluated. A total of 50 families of new mobile ARGs were identified in
pathogens. When new ARGs were tested in E. coli, 86% were functional, with
39% giving clinical resistance. In paper III, the factors influencing the HGT
of ARGs were investigated. Phylogenetic analysis was used to identify HGT
events from a large set of ARGs. For each event, the genetic compatibility of
the involved gene(s) and genomes, as well as the co-occurrence of donor and
recipient in different environments, were computed and used as input to train
random forest classifiers. The resulting models suggested that the most impor-
tant factor for determining if a mobile ARG successfully undergoes horizontal
transfer is the genetic compatibility between the gene and the recipient genome.
The findings presented in this thesis increase our knowledge about new genes
giving resistance to two important classes of antibiotics. Furthermore, the
results provide new insights into the horizontal transfer of resistance genes.
Keywords: Antibiotic resistance, horizontal gene transfer, computational
screening, phylogenetic analysis
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1 Background

The discovery of antibiotics, and their subsequent introduction into clinical use
during the early 20th century, represents one of the most important historical
advances in human health. The importance of these compounds can not be
overstated, since in addition to their use for the treatment and prevention of
infectious diseases they have also enabled the development of many modern
medical and surgical procedures [1]. During the mid-20th century, sometimes
referred to as the Golden Age of Antibiotics, a large variety of antibiotics were
discovered. These mostly encompassed antimicrobial compounds naturally
produced by bacteria or fungi, though some compounds were produced either
synthetically or semi-synthetically [2]. However, the development of new
antibiotics drastically slowed down after the 1960s, and since the end of the
Golden Age, only two new classes of antibiotics have been introduced [3].

1.1 Antibiotic resistance

While human society continues to rely heavily on antibiotics for healthcare, hu-
man pathogens are gradually becoming immune to their antimicrobial effects,
a phenomenon known as antibiotic resistance. This poses an obvious threat
to human health, as it has the potential of making some infectious diseases
harder, or even impossible to treat [4]. In general, bacteria develop antibiotic
resistance either from mutations in their preexisting DNA as a result of adap-
tive evolution or through the acquisition of specific genes, so-called antibiotic
resistance genes (ARGs). While mutations are an important source of resistance
in some pathogens, they can only be transferred vertically between parent
and offspring. By contrast, ARGs can be acquired from distantly related cells
through horizontal gene transfer (HGT). Leveraging this, some bacteria have
accumulated ARGs from different sources over time into large genetic con-
structs that, when acquired, confer resistance to many classes of antibiotics
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2 1. Background

[5].

Today, hundreds of ARGs have been identified, each specific to one or a
few classes of antibiotics, and most are associated with specific mechanisms.
Broadly, these include: reduced access of the drug to the cell, either via reduced
membrane permeability or through efflux of the drug from the cell; modifi-
cation of the drug target, where a functional group or protein binds to and
occupies the site where the antibiotic would attach itself; or direct modification
of the antibiotic, where an enzyme reacts with the drug molecule and inacti-
vates it via some chemical reaction [6]. Since the introduction of antibiotics,
ARGs conferring resistance to almost all classes of antibiotics used for treating
infection have emerged in clinical pathogens. While some of these exist natu-
rally in the chromosome of certain pathogens, the majority have been acquired
through HGT. Indeed, new ARGs are regularly discovered in clinical infections,
showing that the mobilization of resistance determinants is still ongoing. The
evolutionary origins of these genes, however, are still not well understood,
which hampers our ability to prevent the further spread of ARGs [7].

While the evolutionary details of most ARGs remain unclear, it is known that
these genes existed well before humans started to treat infections with antibi-
otics. Indeed, it has been suggested that some ARGs first evolved billions of
years ago [8]. Since they first arose, ARGs have evolved and diversified over
long periods, which has resulted in a vast resistome, i.e. the complete collection
of ARGs, that can be observed today. In addition to the resistance determinants
that are commonly encountered in pathogens, the current resistome encom-
passes a genetic diversity that far exceeds what has hitherto been recorded in
the clinical environment. These diverse ARGs exist in many different types
of environments, both external environments like soil and water and host-
associated environments like human microbiomes and sewage [9]. Though
the evolution of the resistome happened independently of human interference,
the problem has been exacerbated by humanity’s excessive use of antibiotics
over the last century. The increased concentrations of antibiotics in different
environments have provided enough selection pressure for resistance genes to
develop, mobilize and be shared within and between bacterial communities at
rates that were likely not attained in the pre-antibiotic era [10].

1.2 Horizontal gene transfer

A large proportion of ARGs that are carried by clinical pathogens today is
mobile, meaning that the genes can be shared between bacteria through HGT.
This allows for ARGs to be shared between unrelated species, for example
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between harmless commensal species and pathogenic species. This makes
HGT one of the main causes of the spread of resistance, and today the HGT
phenomenon is actively studied in relation to antibiotic resistance [11].

Typically, mobile genes are associated with and/or carried by mobile genetic
elements (MGEs). These MGEs are genes encoding proteins that enable the
genetic material to move within and between cells. There are many different
MGEs associated with ARGs, including e.g. conjugative elements, integrons,
and insertion sequences/transposons. It is not uncommon for several of these
to exist together on larger mobile genetic constructs like plasmids. The move-
ment of DNA between cells can happen through one of three mechanisms:
natural transformation, or uptake of free (non-cell bound) DNA into the cell,
transduction, where the transfer is mediated by bacteriophages, and, perhaps
most importantly, conjugation, whereby a sex pilus is formed between adjacent
bacteria through which the DNA moves from the donor cell to the recipient.
Conjugation requires a specific set of genes to initiate the transfer which are
often located together on conjugative plasmids together with other genetic
material. Where transformation and transduction can occur as side-effects
of other biological processes, plasmid conjugation, by comparison, is a more
efficient and reliable way for the recipient to acquire foreign DNA directly from
the donor [12, 13]. In some instances, conjugation also enables the recipient to
develop resistance towards multiple antibiotics through a single HGT event,
by acquiring a large multidrug-resistance plasmid [14].

Though the mechanisms by which HGT happens are relatively well-studied,
much remains unclear about why HGT happens and between which species.
It is clear that we need to increase our knowledge about the dissemination
of ARGs via HGT to combat the spread of new forms of multidrug-resistant
pathogens.
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2 Aims

The overall aim of this thesis is to increase our knowledge about mobile anti-
biotic resistance genes, and how these genes moved from external environ-
ments into clinical pathogens. Each of the three papers encompassing the thesis
contributes to this via the following aims:

• Identify new genes conferring resistance to macrolide and aminoglyco-
side antibiotics, elucidate their evolutionary history, and experimentally
validate their functionality (paper I and II).

• Detect new mobile resistance genes carried by pathogens (paper II).

• Identify the main factors influencing horizontal gene transfer of antibiotic
resistance genes (paper III).

5
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3 Methods

This chapter provides a brief description of some of the main methods that
were used in the papers presented in this thesis.

3.1 Computational prediction of antibiotic resistance
genes from sequence data

Currently, a large number of ARGs, conferring resistance to all classes of
antibiotics used for clinical infection treatment, is known to circulate among
human pathogens [15]. When new resistance genes emerge, we are often
unable to discover them before they are widely disseminated among bacterial
communities using traditional methods. For example, this was the case for the
beta-lactamase NDM-1 and the colistin resistance determinant MCR-1 [16, 17].
To overcome the drawbacks of traditional surveillance, several computational
methods have recently been developed that can identify ARGs, including new
variants, from whole genome sequencing (WGS) and metagenomic sequencing
data [18].

These methods use different computational frameworks for the prediction
of resistance genes. In general, they create models based on resistance gene
databases like ResFinder [19] and CARD [20], that can identify homologs to
the reference genes present in these databases based on similarities in gene
sequence or protein structure [21]. One of the most well-established compu-
tational frameworks for gene prediction is based on profile hidden Markov
models (HMMs). These models are built from multiple sequence alignments
and can identify homologous genes based on conserved genetic regions rather
than overall sequence similarity [22]. This allows for the discovery of previ-
ously unknown gene variants but is restricted to the identification of genes
with similar functions as the reference genes used to build the models. One

7



8 3. Methods

method that uses profile HMMs is fARGene, which in addition to the predic-
tion of ARGs in WGS data also enables gene prediction in metagenomic data
without the need for prior assembly [23]. This method has repeatedly shown
a high performance for predicting functional new ARGs, in addition to their
well-characterized counterparts, from a variety of datasets [24, 25, 26], proving
the reliability of HMM-based ARG predictions.

More recently, methods have been developed that apply machine learning
algorithms for predicting ARGs. A prominent example is deepARG, which
takes a deep learning approach, and uses algorithms and models that can
discriminate between true ARGs and genes that contain some ARG-like regions
without conferring resistance [27]. Another example is PCM, a method that
uses machine learning to make predictions based on protein structure [28].
Similar to the HMM-based methods, the machine learning models are also
able to identify previously uncharacterized homologs but are unable to predict
ARGs associated with novel resistance mechanisms.

3.2 Phylogenetic analysis

When new genes are identified, it is often of interest to deduce their evolution-
ary history and relationships with other similar genes to better understand their
function and origin. Typically, this analysis is based on an inferred phylogeny,
calculated through computational phylogenetics. Phylogenetic analysis aims to
divulge the evolutionary relationships of genes or taxa by reconstructing phy-
logenetic trees, simulations of the evolutionary tree computed from molecular
sequences. As the amount of available DNA sequencing data has increased, so
has the demand for phylogenetic analysis, leading to the development of more
efficient and sophisticated methods [29].

A phylogenetic tree is in essence a branching diagram used to visualize the
evolutionary relationships between different taxa or genes. The observed
sequences that are used to construct the tree are referred to as leaves. These
are placed at the tips of branches which are connected by internal nodes in
the tree. Together, all leaves that extend from the same node are called a clade.
The node that is determined to be the oldest from an evolutionary standpoint
is referred to as the root of the tree and can either be inferred from the tree-
building algorithm or deliberately selected based on assumptions [30] (Fig. 3.1).
Placing a root is not required when building a tree, however, the root provides
an evolutionary direction. Consequently, an un-rooted tree can only be used to
infer the relatedness of the leaves, and not the evolutionary history [31].
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The methods used for phylogenetic tree reconstruction can broadly be divided
into two categories; distance-based methods, such as neighbor-joining and
least-squares, and character-based methods, including maximum parsimony,
maximum likelihood, and Bayesian algorithms. Distance-based methods use
measures of genetic distance computed from a multiple sequence alignment
to derive the phylogenetic tree. Assuming that all genetic divergence events
throughout history are accurately recorded in the sequence that we can ob-
serve today, the distance (or the amount of dissimilarity between two aligned
sequences) could be used to reconstruct the true evolutionary tree. Among the
distance-based methods, the neighbor-joining algorithm is the most widely
used [32].

Figure 3.1: Basic illustration of a phylogenetic tree, including the nomenclature com-
monly used to denote the different components of the tree.

Briefly, neighbor-joining starts by assuming an un-rooted, bifurcating tree with
N leaves. A pair of neighbors is defined as two leaves connected through
one interior node in the tree. The topology of the tree can then be defined by
successively merging pairs of neighbors, producing new pairs of neighbors
that are again merged until a consensus topology is achieved.

During each iteration, a distance matrix D is calculated from all pairwise
distances of the leaves in the tree. For each pair of leaves a, b, the matrix is then
used to compute the sum of branch lengths in the tree after merging the leaves
as the sum of the least square estimates of branch lengths. The pair of leaves
producing the smallest sum are then joined to make a combined leaf (a − b).
The distance between (a− b) and another leaf c is given by
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D(a−b)c =
1

2
(Dac +Dbc) (3.1)

and from this, a new distance matrix is generated. After each iteration, the
number of leaves in the tree is reduced by 1, and this is repeated until the
remaining number of leaves in the trees becomes 3, at which point there is only
one un-rooted tree topology remaining [33].

Distance-based methods have the advantage of being simple and computa-
tionally efficient, however, they are based on questionable assumptions since
genetic mutations can be reversed over time, after which the genetic divergence
is erased from the observable sequences. This is reflected in their performance,
which is generally worse when compared to more complex character-based
methods like maximum likelihood (ML) and Bayesian methods, which rely
on probability-based algorithms based on a predefined model of sequence
evolution [34].

The ML-based methods aim to maximize the probability of the observed data
under a given substitution model. This is achieved in two steps, first the
likelihood L(θ), where θ is an unknown parameter based on the parameters
of the substitution model and the branch lengths in the tree, is maximized
for each tree topology. The tree space is then searched for the topology that
produced the highest likelihood, i.e. the tree that makes the observed data most
likely to occur, which is then selected as the "correct" topology, though there is
no guarantee that this accurately reflects the actual evolution [32, 35]. Mainly,
if a substitution model that poorly reflects the evolution of the sequences in
question is used, this can severely impact the performance of ML algorithms
and lead to wrongful interpretations [36]. Furthermore, ML-based methods are
generally based on the assumption that mutations at each site and lineage occur
independently, meaning that the likelihood is the product of the probabilities
of observing the data at each site, which is not necessarily true to the biological
reality [37, 38].

Closely related to ML-based methods are the phylogenetic analysis methods
based on Bayesian statistics. The Bayesian approach to phylogeny is based
around the posterior probability P(T|D), that is, the probability that the tree
topology T is correct given the observed data D, the prior probability P(T), and
a likelihood function P(D|T), where
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P(T|D) =
P(T)P(D|T)

P(D)
. (3.2)

While the posterior probability is easy to formulate, it is almost impossible to
compute analytically due to the high dimensionality of the trees and model
parameters. For this reason, algorithms like Markov chain Monte Carlo are
usually applied to approximate the posterior instead [39, 40].

3.3 Detection of horizontal gene transfer events from
sequence data

As noted in chapter 1, horizontal gene transfer (HGT) has a very central role
in the spread of antibiotic resistance. Therefore, when studying new types of
ARGs it is important to identify genes that have undergone HGT, particularly
those that have already moved into pathogens since these ARGs present a more
immediate threat to human health [41]. The most common approach to identi-
fying mobile genes is to search the genetic regions up and downstream of the
gene in question for MGEs [42]. However, several computational methodolo-
gies have also been developed for the detection of gene transfer events directly
from the sequence data. Broadly, these fall into two categories: parametric and
phylogenetic methods [43].

The parametric approach to detecting HGT events aims to identify genetic
regions that clearly deviate from the host genome average based on one or
more features. Such a region is implied to be of foreign origin, i.e. it has
been acquired through HGT. Commonly studied features include nucleotide
composition, codon bias, and structural features [44]. These approaches are
based on the notion that the features of the genome have been determined by
evolutionary pressures specific to each species. This in turn has resulted in
each species developing a recognizable genomic signature that newly acquired
genes will not conform to [45]. Nucleotide composition is commonly expressed
as GC-content (the proportion of the genomic DNA that corresponds to either
guanine or cytosine), which in bacteria can vary between as low as < 20% to as
high as > 70% [46]. However, this method has a rather low resolution, since
while the difference in GC-content can be pronounced even between closely
related species, it can also be very small between distantly related species. This
leads to some HGT events being undetectable by focusing on GC-content alone.
A higher resolution can be obtained by instead analyzing codon-frequencies,



12 3. Methods

since species can share a very similar nucleotide composition, but show clear
differences in their preferred codon usage [47]. Codon bias is not as easily
computed as the genomic GC-content but can be modeled by, for example,
applying Markov chains [48].

The other approach for inferring HGT events is the phylogenetic approach. As
the name suggests, these methods make use of phylogenetic trees and aim to
identify anomalies in the tree that cannot be explained by vertical evolution.
More specifically, for genes that have undergone HGT, the gene tree (describing
the evolution of the genes) will not agree with the species tree (describing the
evolution of the corresponding host species), but rather the transferred gene
will appear as closely related to a gene from the donor species (Fig. 3.2). Since
it is not feasible to build larger species trees from complete genomes, the
species trees are typically reconstructed from well-conserved housekeeping or
informational genes [49].

Figure 3.2: Illustration of a basic gene tree and corresponding species tree. The inconsis-
tency between the gene tree and the species tree, which is encircled in the figure, can be
inferred as a HGT event.

The phylogenetic methods can be further divided into two subcategories: ex-
plicit and implicit methods. Explicit phylogenetic methods make direct use of
both gene and species trees [43]. One such method is to apply statistical tests
to all of the sites in the two trees to identify significant disagreements between
them, which are then interpreted as HGT events [50]. Explicit methods can
quickly become very computationally expensive as the trees become larger, and
to combat this one can opt to instead use an implicit phylogenetic method for
inferring HGT events. While both approaches are based on the same basic prin-
ciples, the implicit methods do not make direct use of a species tree. Instead,
the species tree is implied from sequence similarity or measures of the evolu-
tionary distance of the host species [51]. Transfer events between evolutionary
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distant species can be inferred from the host taxonomy represented in the gene
tree, but HGT between more similar species might not be immediately obvious
[49]. A more sensitive measure of evolutionary distance between two taxa can
be estimated from a pairwise sequence alignment using Maximum-Likelihood,
and subjected to a statistical test (likelihood-ratio test) to see if the difference is
significant enough for HGT to be invoked as the explanation for the observed
gene tree [52].
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4 Summary of results

This chapter provides a summary of the aims and findings of the three papers
included in this thesis.

4.1 Papers I and II

Today, antibiotic resistance genes (ARGs) conferring resistance to all of the
major classes of antibiotics used to treat infections have been detected in clinical
pathogens. This issue is made worse by the fact that new ARGs keep moving
into the clinic from external sources. Often, these are acquired through horizon-
tal gene transfer (HGT) from harmless commensal or environmental bacteria,
which are known to maintain a large diversity of ARGs [53]. Currently, the lack
of knowledge about the resistome, the complete collection of ARGs carried
by bacteria, makes it difficult to anticipate and manage new clinical ARGs.
Indeed, new ARGs are usually discovered only after they have become widely
disseminated among pathogens [54], at which point further spread is difficult
to prevent. Papers I and II, therefore, aimed to expand the the knowledge about
the resistome, and to demonstrate how large-scale computational screening can
be used for early detection of new ARGs that have been acquired by pathogens
through HGT before they spread widely.

In paper I, Large-scale characterization of the macrolide resistome reveals high di-
versity and several new pathogen-associated genes, we performed a systematic
investigation of the macrolide resistome to characterize its size and diversity.
We created and optimized profile hidden Markov models (HMMs) for identifi-
cation of erm and mph macrolide resistance genes in genomic and metagenomic
sequencing data, and used them to screen over 16TB of data for macrolide
resistance genes. This yielded a diversity of erm and mph genes several times
larger than previously described. Next, we aimed to elucidate the evolutionary

15



16 4. Summary of results

history of erm and mph genes through phylogenetic analysis. Our results show
evidence that the mobile erm genes that are commonly carried by pathogens
today all originate in species from the Firmicutes phylum, while mph genes
have successfully mobilized from several phyla. From their placement in the
respective phylogenetic trees, we identified five new erm genes and one new
mph gene that were suggested to have moved into pathogens through HGT.
Analysis of the genetic contexts of these six genes revealed the presence of
mobile genetic elements (MGEs), providing further evidence that these are
mobile ARGs that are likely to transfer into the clinic in the future. A total of
ten predicted new resistance genes were selected for experimental validation
through growth assays in Escherichia coli, where 70% of the tested genes were
shown to confer increased resistance to macrolides in this host. This paper pro-
vides new insights into the evolutionary history of the macrolide resistome and
reveals a set of new mobile macrolide resistance genes carried by pathogenic
hosts.

In paper II, Computational screening reveals previously undiscovered aminoglycoside
resistance genes in human pathogens, we further developed the methodology used
in paper I by also evaluating the mobility of predicted genes on a large scale.
Here, the target was the identification of new ARGs that show evidence of being
emerging in clinical pathogens. To demonstrate this, we created and optimized
profile HMMs for the identification of aac and aph aminoglycoside resistance
genes, and used them to predict a massive collection of ARGs from ∼ 1 million
bacterial genomes. This included a previously unreported diversity of aac and
aph genes carried by pathogenic species. Next, we retrieved the genetic regions
directly up and downstream of all predicted ARGs and screened them for
MGEs. This analysis revealed a total of 50 previously unknown resistance genes
carried by pathogenic host species that were also found to co-localize with
MGEs. Moreover, 21 of these ARGs were found in clinical isolates, showing
that they have been able to move into clinical pathogens undetected. When
expressed in E. coli and assessed through disk diffusion tests, 86% of the tested
genes produced a resistant phenotype. The results from this paper demonstrate
the usefulness of computational screening as a tool for identifying new ARGs
as they are potentially emerging in clinical pathogens.

4.2 Paper III

The acquisition of foreign genetic material through HGT is one of the main
ways through which antibiotic resistance is spreading. In a single transfer
event, a cell can develop resistance to multiple antibiotics, which enables
rapid evolution of multidrug-resistant pathogens under appropriate selection
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pressure [55]. However, while the negative impact the HGT of ARGs has
on human health is undeniable, much is still unknown about to what extent
different factors affect the process itself. To overcome the threat posed by
increasing antibiotic resistance levels, it is vital that we learn more about what
influences bacteria to engage in HGT.

In paper III, Factors influencing the horizontal gene transfer potential of antibiotic
resistance genes, we aimed to quantify how different factors influence the HGT
of ARGs over large phylogenetic distances. We used fARGene to predict ARGs
conferring resistance to aminoglycoside, beta-lactam, macrolide, quinolone,
and tetracycline antibiotics, and from the predicted protein sequences we re-
constructed phylogenetic trees representing each included gene class. Based on
these trees, we detected a large set of events where ARGs had been transferred
between species belonging to at least different taxonomic orders. For each of
these events, features were collected representing the genetic compatibility
of the ARG and genomes involved, as well as the estimated co-occurrence
of donor and recipient genome(s) in different environments. These features
were used as input to train random forest classifiers for the prediction of the
HGT compatibility between bacterial genomes. Inference of these models
revealed the genetic similarity between the acquired ARG and the recipient
genome (based on comparison of kmers) to be the most influential feature.
Here, ARGs that showed a similar nucleotide composition to the recipient
genome showed a higher likelihood to be successfully transferred. By compari-
son, the co-occurrence between donor and recipient was suggested to play a
less important role. These findings represent new insights into how different
factors influence the HGT of ARGs.
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5 Future work

The methodology applied in paper II was shown to be highly successful for
the identification of new mobile ARGs in clinical pathogens. Therefore, this
method can be expanded beyond aminoglycoside resistance genes, to identify
new ARGs emerging in pathogens on a larger scale. Here, all gene models
included in fARGene could be used, as well as additional models created to
find genes not currently covered by fARGene. Some of this work is already
planned, for example, an investigation of genes conferring resistance to colistin
antibiotics will commence shortly.

Paper III represents a work in progress, and, consequently, there are improve-
ments and additional implementations envisioned for the final paper. The
random forest classifiers will be re-trained using an expanded null distribu-
tion to ensure the robustness of our findings. Moreover, a more thorough
exploration of how the features impact the classifications will be undertaken to
improve our understanding of this phenomenon. Ultimately, the aim is to then
use the finalized classifiers for large-scale evaluation of the HGT compatibility
of bacterial species carrying ARGs, to analyze the dissemination of ARGs.
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