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Abstract

To enhance the accuracy of advanced constitutive models for soft natural clays, several parameters are necessary, resulting in com-
plexity of numerical modelling. However, the detailed effects of these parameters are not rigorously quantified towards their constitutive
relationships. Thus, the aim of the paper is to assess such advanced models in order to determine the most significant parameters over the
time series data. Two methods for Global Sensitivity Analysis (GSA), i.e. Experimental Design and the Sobol method, were used and
benchmarked to assess the model predictions on a discretised domain in time and space. A rate-dependent Finite Element model using
Creep-SCLAY1S and a hydro-mechanically coupled formulation for consolidation was used to study a Constant Rate of Strain (CRS)
test. The value of GSA approaches adopted herein was to investigate the model predictions both in the temporal and spatial domain. The
temporal analyses indicate three sets of significant model parameters in different portions of the CRS compression curve. Furthermore,
the non-stationary nature of sensitivity results is exposed, identifying the parameters that lead to unique solutions for the CRS loading
path. The FE implementation enabled the quantification of the most sensitive model parameters in the spatial domain. The spatial results
that are governed by the rate-dependent processes in the soil (i.e. consolidation and creep) illustrated that Experimental Design was cap-
able of providing sensitivity maps with satisfactory accuracy similar to the Sobol method. Experimental Design was found to be the most
efficient method, concerning execution time and storage costs, to assess rate-dependent problems in Geotechnics.
� 2022 Production and hosting by Elsevier B.V. on behalf of The Japanese Geotechnical Society. This is an open access article under the CC BY
license (http://creativecommons.org/licenses/by/4.0/).
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1. Introduction

The evolving mechanical response of saturated fine-
grained soils is governed by two time-dependent processes:
consolidation that relates to flow of water, and substantial
creep rates exhibited by intact natural clays. Modelling
these phenomena requires coupled hydro-mechanical anal-
yses including rate-dependent constitutive models by
adopting the Finite Element (FE) method (Rowe and
Hinchberger, 1998; Potts and Zdravkovic, 2001).
https://doi.org/10.1016/j.sandf.2022.101244

0038-0806/� 2022 Production and hosting by Elsevier B.V. on behalf of The

This is an open access article under the CC BY license (http://creativecommons.

Peer review under responsibility of The Japanese Geotechnical Society.
⇑ Corresponding author.
E-mail addresses: hossein.tahershamsi@chalmers.se (H. Tahershamsi),

jelke.dijkstra@chalmers.se (J. Dijkstra).
Such models contain a large number of features, with
associated parameters, to capture the soil behaviour with
sufficient accuracy (Muir Wood, 2004). Natural clays that
have been subjected to geological, geo-environmental and
anthropogenic processes are weakly bonded, showing an
anisotropic and rate-dependent response (Leroueil and
Vaughan, 1990; Mitchell and Soga, 2005). Thus, more
complex constitutive models have been developing over
the last two decades (Wheeler et al., 2003; Karstunen
et al., 2005; Masin, 2005; Dafalias et al., 2006; Yin et al.,
2010; Sivasithamparam et al., 2015; Gras et al., 2018).
The features implemented, however, require a systematic
calibration effort to derive the model parameters, which
for complex models with limited data may become non-
unique (e.g. Gras et al., 2017; Yin et al., 2018). In order
Japanese Geotechnical Society.

org/licenses/by/4.0/).
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Nomenclature

SA Sensitivity Analysis
GSA Global Sensitivity Analysis
CRS Constant Rate of Strain
OFAT One-Factor-At-a-Time
RFEM Random Finite Element Method
FE Finite Element
1D one-dimensional
2D two-dimensional
MOE Margin of Error
OCR Over-consolidation ratio
DOE Design of Experiments
NCS Normal Consolidation Surface
CSS Current Stress Surface
ICS Intrinsic Compression Surface
Si Sobol’s first-order index
ST Sobol’s total-order index
C contrast matrix
R response vector
E vector of effects
K hydraulic conductivity
k number of input factors
N Monte Carlo sample size
j� modified swelling index
m0 Poisson’s ratio

k�i modified intrinsic compression index
Mc slope of critical state line in triaxial compression
Me slope of the critical state line in triaxial exten-

sion
r0p0 initial pre-consolidation pressure
a0 initial inclination of NCS
x absolute effectiveness of rotational hardening
xd relative effectiveness of rotational hardening
v0 initial amount of bonding
a absolute rate of destructuration
b relative rate of destructuration
l�i intrinsic modified creep index
s reference time
u consolidation
F err misfit function
�ev;d elastic volumetric and deviatoric strain rate,

respectively
�cv;d viscoplastic volumetric and deviatoric strain

rate, respectively
p0 mean effective stress
p0eq equivalent mean effective stress
p0m mean effective preconsolidation pressure
q deviatoric stress
_K rate-dependent viscoplastic multiplier
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to avoid commonplaces during calibration processes, the
aim of the study is to introduce Experimental Design as
an initial step to assess geotechnical rate-dependent prob-
lems using Finite Element (FE) analysis.

In Geotechnics, the amount of available experimental
data with which to develop and calibrate constitutive mod-
els is limited, especially when considering the large dimen-
sion of a typical field investigation. Thus, in a statistical
sense, the ratio of the number of samples to the population
size is extremely small (Journel and Alabert, 1989). Hence,
the extent of the site investigation, e.g. the number of in situ
or laboratory tests, type of tests and test location, directly
influence the costs of foundation systems (Crisp et al.,
2021). As a result, statistical approaches are required to
deal with the sources of uncertainty in subsurface explo-
ration. Besides, numerical models are always idealisations
of real problems; therefore, the predicted geomechanical
response involves uncertainty (Phoon and Kulhawy, 1999).

To include the impacts of uncertainty which originates
from defects in subsurface exploration, and ultimately
numerical models, several strategies have been followed
using the Random Finite Element Method (Griffiths and
Fenton, 1993; Fenton and Griffiths, 1993). RFEM follows
an advanced probabilistic technique by elegantly incorpo-
rating spatial heterogeneity with random fields (Fenton
and Vanmarcke, 1990). So far, in most applications of
RFEM, the focus has been on demonstrating the method
2

for certain engineering applications, using somewhat sim-
plified and idealised constitutive models. More advanced
constitutive models are required to capture the in situ soil
response. Some of the data assimilation methods show
more accurate predictions using more complex constitutive
models that incorporate extra features, such as anisotropy,
non-linearity and spatial variability (e.g. Nishimura et al.,
2002; Nishimura et al., 2005). To study such advanced
models rigorously, a systematic method for Sensitivity
Analysis (SA) that overcomes the limitations of One-
Factor-At-a-Time (OFAT) method is required (Czitrom,
1999). When more practical techniques are required, Glo-
bal Sensitivity Analysis (GSA) methods offer the best
trade-off between efficiency and non-linearity of models.
The term Global Sensitivity Analysis refers to specific SA
techniques that explore the entire range of input factors
within a plausible domain. Examples of GSA methods
include the variance-based method of Sobol, the Elemen-
tary Effects method, and Experimental Design (Saltelli
and Annoni, 2010).

In recent years, the usage of GSA methods for model
evaluation has been increasing. Although GSA methods
have been extensively used in many scientific disciplines,
they are less used in engineering practice (Ferretti et al.,
2016). To simulate underground construction activities,
GSA methods were early on adapted to soil-structure
effects from mechanised tunnelling (Miro et al., 2014; Liu
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et al., 2017; Zhao et al., 2018) and thermally activated pile
foundations (Shao et al., 2021), most often for simple con-
stitutive models. Gras et al. (2017) conducted the Sobol
method as part of identifying the model parameters from
artificial data by formulating an inverse analysis as an opti-
misation problem. For the state-of-the-art on inverse anal-
ysis and methods to estimate model parameters see
Tarantola (2005). To date, the Sobol method has most fre-
quently been used (e.g. Khaledi et al., 2016; Zhao et al.,
2018; Mahmoudi et al., 2019; Fang and Su, 2020; Shao
et al., 2021), whereas another possibility and yet relatively
unexplored approach is Experimental Design (Box et al.,
2009).

In this paper, a diagnostic method, based on statistical
Experimental Design, is developed for temporal and spatial
analyses of boundary value problems in Geotechnics. A
fractional factorial design, together with a temporal misfit
function, is used to assess the parameters related to a
rate-dependent constitutive model, Creep-SCLAY1S
(Karstunen et al., 2005; Sivasithamparam et al., 2015;
Gras et al., 2018). Creep-SCLAY1S includes many features
of soft natural clays and has been successfully validated
against full scale field problems, including common
geotechnical problems, such as embankment loading and
deep excavation in soft clays (Amavasai et al., 2018;
Tornborg et al., 2021). The assessment probes the true
ranges of model parameters, i.e. obtained from calibration
of FE model with experimental data from laboratory. The
paper illustrates that such an assessment is essential for
advanced constitutive models prior to use in calibration
processes, data assimilation, and RFEM. The methods pre-
sented herein are generic, therefore suitable for further
assessment of any constitutive or system-level problems
in Civil Engineering.

2. Methods of global sensitivity analysis

Performing Sensitivity Analysis (SA) often involves
One-Factor-At-a-Time (OFAT) plans to examine their
impact on the desired model response. Such an approach
is not optimal in terms of quantifying the relative impor-
tance of model parameters and their interactions in a par-
ticular assessment. The major purpose of conducting a
GSA is to find the ranking of the most uncertain factors.
Another intention is to simplify the models by fixing non-
influential factors within their respective domains (Saltelli
et al., 2008). The latter is especially advantageous for hier-
archical constitutive models developed in Geotechnics, as
not all model features, with their associated model param-
eters, are required for a given stress path. The GSA tech-
niques used in this study are discussed briefly in the
following.

2.1. Sobol method

The Sobol method is a variance-based approach that
takes into account the variance of the output. The method,
3

based on Sobol’ (1993), was further developed for sensitiv-
ity analysis of nonlinear mathematical models by using a
Monte Carlo sampling scheme (Saltelli, 2002). The Sobol
method offers great advantages because of its model inde-
pendency and the capability of quantifying the interaction
effects. Moreover, the method probes the obscurely multi-
dimensional space of input factors by using a prescribed
number of random Monte Carlo maps (Saltelli et al.,
2008). When investigating k number of factors, by consid-
ering a deterministic analytical function f, the total vari-
ance of the function V fð Þ is:

V Yð Þ ¼
Xk

i¼1

V i þ
X
i

X
i<j

V ij þ . . .þ V 12...k ð1Þ

In Eq. (1), V i is the first-order variance from ith parameter,
V ij represents the second-order contribution from the inter-
action between factors i and j. The remaining higher-order
interactions are considered up to V 1;...;p, i.e. the interactions
between all factors. By normalising the first-order variance
over the total variance of the model, the first-order index Si

is calculated; see Eq. (2):

Si ¼ V i

V
ð2Þ

The first-order index indicates the main contribution of
each factor to the variance of the chosen response. Si only
quantifies the order of influence for each factor, and is thus
useful for factor prioritisation purposes. When investigat-
ing nonlinear models, the contribution of the higher-
order variances should also be involved. This becomes evi-
dent by dividing Eq. (4) by total variance V fð Þ on both
sides of the equation; see Eq. (3).

Xk

i¼1

Si þ
X
i

X
16i<j6p

Sij þ
X
i

X
i<j

X
i<j<m

Sijm þ . . .þ S12...k ¼ 1

ð3Þ
An efficient approach was proposed by Homma and
Saltelli (1996) to measure the total-order index at the same
cost as the first-order indices. The total-order effect is
obtained by normalising the first-order variance, excluding

ith factor (i.e. V �i), with a total variance of the model V and
later subtracting from one; see Eq. (4).

ST i ¼ 1� V �i

V
ð4Þ

The total-order index ST i quantifies the possible interac-
tions of model parameters, if there is a significant difference
between the first-order and the total-order index of partic-
ular model parameter. The total-order index is commonly
used to screen parameters of least importance.

2.2. Experimental design and factorial design

The Experiment refers to the operation of a system with
k input factors adjusted for some definite set of levels.
When investigating a process or system, such as a



Table 2
Table of contrast with coefficients for the 22 full factorial design.

Run # A B AB Response, y

1 � � + y1
2 + � � y2
3 � + � y3
4 + + + y4
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geotechnical FE model, the special arrangement of points
chosen to study a model response relationship is called
an Experimental Design (Box and Draper, 1987). Thus,
the reader should be careful not to associate Experimental

Design with geotechnical tests that are carried out either in
a laboratory or in the field. Factorial design, based on
Experimental Design, is a statistical method varying all fac-
tors simultaneously. In this method, a fixed number of
levels are assigned to each factor studied in the model.
The impacts of all possible combinations of factor levels
are quantified for a selected model response (Box et al.,
2009). The average response from combinations of factors
is denoted as the main effect. This implies that the results
are valid only within the parameter space studied with fac-

torial design. As an example, a 22 full design is conducted
in Table 1. Here, two different levels respectively corre-
sponding to the lower and upper bound of each model
parameter, are assigned to factors A and B.

Subsequently, a table of contrast that includes the total
number of possible combinations of levels is constructed;
see Table 2. The table contains the total number of realisa-
tions, followed by two columns of main effects, A, B, and
column AB representing the interaction of parameters.
Each model response is shown as a single observation y

in the last column of Table 2.
The main and interaction effects of the factors are calcu-

lated as follows:

E ¼ 2

nruns

�1 �1 þ1

þ1 �1 �1

�1 þ1 �1

þ1 þ1 þ1

2
6664

3
7775

|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

|

C

y1
y2
y3
y4

2
6664

3
7775

|fflffl{zfflffl}
R

¼
Amain:

Bmain:

ABint:

2
64

3
75 ð5Þ

In Eq. (5), C is the contrast matrix, R the response vector,
E the vector of effects and nruns denotes the total number of
runs in a two-level factorial design. Amain: and Bmain: are the
calculated main effects, whereas ABint: is the measured inter-

action effect between factors A and B.
It is possible to reduce the number of simulations by

using only a fraction of the full factorial design at the
expense of neglecting the high-order interaction effects.
Thus, fractional factorial designs will reduce the number
of simulations by confounding some interaction effects
with main effects. In such designs, the Resolution governs
the degree of confounding. A design with Resolution IV
does not confound main effects with other main effects or
two-factor interactions. However, two-factor interactions
Table 1
Levels of factors: a 22 example.

Levels

Factors � +

A A� Aþ

B B� Bþ

4

are aliased with each other (Montgomery, 2009). In this
study, the fractional factorial is used for screening
purposes.
3. The Finite Element (FE) model

The Constant Rate of Strain (CRS) test is a common
geotechnical tests that includes rate-dependency and
hydro-mechanical response. Since the mobilisation of
excess porewater pressures at large levels of strain is non-
uniform, a system-level interpretation is essential for the
numerical modelling of a CRS test (Muir Wood, 2016).
Thus, rather than evaluating the behaviour of a constitu-
tive model in isolation at a single integration point, dis-
cretisation of the boundary value problem is required.
Solving some differential equations (e.g. the balance princi-
ple and groundwater flow) where specific information is
known a priori for the unknowns at the boundary is
denoted as the boundary value problem (Ottosen and
Petersson, 1992). The constitutive model used for bound-
ary value problem of CRS test is Creep-SCLAY1S, for
which a brief overview has been provided in Section A.
Creep-SCLAY1S model was developed based on Modified
Cam Clay (Roscoe and Burland, 1968), and was gradually
expanded further to model the behaviour of natural soft
clays, which often are sensitive. Thus, additional model
features were introduced gradually to include anisotropy,
the presence of bonds in sensitive clays and the degradation
of bonds, as well as rate-dependency (Karstunen et al.,
2005; Sivasithamparam et al., 2015; Gras et al., 2018).

In this study, a Finite Element (FE) model with 2D
axisymmetric geometry of a CRS test, with the dimensions
of 50 mm diameter and 20 mm height, was created in
Tochnog Professional FE software1. Fig. 1 shows the FE
mesh and boundary conditions of the numerical model.
The types of elements were 6-noded triangles with
second-order shape functions. The mesh was fixed in both
directions at the bottom boundary and horizontally fixed
on the sides, thus representing oedometric conditions.
The water in the sample drains from the top boundary
and cannot drain from remaining boundaries.

An initial isotropic compressive stress of 5 kPa was pre-
scribed within the sample. Throughout this study, geotech-
nical sign convention is used, with compression positive.
Similar to the laboratory tests, the samples were axially
loaded by prescribing a constant rate of displacement on
1 A user supplied material subroutine of Creep-SCLAY1S was applied.
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Fig. 1. FE mesh, geometry, and boundary conditions. P denotes the
porewater pressure.
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the top boundary, until an ultimate axial strain of 30 % was
reached.

The present study was performed with a displacement
rate of 0.0024 mm min�1 for temporal SA, following the
standard Swedish practice. Additionally, the effect of dis-
placement rate was investigated with spatial SA. The
groundwater flow and consolidation were solved using
the storage equation that is coupled to the material defor-
mations via the volumetric strain (Verruijt, 2015).

The hydraulic conductivity K was set to a value compa-
rable to what is found in Swedish sensitive clays, i.e. 8
� 10�5 m d�1 (Karlsson et al., 2016). The effect of soil
stratification on hydraulic conductivity was considered by
selecting the ratio Kmax=Kmin � 3 (Kashef, 1986).
Fig. 2. Definition of the misfit function, where r0 denotes vertical effective
stress and e denotes axial strain.
3.1. The misfit function

A misfit function with a least-squares criterion is intro-
duced to capture the sensitivity of factors. The typical com-
pression curve from CRS testing is used for quantifying the
misfit function. Hence, the shape of the compression curve
over a continuous time series has been examined to study
the temporal sensitivity of the factors (Tarantola, 2005;
Papon et al., 2012). The misfit function measures the differ-
ence between the reference response with respect to the re-

alisations, i.e. generated from GSA methods. Subsequently,
the least-square term was normalised with the area under
the reference curve at final time series An

ref . Thus, the misfit
function becomes a dimensionless scalar; see Eq. (6).

F err Xð Þjtn0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

i¼1

Ai
ref � Ai

real Xð Þ
An
ref

����
����
2

vuut ð6Þ

In Eq. (6), X jtn0 is the vector of the factors over the temporal

domain, Ai
ref ¼

Pn
i¼1erefDr

0
i is the area under the curve
5

resulting from reference input factors. In this study, the cal-
ibrated numerical model in Section 4 is considered to be the

reference case. Ai
real ¼

Pn
i¼1erealDr

0
i presents the area under

the curve from realisations, i.e. originated from GSA meth-
ods. All areas are measured using the trapezoidal rule, in
which n represents the total number of intervals for inte-
grating the areas below the curve. The schematic interpre-
tation of the misfit function is displayed in Fig. 2.

The temporal analysis of the misfit function illustrates
the most significant factors at different instances of consol-
idation. It has been demonstrated that the response of
overconsolidated soil specimens during confined compres-
sion are different from normally consolidated samples
due to their disparate hydro-mechanical behaviour (Peck
et al., 1974). Thus, for performing temporal SA, the effec-
tive stress–strain behaviour of the soil specimen are sepa-
rated into three zones shown in Fig. 3.
3.2. Validation of Sobol method

The Sobol method requires a convergence study in order
to find the adequate sample size due to the Monte Carlo
sampling strategy. In the current study, a crude Monte
Carlo sampling technique is utilised leading to the genera-
tion of 2k þ 2ð ÞN model evaluations, where k is the number
of model parameters and N is the sample size. For an initial
guess, Saltelli et al. (2008) have recommended an N value
of between 500 and 1000. The Monte Carlo sampling and
subsequent Sobol analyses are calculated using the SALib
Python library (Herman and Usher, 2017). The conver-
gence study of FE simulations is presented in Fig. 4, in
which the y-axis is the total-order Margin of Error
(MOE) within a 95 % confidence interval divided by ST .
Fig. 4 demonstrates that the level of uncertainty is



Fig. 3. Definition of zones in effective stress–strain consolidation curve of
an overconsolidated sample (Adapted from Peck et al., 1974).

Fig. 4. The convergence study of sample size N for Sobol method.

Table 3
Ranges for validation of Sobol results.

Range I (Gras et al., 2017)

Factor Unit � + Relative range(%)

j� 0.0225 0.0275 20
m0 0.18 0.22 20
k�i 0.077 0.094 20
Mc 1.17 1.43 20
Me 0.81 0.99 20
OCR 1.247 1.525 20
a0 0.378 0.462 20
x 29.7 36.3 20
xd 0.785 0.959 20
v0 18 22 20
a 9 11 20
b 0.36 0.44 20
l�i 1.35 � 10�3 1.65 � 10�3 20

Fig. 5. Comparison of Sobol’s ST between single element level simulations
and current FE models.
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decreased for all the factors, by increasing the number of
samples N. Thus, based on the convergence study per-
formed, 1000 number of samples N is selected for following
Sobol analyses in Section 5.2.

In addition, the results of the Sobol method are verified
by comparing single element simulations with the corre-
sponding FE model of the CRS test. For this purpose,
the identical ranges from Gras et al. (2017) are studied,
about which the sensitivity analyses have been performed
at single element level. Table 3 presents the ranges of the
Creep-SCLAY1S model parameters pertaining to verifica-
tion of the Sobol method at the FE boundary problem
and single element level.
6

Similar to single element simulations and to enable com-
parison, the FE model for CRS test here does not incorpo-
rate a coupled stress-flow procedure. The misfit function at
the end of the test represents the response for Sobol verifi-
cation, where the reference case is defined as the middle
range of Table 3 (Gras et al., 2017). The Sobol index ST

obtained from the single element simulations and FE mod-
els are presented in Fig. 5. Some differences are observed
due to a slightly different definition of compression index.
In Gras et al. (2017), instead of the modified intrinsic com-
pression index k�i ; f

�
i ¼ k�i � j� is used. Furthermore, pre-

consolidation pressure r0
p0

is used as an input parameter

instead, whereas the overconsolidation ratio (OCR) is used
in this stage. These differences have no consequence for the
comparison, as the non-influential parameters with ST ffi 0
remain the same; see Fig. 5. Thus, the results illustrate the
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successful implementation of the Sobol method using FE
discretisation, in which no substantial differences have been
observed in terms of important factors.
Fig. 6. FE simulation compared to the CRS laboratory data of Karlsson
et al. (2016).
4. Design of Experiments (DOE)

The main significance of our statistical Experimental
Design is to investigate true ranges of parameters, as
opposed to previous researches (e.g. Gras et al., 2017;
Yin et al., 2018), which used only artificially generated
data. For this purpose, the parameters of the Creep-
SCLAY1S model have been calibrated with laboratory
data on clay from the Utby test site, i.e. located in Gothen-
burg, Sweden (Karlsson et al., 2016). The model parame-
ters, such as j�; k�i , and r0

p0
, were derived manually from

the laboratory CRS data. The values for j� and k�i respec-
tively represent the elastic and intrinsic slope of the
ln r0

v � e curve, where r0
v denotes the vertical effective stress.

The preconsolidation pressure r0
p0

is determined from the

CRS laboratory data by using the suggested method in
Sallfors (1975). The remaining Creep-SCLAY1S parame-
ters are derived from a set of incremental loading oedome-
ter tests as well as triaxial tests that were sheared in
compression and extension (Karstunen and Amavasai,
2017). Table 4 presents the calibrated Creep-SCLAY1S
parameters. Fig. 6 displays the good agreement between
the FE model and the effective stress–strain behaviour of
an undisturbed piston sample from a depth of 8 m.

Based on the calibrated values, a wider range of input
parameters is selected, whereby the theoretical and physical
limitations of Creep-SCLAY1S parameters in relation to
Utby clay are taken into consideration (Karlsson et al.,
2016; Gras et al., 2017; Gras et al., 2018). Thus, while it
may be that the design is totally universal for any specific
set of circumstances, it will deliver feasible response over
the range of conditions in which it is likely to be used.
Table 4
Calibration of CRS numerical model with Utby clay.

Factor Description Unit CRS 8 m

j� Modified swelling index - 0.0124
m0 Poisson’s ratio - 0.2
k�i Modified intrinsic compression index - 0.0894
Mc Slope of critical state line in triaxial

compression
- 1.55

Me Slope of the critical state line in triaxial
extension

- 1.15

r0p0 Initial effective preconsolidation pressure kPa 90
a0 Initial inclination of NCS - 0.63
x Absolute effectiveness of rotational

hardening
- 30

xd Relative effectiveness of rotational
hardening

- 1.014

v0 Initial amount of bonding - 10
a Absolute rate of destructuration - 9
b Relative rate of destructuration - 0.5
l�i Intrinsic modified creep index - 1.42 � 10�3

s reference time d 1

7

The subsequent wider range is denoted as Range II and
presented in Table 5. The benefit of DOE is that the main
effects obtained for parameters are not just valid for a
specific combination of other parameters, providing the
values of other parameters remain within their respective
ranges that are chosen for the FE simulations.

An extra qualitative factor, i.e. consolidation u, is intro-
duced in order to distinguish the influence and mechanism
of water flow (consolidation) over the discretised domain.
Concerning the 14 factors and their associated levels in
Table 5, an Experimental Design was conducted. First, a
two-level fractional factorial design was utilised for the
purpose of factor screening over the temporal domain of
the misfit function. This is quite beneficial since a fraction

(i.e. one-256th) of the full design requires only 214�9 ¼ 32
model evaluations. The fractional design is chosen in Res-
olution IV, meaning that no main effects are confounded
with any two-factor interactions. The coded table of con-

trast for 214�9
IV fractional design is presented in Table 6.

The DOE procedure is implemented using pyDOE2 with
which the higher-order interactions are coded by the
author.

5. Results and discussion

5.1. Temporal SA of CRS loading path

The sensitivity of Creep-SCLAY1S parameters, over the
entire time-series of the CRS loading path, is investigated

first. A 214�9
IV factorial design is used with a wider range

of factors presented in Table 5. The temporal main effects
corresponding to zones defined in Section 3.1 are presented
in Figs. 7–9, where the positive effects are illustrated by
black colour bars, whereas the negative effects are
presented by grey colour bars.
2 https://pythonhosted.org/pyDOE/.

https://pythonhosted.org/pyDOE/


Table 6
214�9
IV design: table of contrast.

Run No. j� m0 k�i Mc Me x xd a b r0p0 a0 v0 l�i u

1 � � � � � � � � � � � � � �
2 + � � � � + + + + + + + � �
3 � + � � � + + + + � � � + +
4 + + � � � � � � � + + + + +
5 � � + � � + + � � + + � + +
6 + � + � � � � + + � � + + +
7 � + + � � � � + + + + � � �
8 + + + � � + + � � � � + � �
9 � � � + � + � + � + � + + �
10 + � � + � � + � + � + � + �
11 � + � + � � + � + + � + � +
12 + + � + � + � + � � + � � +
13 � � + + � � + + � � + + � +
14 + � + + � + � � + + � � � +
15 � + + + � + � � + � + + + �
16 + + + + � � + + � + � � + �
17 � � � � + + � � + � + + � +
18 + � � � + � + + � + � � � +
19 � + � � + � + + � � + + + �
20 + + � � + + � � + + � � + �
21 � � + � + � + � + + � + + �
22 + � + � + + � + � � + � + �
23 � + + � + + � + � + � + � +
24 + + + � + � + � + � + � � +
25 � � � + + � � + + + + � + +
26 + � � + + + + � � � � + + +
27 � + � + + + + � � + + � � �
28 + + � + + � � + + � � + � �
29 � � + + + + + + + � � � � �
30 + � + + + � � � � + + + � �
31 � + + + + � � � � � � � + +
32 + + + + + + + + + + + + + +

Table 5
Levels of the factors for temporal and spatial SA.

Range II

Factor Unit � + Relative range(%)

j� 0.0088 0.0132 40
m0 0.18 0.22 20
k�i 0.0777 0.095 20
Mc 1.26 1.55 20
Me 0.94 1.15 20
r0p0 kPa 90 100 10
a0 0.504 0.756 40
x 24 36 40
xd 0.819 1.014 20
v0 8 12 40
a 6 9 40
b 0.36 0.54 40
l�i 1.42 � 10�3 2.13 � 10�3 40
u (consolidation) No Yes Qualitative
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The results are plotted in Fig. 7 in terms of the misfit
function for a given parameter. The small embedded image
plots demonstrate all the realisations. The results have been
extracted at the same time, as shown in the embedded
image, thus corresponding different effective stress levels.
Fig. 7 shows that the most dominant factors of Zone I
(the overconsolidation region) are j�; u; m0, and a0. Also,
8

notice that the small effects during the initial Zone are
due to the lower variability in the model response. The
changes in the elastic parameter j� have significant effects
on the calibration of the initial flat portion of the consoli-
dation curve. Because of the horizontal component of effec-
tive stress tensor, the elastic parameter m0 exhibits some
effect. In addition anisotropy, a0 has little effect on the



Fig. 7. Temporal effects of the 214�9
IV fractional design corresponding to Zone I, i.e. taken at 1h : 20 : 5200 of the CRS realisations.

Fig. 8. Temporal effects of the 214�9
IV fractional design corresponding to Zone II, i.e. taken at 8h : 340 : 3500 of the CRS realisations.

Fig. 9. Temporal effects of the 214�9
IV design corresponding to Zone III, i.e. taken at : 1d : 17h : 370 : 600 of the CRS realisations.
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initial response of the compression curve. This is due to the
fact that the Creep-SCLAY1S model does not have a
purely elastic region. Therefore, viscoplastic strains occur
in all effective stress ranges, predicting negligible rotation
of the yield curve. During the application of the constant
displacement rate, the porewater will flow caused by the
gradients of excess pore water pressure. Thus, the effect
of consolidation u, i.e. the generation and dissipation of
excess porewater pressures, during the initial stage of the
test becomes evident over the discretised domain.

The most distinguishable factors of Zone II are
r0
p0
;Mc; k

�
i , and a in Fig. 8. The preconsolidation pressure

r0
p0
defines the boundary between small and large irrecover-

able strains by determining the initial size of the Normal
Compression Surface (NCS). Thus, the initial input of r0

p0

has major effect on the calibration of Zone II. Since large
viscoplastic strains are predicted after yielding, the vis-
coplastic flow rule affects the ratio of volumetric and devi-
atoric strain increments. Therefore, the slope of the critical
state line at compression Mc has significant effect on the
transitional Zone II. The sensitivity of k�i follows by transi-
tioning to the second portion of the compression curve.
The nature of bond degradation, i.e. also referred to as
destructuration, indicates slippage and rearrangements of
soil particles that changes the nature of the inter-particle
forces leading to bond degradation (Karstunen et al.,
2005). Thus, as in Zone II an increasing amount of vis-
coplastic strains are being predicted, the importance of
the destructuration parameter a has grown.
Fig. 10. Demonstration of non-uniqueness for parameter sets in CRS loading p
Changing k�i yields unique curves after the preconsolidation pressure.

10
In Fig. 9, the main effects of factors k�i ; a, and v0 stand
out. The most striking effect on the misfit function results
from the intrinsic modified compression index (k�i ) given
that is the ultimate target value for the inclination of the
effective stress–strain curve once all bonds have been
destroyed by the viscoplastic work. Consequently, a change
in the value of this parameter has significant effects on the
calibration of the CRS loading path during the post failure
zone. Since there are substantial viscoplastic strains, the
importance of destructuration parameter a is noticeable.
Furthermore, the influence of an appropriate initial state
variable, such as v0 that governs the initial bonding is high-
lighted over the post yield region.

In general, the temporal assessment illustrates that the
hierarchical features of the constitutive model are in-line
with the physics of the consolidation problem. Figs. 7–9
demonstrate the transient nature of the significance of par-
ticular model parameters at different phases of consolida-
tion. This reveals the non-stationary nature of factor
screening for time-dependent processes, such as the CRS
loading path, as clearly the ranking of the significant
parameters evolves over time. Following the temporal
SA, the parameters with detectable influence are identified
as active parameters for each Zone defined; see Eq. (7). The
underlined parameters in Eq. (7) are denoted as the most
dominant for the calibration of the CRS boundary value
problem using Creep-SCLAY1S. Fig. 10(a) illustrates the
problem of non-uniqueness due to variation of the x while
keeping the other parameters constant. As a result, similar
ath using Creep-SCLAY1S. (a) Parameter x results in non-uniqueness. (b)
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solutions have been obtained for stress–strain behaviour by
changing the non-influential parameter of x. However,
Fig. 10(b) shows that the governing parameters from tem-
poral SA, such as k�i , leads to unique solutions within their
influential Zones. The method introduced in this paper sys-
tematically indicated active parameters that lead to unique
solutions. In essence, this information is beneficial for cal-
ibration procedures by fixing the inactive parameters
chronologically; hence, the problem of non-uniqueness is
likely to be limited as well as the necessary number of trials.
Although different parameter sets for end Zones were
introduced, the uniqueness of input parameters is fulfilled
over the entire stress–strain curve, pinpointing the advan-
tage of DOE while examining the possible combinations
of levels studied. It is therefore noteworthy that, despite
intersective parameters in different Zones, the uniqueness
of input parameters must be provided for further calibra-
tion purposes.

zone I ¼ j�; u; m0; a0f g ð7aÞ
zone II ¼ r0

p0
;Mc; k

�
i ; a; j

�; u
n o

ð7bÞ

zone III ¼ k�i ; a; v0; u; b;r
0
p0
;Mc; a0

n o
ð7cÞ
5.2. Spatial SA of the boundary value problem

In addition to the temporal response emerging from
consolidation, FE modelling enables investigating the effect
of each factor as a function of its spatial coordinate. The
parameter set corresponding to the final stage of the CRS
loading path, i.e. Zone III, is examined further using spa-
tial SA.

As a coupled formulation was used in all FE simula-
tions, the factor u has been excluded in the next stage of
investigation. Instead, the effect of the displacement rate
in the CRS simulations have been investigated in order to
examine the rate-dependent response of the numerical
Fig. 11. Sensitivity maps towards the vert

11
model. The plausible rate of displacements is altered from
0.0006 to 0.02 mm min�1 following the experiments
reported in Sallfors (1975). The bounds of the Creep-
SCLAY1S parameters obtained from Eq. (7c) remain the
same as Table 5; consequently, eight factors are selected
to construct the Experimental Design. The main aim is to
examine the spatial sensitivity patterns using a two-level
full factorial design and Sobol method. The two-level full
factorial design yields 256 realisations, whereas the Sobol
method requires 18 000 simulations. The sensitivity mea-
sures over the spatial domain are normalised between 0
and 1, in which 1 denotes the highest level of importance.
Fig. 11 displays the spatial sensitivity maps of the three
most significant model parameters at the end of the CRS
stress path. The observation has been made by comparing
Sobol’s first-order index Si to the main effects of the full
factorial study. The sensitivity maps using the two GSA
methods are comparable to a large extent, as depicted in
Fig. 11. For instance, the effect of displacement rate are
most pronounced near the top boundary for both methods.
By noticing that the spatial SA is performed at the end of
the loading path, destructuration parameters a and v0 are
shown to be sensitive towards the middle and bottom of
the specimen, respectively. The obtained patterns exhibit
1D gradual changes of sensitivity, i.e. in line with the beha-
viour of the CRS test under oedometric compression.

Concerning the two GSA methods, some differences are
noticed in the a and v0 maps, which may result from the
different sampling schemes of the two methods. Overall,
the spatially distributive sensitivity maps in Fig. 11 have
revealed the locations where the parameters have greatest
importance. Given the spatial patterns of two GSA meth-
ods are analogous, the Experimental Design is also able
to provide accurate sensitivity maps. Fig. 12 presents the
most notable interactive effect, i.e. captured between
parameters k�i and a. Thus, the impacts of these two model
parameters must be considered simultaneously over the
course of large viscoplastic strains. The representations
ical effective stress on spatial domain.
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indicate that the interaction takes place since an increase in
k�i reduces the predicted vertical effective stress at both
levels of a. However, at a higher level of a the specimen
resists lower stress levels than of a lower level of a.

At laboratory scale, the spatial assessment provides an
essential step towards calibration of advanced models
against experimental mesoscale data. Such experimental
data includes three-dimensional fields of strain that is col-
lected from the sample by using X-ray Computed Tomog-
raphy (XCT) techniques (e.g. Birmpilis et al., 2022). The
spatial assessment is essential for field scale modelling,
where stress fields are non–homogeneous as different parts
of the system experiencing different loading paths at differ-
ent magnitudes. In addition, the spatial location of factors
differs for boundary value problems in Geotechnics, as
illustrated in the temporal assessment.
5.3. Execution time and storage costs

Experimental Design is an economical GSA method in
order to assess boundary value problems. We present data
on running time and the amount of storage space required
for each assessment step. Table 7 summarises information
regarding assessment steps used in this study. The conver-
gence study that the Sobol method requires, come with
many trials, which yields higher computational costs,
whereas the combination of fractional and full factorial
design requires less storage and execution time. This is cru-
cial for deterministic Geotechnical FE models, in which a
single realisation may take a substantial amount of time.
Fig. 13 shows that, on average, the analyses performed
using the Sobol method have taken up almost 77 times as
Fig. 12. Changes in the predicted vertical effective stress by modified
intrinsic index k�i for two levels of destructuration parameter a.
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much storage as Experimental Design. By comparing the
two GSA methods performed for spatial SA, computa-
tional time has been increased almost 300 times by using
the Sobol method. Considering the high computational
burden of the Sobol method, especially for sensitivity anal-
ysis purposes, the appropriate Design of Experiments
resulted in tremendous savings without inaccuracy in the
solution.
6. Conclusions

The response of a rate-dependent numerical model, con-
sidering a Constant Rate of Strain (CRS) test using Finite
Element (FE) analysis, were assessed by means of Experi-
mental Design. The FE model of the CRS tests included
complexities, such as advanced rate-dependent constitutive
model for natural soft clays and a coupled formulation for
consolidation. The results demonstrate that Experimental
Design was successfully implemented and benchmarked
against the Sobol method using FE modelling. The study
draws several conclusions regarding the optimal calibration
of CRS loading path, as well as the implementation of
Experimental Design in FE modelling.

Regarding the optimal calibration of the numerical
model, it was shown that the relative significance of the
model parameters vary in different zones of the effective
stress–strain curve resulting from CRS testing; see Eqs.
(7a), (7b), (7c). This was accomplished by defining a tempo-
ral misfit function with respect to a calibrated model, in
which a fractional factorial design of Resolution IV deter-
mined the important parameters. The results of this
approach identified the parameters of the constitutive
model that lead to non-unique solutions for the CRS load-
ing path at system-level. The findings of temporal SA also
illustrated the evolving significance of Creep-SCLAY1S
model parameters, highlighting the non-stationary essence
of parameter screening for such problems.

In addition, the sensitivity of model parameters from
Eq. (7c) were studied in spatial domain, pinpointing the
precise spacial location of sensitive factors. For this pur-
pose, the result of full factorial Experimental Design was
compared to the Sobol method. The obtained sensitivity
maps were in good agreement. The results of spatially dis-
tributive sensitivity maps potentially offer opportunities to
detect and screen important parameters for subsequent sta-
tistical analyses that incorporate spatial heterogeneity, such
as the Random Finite Element Method (RFEM) or sensor
installation as part of inverse modelling strategies for data
monitoring. It was also highlighted that quantification of
interactive effect was a beneficial feature of Experimental
Design. A noticeable interaction effect between the modi-
fied compression index k�i and absolute rate of destructura-
tion a has been detected. The interaction effect between k�i
and a occurred post-yield where large viscoplastic strains
were generated, meaning that both factors must not be



Table 7
The required total number of realisations.

Assessment steps Scaling k N Total realisations

Sobol convergence study 2k þ 2ð ÞN 13 500 � 1000½ 	 126 000
Temporal SA: fractional design 2k�9

IV 14 � 32
Spatial SA: Sobol 2k þ 2ð ÞN 8 1000 18 000
Spatial SA: full factorial 2k 8 � 256

Fig. 13. Execution time and required storage.
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interpreted independently, as they are part of the same
hardening law in Creep-SCLAY1S.

It may be concluded that Experimental Design proved
to be a promising approach to assess rate-dependent
numerical models. The Sobol method consumed more
computational time as well as required storage capacity.
By using Experimental Design for spatial SA, the savings
in terms of computational time was as high as 18
500 min. Moreover, 109 GB storage was saved. Therefore,
an appropriately executed Design of Experiments reduces
the efforts towards the assessment and calibration of
Geotechnical FE numerical models without sacrificing
accuracy.
Fig. 14. Creep-SCLAY1S and its associated surfaces (Gras et al., 2018).
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Appendix A. Brief overview of Creep-SCLAY1S

For full details of Creep-SCLAY1S in its generalised
state, the reader is referred to Gras et al. (2018) and
Sivasithamparam et al. (2015). The stress-state of the
Creep-SCLAY1S model in triaxial space includes three
main surfaces i.e. inclined by the anisotropy scalar a; see
Fig. 14. The shape and orientation of all surfaces are sim-
ilar and defined according to Eq. (A.8):

f surface ¼ q� ap0ð Þ2 � M hð Þ2 � a2
� �

p0surface � p0
� �

p0 ¼ 0

ðA:8Þ
In Eq. (A.8),M controls the stress ratio at a critical state

and is a function of the modified Lode angle h,

� Normal Consolidation Surface (NCS): A boundary sur-
face between the small and large viscoplastic strains.
Note that elastic and viscoplastic strains are generated
for all stress states, only the magnitude of the viscoplas-
tic strain rate substantially increases when the current
stress is beyond the NCS. The size of this surface is
determined by the preconsolidation pressure projected
on the isotropic axis p0m.
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� Current Stress Surface (CSS): A surface that tracks the
current state of effective stress and its size is controlled
by the mean effective stress p0eq.

� Intrinsic Compression Surface (ICS): This state repre-
sents an imaginary soil sample without bonding, but
supplied with a similar void ratio and fabric of the
NCS surface. The size of ICS is determined by the
intrinsic isotropic preconsolidation pressure p0mi, in
which the size of ICS and NCS is linked together by a
bonding parameter v given in Eq. (A.9).

p0m ¼ 1þ vð Þp0mi ðA:9Þ

The total strain rate is given by the summation of the
elastic and viscoplastic (creep) strain rates in volumetric
and deviatoric decomposition:

_�v ¼ _�ev þ _�cv
_�d ¼ _�ed þ _�cd

ðA:10Þ

The viscoplastic strain rates in Eq. (A.10) are defined
using the associated flow rule:

_�cv ¼ _K
@p0eq
@p0

_�cd ¼ _K
@p0eq
@q

ðA:11Þ

In which _K is the rate-dependent viscoplastic multiplier:

_K ¼ l�
i

s

p0eq
p0m

	 
k�
i
�j�
l�
i

M hð Þ2 � a2Knc
0

M hð Þ2 � g2Knc
0

0
@

1
A ðA:12Þ

The model consists of three hardening laws:

� Volumetric hardening law: The rate of the viscoplastic
volumetric strain governs the size of the ICS; see Eq.
(A.13).

_p0mi ¼
p0mi

k�i � j� 
 _�cv ðA:13Þ

� Rotational hardening law: The rotational hardening law
captures the evolving anisotropy by incorporating the
rate of the volumetric viscoplastic strain _�cv and the devi-
atoric viscoplastic strain _�cd (Wheeler et al., 2003); see
Eq. (A.14).

_a ¼ x
3q
4p0

� a

	 

_�cv

� �þ xd
q
3p0

� a

	 

_�cd
�� �� �

ðA:14Þ

� Destructuration hardening law: Eq. (A.15) incorporates
the degradation of the fabric structure by introducing
two new parameters, i.e. the absolute and relative rate
of destructuration (a & b). In this assumption, both
the volumetric and deviatoric viscoplastic strain tend
to decrease the bonding parameter v until it totally van-
ishes to zero, i.e. an irreversible degradation of the initial
bonding (Karstunen et al., 2005).
14
_v ¼ �av _�cv
�� ��þ b _�cd

�� ��� � ðA:15Þ

In general, Creep-SCLAY1S requires 14 input parame-
ters that are summarised in Table 4.
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