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Abstract
Autoencoder-based anomaly detection approaches can be used for precluding scope compliance failures of the auto-
motive perception. However, the applicability of these approaches for the automotive domain should be thoroughly 
investigated. We study the capability of two autoencoder-based approaches using reconstruction errors and bottleneck-
values for detecting semantic anomalies in automotive images. As a use-case, we consider a specific highway driving 
scenario identifying if there are any vehicles in the field of view of a front-looking camera. We conduct a series of experi-
ments with two simulated driving scenario datasets and measure anomaly detection performance for different cases. 
We systematically test different autoencoders and training parameters, as well as the influence of image colors. We show 
that the autoencoder-based approaches demonstrate promising results for detecting semantic anomalies in highway 
driving scenario images in some cases. However, we also observe the variability of anomaly detection performance 
between different experiments. The autoencoder-based approaches are capable of detecting semantic anomalies in 
highway driving scenario images to some extent. However, further research with other use-cases and real datasets is 
needed before they can be safely applied in the automotive domain.

Keywords Anomaly detection · Autoencoders · Automotive perception

1 Introduction

Contemporary automotive software systems are 
designed and implemented using control-loop based 
algorithms [1]. Despite the advantages of being pre-
dictable and controllable, these algorithms have lim-
itations—e.g. the software design needs to handle all 
inputs provided to these algorithms. These active safety 
systems use multiple sensors to recognize driving situ-
ations and provide input to decision algorithms, which 
lead to a trade-off between the number (and type) of 
sensors used and the quality of the input as more sen-
sors increase the quality while also increasing the costs. 
As much as all advanced driver-assistance systems, 

autonomous driving functions in modern cars rely, 
among other sensors, on cameras to detect roadway, 
lanes, and traffic objects. Due to advances in computa-
tional capacity of on-board computers and progresses 
in deep learning (DL), DL-based algorithms are widely 
used for various perception tasks (e.g., object detection 
and scene segmentation) in the automotive industry [2]. 
Supervised learning algorithms used for image recogni-
tion are one example of such DL-based systems. Despite 
of their advantages, they have the disadvantage of being 
“data hungry” which increases the cost of development 
or reduces reliability of these systems during operation 
[3]. Unsupervised learning algorithms, on the other 
hand, do not require labelled data and can therefore 

 * Vasilii Mosin, vasilii.mosin@volvocars.com | 1Division of Research and Development, Volvo Car Corporation, Gothenburg, 
Sweden. 2Department of Computer Science and Engineering, Chalmers | University of Gothenburg, Gothenburg, Sweden.

http://crossmark.crossref.org/dialog/?doi=10.1007/s42452-022-05160-3&domain=pdf
http://orcid.org/0000-0001-7033-045X


Vol:.(1234567890)

Research Article SN Applied Sciences (2022) 4:334 | https://doi.org/10.1007/s42452-022-05160-3

be used more flexibly. However, one of the challenges 
is their ability to perform correctly – the performance 
can differ based on their architecture, type of images 
or even the task for which they are used [4]. For exam-
ple, traffic signs classification algorithm will not work in 
American countries if it was trained on European traffic 
signs. Scope compliance failures are of greater impor-
tance in the automotive industry because they require 
to pay attention to complex environmental details, while 
the other types of failures are just the questions of algo-
rithmic and technical capabilities of a system and data 
quality. These differences need to be studied in detail 
in order to establish which algorithms can be used in 
which situations.

Therefore, in this paper, we set off to investigate one 
of unsupervised learning algorithms for image process-
ing – autoencoders [5, 6]. Autoencoders are usually used 
to identify anomalies (or novelty) in images which is often 
used to reduce noise. These anomalies can also be used to 
detect different driving situations – for example detect-
ing whether there is an object on the road. In this paper, 
we study one specific driving situation - highway driving 
- and study how well autoencoders perform in identifying 
that there is a vehicle (or multiple vehicles) in the field of 
view of the front-facing camera. We chose highway driv-
ing because of two main reasons. Firstly, it is considered as 
one of the simpler driving scenarios mostly involving vehi-
cles that move in the same direction, as opposed to other 
driving scenarios which may include oncoming vehicles, 
traffic lights, pedestrians, road crossings, etc. Therefore, we 
believe it is a good starting points for our study. Secondly, 
it represents one of the most beneficial driving scenarios 
for taking the steering wheel of the driver as it is usually 
performed over longer distances where driving itself is 
monotonous and tedious. So enabling the autonomous 
driving in the highway driving scenario would not only 
release the driver from the constant need of keeping the 
focus on the road, but also provide the driver with some 
spare time for other activities.

Autoencoders can be used as part of the safety 
mechanisms designed to ensure that machine learn-
ing algorithms do not cause unexpected behaviour, 
for instance in safety cages [3]. The concept originates 
from “fault diagnosis scheme” in the aviation domain [7]. 
Autonomous driving requires the development of com-
plex architectural solutions based on the combination 
of stochastic and deterministic components interact-
ing with each other, where DL perception results (e.g., 
object detection and scene segmentation) are used by 
decision-level functions (e.g. path planning) for control-
ling a vehicle. The goal of the “safety cage” is to detect 
the driving situations, which are out of the operational 
domain of a DL-based component, and to switch to 

the execution of predefined safe instructions (usually 
referred to as a safe mode), if such driving situations are 
detected, instead of continuing to rely on the percep-
tion results.

In this paper, we use the definition of anomalous data 
as the samples coming from outside of the training data 
distribution, in terms of machine learning, which can 
represent change in a driving scenario or perception 
context, in terms of the automotive software. In case of 
automotive perception with cameras, the data is pre-
sented in the form of images. Importantly, that images 
can contain anomalies of two different types: context 
and semantic. For example, a context anomaly can be a 
different weather condition (sunny/foggy/rainy) or land-
scape scenario (highway/city), and a semantic anomaly 
can be an unknown object (e.g., vehicle, pedestrian, ani-
mal, etc.), its type, color, position, or orientation. Con-
text anomalies are usually presented in a large part of an 
image, such as a background, and therefore they can be 
detected just using the color and textural information of 
a whole image. Oppositely, semantic anomalies are usu-
ally presented in a small part of an image, and therefore 
they can be detected only by using local information 
of an image. Autoencoders are widely used for anomaly 
detection on images and autoencoder-based anomaly 
detection has been tested on automotive datasets from 
the safety cage perspective by Henriksson et al. [8] and 
Kratz [9] showing promising results. However, they have 
only considered context anomalies. On the contrary, 
there are no similar studies on semantic anomaly detec-
tion, that is a fairly relevant and important case for the 
automotive industry. Furthermore, robustness of the 
autoencoder-based approaches for anomaly detection 
regarding possible changes of the image colors has not 
been investigated, but it turned out that there is a strong 
color bias that limits their applicability.

In this paper, we address the research question of
How capable are autoencoders in detecting semantic 

anomalies in highway driving scenarios?
We address the question by performing 27 experiments 

with two different data sets and five different types of 
autoencoders, including four types previously used in a 
similar context. Our contribution is the evaluation of five 
different autoencoders on generated data with the goal to 
understand their characteristics and provide the automo-
tive industry with the possibility to construct robust active 
safety systems which are based on unsupervised learn-
ing algorithms. We use AUROC (Area Under the Receiver 
Operational Characteristics) to measure the performance 
of each studied autoencoder. Our results show that convo-
lutional autoencoders, trained using skipped connections 
perform best (AUROC of 0.976 and AUROC of 0.993) for the 
datasets studied. Our contributions are:
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• Evaluation of five different autoencoder architectures in 
the context of a unique use case for this technology – a 
highway driving scenario.

• Development of a new dataset for this scenario, which 
is openly available at https:// drive. google. com/ file/d/ 
1F2kP nv8N- dQqwY1_ h2rDn VDpDP Kx4oew/ view? usp= 
shari ng.

• Development of the autonencoder and the methodology 
for its training, available at https:// github. com/ mosin 26/ 
autoe ncodi ng_ models.

These results show that the autoencoder algorithms can 
be used for detecting driving scenarios. However, we have 
observed significant differences between the performance 
of varios types of autoencoders, which indicates that more 
studies are needed to understand which autoencoder 
should be used for which driving situation.

The remaining of the paper is structured as follows. Sec-
tion 2 contains the background information on the autoen-
coder-based anomaly detection. Section 3 briefly discusses 
recent papers about anomaly detection from autonomous 
driving and ML perspectives and the most popular automo-
tive datasets. In Sect. 4, we divide the general research ques-
tion mentioned above into two specific research questions. 
A methodology and particular implementations used in this 
work together with data and experiments are also explained 
in Sect. 4. The results of our experiments are presented in 
Sect. 5. Section 6 contains the discussion about the main 
threats to validity of our study. Finally, conclusions drawn 
from the results are discussed in Sect. 7.

2  Background

According to the current research studies and engi-
neering practices, it is common to use autoencoders 
for anomaly detection [10]. An autoencoder is a type of 
neural networks that are trained to reconstruct the input 
they are given [11]. Traditionally, autoencoders were 
used for dimensionality reduction or feature learning 
[11]. Fig. 1 shows the structure of a general autoencoder 
that consists of two parts – encoder, which computes a 
lower-dimensional (compressed) representation of the 
input data in the bottleneck, and decoder, which recon-
structs the output from this compressed representation 
of the input.

There are four different types of autoencoders pre-
sented in this work. The most basic one is a simple 
shallow autoencoder (SAE). It has no intermediate lay-
ers in the encoder and decoder and reconstructs the 
input through the bottleneck to the output directly. 
An autoencoder with multiple intermediate layers in 
the encoder and decoder is called a deep autoencoder 
(DAE). Variational autoencoder (VAE) is a special type 
of autoencoders introduced by Kingma and Welling 
[12]. Under the assumption that the compressed rep-
resentation of the data should follow some predefined 
distribution, VAE is trained to learn parameters of this 
distribution in the bottleneck instead of learning data 
representation directly. Another type of autoencod-
ers, which is usually used for images in particular, is a 

Fig. 1  Basic autoencoder 
structure

https://drive.google.com/file/d/1F2kPnv8N-dQqwY1_h2rDnVDpDPKx4oew/view?usp=sharing
https://drive.google.com/file/d/1F2kPnv8N-dQqwY1_h2rDnVDpDPKx4oew/view?usp=sharing
https://drive.google.com/file/d/1F2kPnv8N-dQqwY1_h2rDnVDpDPKx4oew/view?usp=sharing
https://github.com/mosin26/autoencoding_models
https://github.com/mosin26/autoencoding_models
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convolutional autoencoder (CAE). It has layers with con-
volutional filters for processing data that has a known 
grid-like topology [11].

There are two general approaches for using autoen-
coders for anomaly detection according to the anomaly 
detection review in [13]. The first approach is based on 
the reconstruction error (Fig. 1), which is the difference 
between the output and the input. Autoencoders are 
usually restricted in ways that allow them to reconstruct 
inputs only approximately, and to reconstruct only 
inputs that resemble the training data [11]. Therefore, 
the reconstruction errors will be higher for anomalous 
data if the autoencoder is trained only on normal data 
without anomalies. In this case, the reconstruction 
errors are used as anomaly scores. The second approach 
is based on the bottleneck-values (Fig. 1), which repre-
sent the compressed representation of the input data. 
Autoencoders often learn useful properties of the train-
ing data in the bottleneck [11]. Therefore, if the autoen-
coder is trained using only normal data samples without 
anomalies, it is possible to separate normal and anoma-
lous data by using their bottleneck-values. In this case, 
to calculate anomaly scores, traditional anomaly detec-
tion methods are applied on the bottleneck-values, 
which contain a compressed representation of the input 
data learned on the training data distribution. Examples 
of the traditional anomaly detection approaches that 
can be applied on the bottleneck-values include one-
class SVM (support vector machine) [14], density-based 
clustering [15], and distance-based methods [16]. In the 
paper, we refer to these two approaches as the recon-
struction error approach and the bottleneck-values 
approach, respectively.

The advantage of using autoencoders for anomaly 
detection is that they are trained in unsupervised man-
ner, meaning that no labeled data is required since the 
input data itself is used as the labels. Therefore, there is 
no need for manual labeling of driving scenarios when 
preparing a training dataset. The images from the train-
ing data distribution of a DL component are used for 
training the autoencoder. We don’t need to identify 
anomalous scenarios in advance for the autoencoder. 
The idea behind the autoencoder is that it is trained 
with only normal data, and any other data that is not 
fitted to the learned normal distribution is considered 
as anomalous. So, having only normal data is sufficient 
to train the autoencoder for anomaly detection. It is 
extremely beneficial from the automotive perspective 
since anomalous driving scenarios are rare cases and it 
is difficult and dangerous to collect such data for the 
training procedure.

3  Related work

Anomaly detection is an active research field in general, 
and in the automotive domain in particular. In Sect. 3.1, 
we review the most important related work describing 
anomaly detection with the focus on autonomous driv-
ing systems, which show the current status of the appli-
cation of autoencoders. In Sect. 3.2, we summarize the 
most relevant research in anomaly detection for images 
including autoencoder-based and related approaches, 
which show the state-of-the-art in the use of the tech-
nology. In Sect. 3.3, we discuss the automotive datasets 
that can be potentially used for the experiments with 
anomaly detection in driving scenarios, which can form 
the basis for training and evaluating the technology.

3.1  Anomaly detection for autonomous driving 
systems

In recent years, in the context of anomaly detection in 
autonomous driving systems, the research focus has 
been on describing the motivating the use and adap-
tation of anomaly detection techniques in such sys-
tems. The majority of the studies in this area was on the 
offline evaluation and a run-time monitoring of traffic 
situations.

The offline evaluation is one of the application of 
anomaly detection for autonomous driving systems. 
According to the systematic literature review on ML/
DL and software engineering by Wang et al. [17], ML/DL 
systems are relatively less deterministic and more sta-
tistics-oriented in comparison with traditional software 
systems. The authors conclude that evaluation of ML/DL 
systems is still at an early stage, mainly relying on prob-
ing the accuracy on test data that are randomly drawn 
from manually labeled data. Anomaly detection can be 
used for selection the error prone testing data to reveal 
potential failures of ML/DL systems. A good example 
demonstrating how such selection can be used for test-
ing DL-based autonomous driving systems is presented 
by Zhang et al. [18]. They used generative adversarial 
networks (GANs) to generate driving scenario images 
with anomalous weather conditions (e.g., foggy, rainy, 
snowy conditions). Theses images were used for evaluat-
ing an end-to-end DL model predicting steering angles 
for given input images. It was shown that such anoma-
lous input images make it possible to detect behavioral 
inconsistencies for this model.

The run-time monitoring is another anomaly detec-
tion application for autonomous driving systems. Koo-
pman P. and Wagner M. [19] conclude that significant 
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open technical challenges in autonomous vehicle safety 
consist of their validation against novel environmental 
inputs. In their another paper [20], they show that per-
forming edge-case testing is crucial for autonomous 
vehicle validation because it seems likely that rare edge 
cases will be where ML/DL problems would be expected 
to occur. Koopman also argues, when presenting his 
papers, that the run-time monitoring of such edge-cases 
can increase the safety of perception systems based on 
ML/DL components. Anomaly detection can be used to 
detect the edge-cases. For example, Stocco et al. [21] 
present an approach for online input validation based 
on anomaly detection for self-driving cars. They use an 
autoencoder and time-series analysis to detect anoma-
lous driving scenarios and predict 77% misbehaviours 
of DL-based vehicles. In their later work, Stocco et al. 
[22] show also how to continuously improve anomaly 
detection in autonomous driving systems during the 
run-time. They define novel driving scenarios as those 
which do not violate the system’s behaviour. Then, false 
anomaly detection rate is reduced by learning to distin-
guish between these novel and true anomalous inputs.

3.2  Anomaly detection approaches for images

Table 1 presents a summary of the most relevant results 
for anomaly detection on images.

Table 1 shows that the results vary significantly between 
different algorithms and types of images. The most best 
results are achieved for the non-automotive images using 
autoencoders and GANs ([49]). The most interesting is 
the last row in the table, where we grouped publications 
which contain results of the highest similarity to ours.

In particular, Nitsch et al. [47] evaluated GANs on the 
KITTI dataset. However, their result showed significant 
errors in reconstruction, partly because of the presence 
of multiple objects at the same time, e.g., vehicles and 
pedestrials. Therefore, we needed to build on their results 
and tested the same dataset, but with a simpler algorithm, 

to further more to testing simpler algorithms on simpler 
datasets.

3.3  Automotive datasets

As image recognition in the automotive domain has been 
in the focus in the last two decades, there exist automo-
tive datasets already. These are mostly created by research 
teams, although industrial datasets are also available. The 
majority of these datasets are prepared in the context of 
designing software safety systems, which means that the 
focus is often put on sensor fusion possibilities (e.g. the 
Apollo dataset, [50]). Such datasets are relevant for us, but 
they often contain too many details that could confound 
the results obtained by sole image classification using 
autoencoders.

At the same time, many of the datasets are placed 
in the scenarios which are very relevant for advanced 
driver assistance support, but not for studying the use of 
modern image recognition algorithms as a replacement 
for several sensors, e.g. the Cityscapes dataset [51]. The 
variability of images in these kind of datasets is suited for 
testing advanced driver support algorithms when they 
are close to the deployment in the cars, however, they are 
too diverse to be able to evaluate the suitability of the 
autoencoders. In particular, they do not provide a suffi-
cient number of similar images to train the autoencoders 
in a controlled way.

Finally, there are datasets which focus on recogniz-
ing the driving environment, the weather, light and road 
conditions rather than on the ability to recognize objects 
on the road (objects like other traffic actors). An example 
of such dataset is the Mapillary dataset [52], where the 
images are prepared for traffic signals/signs recognition. 
These images are often taken from such an angle that is 
not relevant for recognizing objects on the road (focus is 
on the roadside).

A summary of the relevant datasets is presented in 
Table 2. These datasets we have considered and found to 

Table 1  Summary of results in anomaly detection on images.

Since different papers presents different performance metrics, we cite the ones that are used in the original publication

Algorithm type Image type Main results References

Neural networks–convolutional and dense Non-automotive AUROC between 0.64 [23] and 0.99 [24] [23–29]
Neural networks–convolutional and dense Automotive, signs AUROC between 0.47 [30] to 0.99 [24] [24–26, 30, 31]
Neural networks–convolutional and dense Automotive, driving scenarios Average precision from 0.18 [32] to 0.81 

[33], and AUROC between 0.82 and 0.91 
[34]

[32–37]

Autoencoders and GANs Non-automotive AUROC of 0.62 [38] to 1.0 [39] [23, 29, 38, 40–42]
Autoencoders and GANs Automotive, signs AUROC between 0.64 [23] and 0.99 [43] [23, 31, 43–45]
Autoencoders and GANs Automotive, driving scenarios AUROC from 0.66 to 0.87 [46], Accuracy of 

0.85 – 0.9 [47]
[46–48]
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be potentially useful in the next steps of our studies, but 
they are often too complex for understanding the possi-
bilities and limitations of the autoencoder networks in the 
automotive active safety. A more comprehensive review 
of the available datasets can be found in a review by Yin 
and Berger [53].

We have used one of these datasets to understand 
their applicability. We explored the KITTI dataset [60], 
since we’ve found it as the most appropriate for our use-
case among the other datasets in terms of the number 
of images both with and without vehicles from sub-
urban areas, resembling highways. There are only few 
images without vehicles on a highway in other datasets 
that makes them less appropriate for our study. How-
ever, the KITTI dataset was still not suitable enough for 
studying anomaly detection because of its low diversity 
in driving scenes. Also, the final size of the dataset after 
extracting the highway images for our use-case was small. 
Therefore, we decided to generate our own data, based 
on the requirements from our industrial partner, and 
use simulated images instead of real images for further 
experiments.

4  Research methodology

To answer the RQ (How capable are autoencoders in 
detecting semantic anomalies in highway driving scenar-
ios?), we conduct experiments with two datasets, meas-
ure anomaly detection performance, and discuss the 
results. For analyzing the capability of the autoencod-
ers in detecting semantic anomalies, we decided to use 
the highway driving scenario. The choice for this driving 
scenario came from our industrial partner (Volvo Cars). 
It is currently one of the most relevant driving scenarios 
for autonomous vehicles due to its potential to reduce 

usually joyless driving for the everyday drivers. For Volvo 
it is important to incrementally develop the highway 
pilot functionality in which detecting anomalies is one 
important segment. The simplest use-case for doing the 
initial analysis on this topic was decided to be the sce-
nario in which cars are driven on the empty roads on 
which other objects including vehicles are considered 
as anomalies. Our main goal was to assess the perfor-
mance of the autoencoder-based approaches for which 
the actual choice of the type of anomalous objects is not 
relevant. In this study we focus on the use-case where 
only vehicles are considered as anomalies on the empty 
highway roads. However, this use-case can be further 
extended to cover more realistic and complex situations 
by, e.g., excluding cars from anomalous objects and add-
ing other types of object as anomalies.

This driving scenario is defined as the fully autonomous 
drive of the vehicle on the geographically approved high-
ways according to their traffic rules and based on their 
road conditions such as weather condition or possible 
reconstruction of the road sections. These geographical 
locations may include both highways inside urban areas 
with high number of vehicles possible forming traffic jams, 
and rural highways where no or only a few moving vehicles 
are present. Full autonomy in this definition refers to the 
fact that drivers are allowed to have their eyes of the road 
and hands off the wheel, putting high requirements on 
the DL-based components on detecting anomalous data 
in order to switch to the correct predefined safe mode.

The images representing highway driving scenarios 
are the objects of our experiments. For simplicity, we use 
vehicles of any type (cars, trucks, motorcycles, bicycles) 
as semantic anomalies in highway driving scenarios. Thus, 
we refer to the images without vehicles as normal images 
and images with vehicles as anomalous images in our 
experiments.

Table 2  Summary of the 
most appropriate automotive 
datasets

bb stands for bounding boxes and ss stands for semantic segmentation for annotations

Dataset Driving scenarios # of images Annotations References

Apollo Expressway under various weather conditions ∼thousands bb, ss [50]
BDD100K Various road/weather/light conditions 100K bb, ss [54]
CamVid Urban > 700 ss [55]
Cityscapes Street scenes from different cities 20K ss [51]
DUSD Urban traffic 5K ss [56]
HCI a Street with a T-section > 1000 ss [57]
JAAD Mainly urban, a few rural roads 82032 bb [58]
Karlsruhe Urban, daytime ∼1800 bb [59]
KITTI Urban, rural, highway > 10K bb, ss [60]
Lyft Suburban, daytime > 30K bb [61]
Mapillary Various road/ weather/light conditions 25000 bb, ss [52]
Udacity Suburban sunny/overcast, daylight > 20K bb [62]
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For the first dataset, we use three different color cases 
of the images as the independent variables. We compare 
anomaly detection performance of the reconstruction 
error and bottleneck-values approaches and evaluate 
their robustness to the color changes of the images. For 
the second dataset, we use the training parameters as 
the independent variables and study their influence on 
the anomaly detection performance.

Anomaly detection performance is the dependent vari-
able in our experiments. We use two ways for estimat-
ing it. Firstly, we visually compare the distributions of 
the obtained anomaly scores for normal and anomalous 
images and calculate Kolmogorov-Smirnov (KS) test sta-
tistics to get numerical estimations of their differences. 
The null hypothesis for KS tests used in the experiments 
is that the distribution of anomaly scores for normal and 
anomalous images are the same. If the null hypothesis 
can be rejected, then, probably, there is a good separa-
tion between anomaly scores for normal and anomalous 
images. Secondly, we consider anomaly detection as a 
binary classification problem and use receiver operating 
characteristic (ROC) curves and the corresponding area 
under ROC (AUROC) scores for the performance analysis. 
In our experiments, we have highly unbalanced datasets. 
In such a situation, the conventional accuracy measure 
has been shown to be biased towards the larger class 
(in our case, the images without anomalies). Therefore, 
we use AUROC scores which are better for imbalanced 
classes, used in the anomaly classification tasks. This has 
been done in a similar way for example in the following 
studies: [8, 9, 21]. The definitions of the ROC curve and 
AUROC scores can be found in [63] and they are based on 
calculating TPR (true positive rates) and FPR (false posi-
tive rates) according to the following formulas:

where TP (true positives) – the number of anomalous 
images correctly classified as anomalous, FN (false nega-
tives) – the number of anomalous images incorrectly clas-
sified as normal, FP (false positives) – the number of nor-
mal images incorrectly classified as anomalous, TN (true 
negatives) – the number of normal images correctly classi-
fied as normal. ROC curves show FPR/TPR values for differ-
ent threshold values on the obtained anomaly scores. The 
choice of the particular threshold value depends on the 
end goal of the anomaly detection process, which is also 
discussed in the results. We have additionally calculated 
and analyzed area under precision-recall curve (AUPRC) 

(1)TPR =
TP

TP + FN

(2)FPR =
FP

FP + TN
,

scores. Precision-recall (PR) curves are more informative 
than ROC curves for imbalanced datasets [64], which is 
the case for some of our experiments. The description of 
PRC and AUPRC and the connection between ROC and PR 
curves can be found in [64].

To answer our general RQ, we analyze the capability of 
the autoencoder-based approaches for anomaly detection 
through the measured anomaly detection performance. 
Anomaly detection performance calculated in different 
ways described above is a good indicator of how effective 
the autoencoder is for the task being investigated. Addi-
tionally, we test robustness of the approaches to color 
changes in images because it also affects the autoencod-
er’s capability for anomaly detection. For this, we compare 
anomaly detection performance of the autoencoder-
based approaches for different color cases. It is important 
for the autoencoder to be robust to color changes since 
the color characteristics of the images in a real automotive 
application can be altered by, for example, environmental 
visual conditions. Thus, we formulate the following two 
detailed RQs in accordance with our general RQ:

• RQ1 What is the performance of the autoencoder-based 
approaches for anomaly detection in driving scenario 
images?

• RQ2 What is the robustness of the autoencoder-based 
anomaly detection approaches to color changes in driv-
ing scenario images?

4.1  Pilot study

We first decided to do a pilot study on semantic anomaly 
detection with KITTI [60] dataset included to this paper. We 
did the pilot study with the real dataset in the beginning 
of our project. The results of this study explain the need 
in using generated data for better understanding of the 
autoencoders’ work for semantic anomaly detection.

We have selected the subset of 354 images resem-
bling the highway driving scenarios from KITTI dataset. 
266 empty road images were used for the training of the 
autoencoder. The trained autoencoder has been applied to 
other 57 empty road images and 31 images with vehicles 
and the anomaly scores were calculated for these images. 
After analyzing the pilot study, we decided to move to 
the experiments with generated datasets to examine the 
autoencoder-based approaches for semantic anomaly 
detection in more detail.

4.2  Generated driving scenario images

Synthetic driving scenario images generated with two 
different automotive simulators were used for the experi-
ments in this paper. The choice of not going for using real 
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images at this stage of the project is given by the need in 
more controlled experiments, which would require signifi-
cant work to be performed with real images at this stage. 
With simulated images, we can generate driving scenarios 
needed specifically for our experiments, which is difficult 
to achieve with real data. Moreover, using simulation 
platform gives more control in terms of image manipu-
lations, which is also more complicated when using real 
environment. For instance, since the focus of this paper 
is on semantic anomaly detection, it was required to col-
lect the images containing different semantic anomalies 
but having the same context information, which is easier 
to get with synthetic datasets. The choice of simulation 
platforms was dictated by their availability and ease of use.

4.2.1  Pro‑SiVIC dataset

As the first dataset, we use simulated highway environ-
ment images obtained using Pro-SiVIC1 platform that 
allows to generate realistic driving scenario images. 
In total, there are 256 normal training images used for 
autoencoders training together with 100 normal and 31 
anomalous testing images used for measuring the perfor-
mance of the anomaly detection approaches. The origi-
nal size of the images was 752x480 pixels, but we have 
downscaled them to 320x192 pixels. We have performed 
the downscaling according to the example by Henriksson 
et al. in [8], where they have been using the same type of 
data for their anomaly detection experiments. Lower reso-
lution images allow to reduce the training time, while the 
objects presented in them are still clearly distinguishable. 
Examples of normal and anomalous images used in our 
project are shown in Fig. 2.

4.2.2  CARLA dataset

The second dataset was generated using CARLA [65] 
– an open-source autonomous driving simulator. The 

generated CARLA images are more feature-rich and have 
much more detailed environments comparing to the gen-
erated Pro-SiVIC images. An example of the images gen-
erated with CARLA is shown in Fig. 3. For instance, lights, 
reflections, shades, and vehicles are much more complex 
and natural in CARLA images than in Pro-SiVIC images. The 
landscape conditions were chosen to match those in Pro-
SiVIC images, which is a highway environment. The origi-
nal resolution was set up to 640x480 pixels, but the images 
were further downscaled to 320x224 pixels for the experi-
ments to reduce a computational cost and to make them 
comparable to Pro-SiVIC images. Weather conditions were 
set up to the standard daytime sunny conditions similar 
to those in Pro-SiVIC images. The generated CARLA data-
set contains the empty road images as well as the images 
with cars and riders on motorcycles and bicycles. In total, 
there are 389 and 130 normal images used for training and 
validation respectively, and 48 normal and 50 anomalous 
images used for testing.

4.3  Experiment design

Each experiment consists of the training and evaluation 
steps. During the training, an autoencoder is trained on 
a subset of normal images with the training parameters 
described in Sect. 4.4. Evaluation is performed with the 
trained autoencoder applied on a test set of normal and 
anomalous images. Firstly, anomaly scores are calculated 
using both the reconstruction errors and bottleneck-val-
ues for each image. Secondly, two distributions of anomaly 
scores for normal and anomalous images are plotted and 
KS test is performed for these two empirical distributions 
to estimate their difference. KS test is a non-parametric 
technique, that can be used to decide if two empirical 
samples are coming from the same distribution without 
any assumptions on underlying data distributions. The 
estimated difference of the two distributions serves as 
an indicator of the autoencoder capability in distinguish-
ing between normal and semantically anomalous driv-
ing scenarios. Lastly, considering anomaly detection as a 
binary classification task, we plot ROC curves using the 

Fig. 2  An example of the images generated with Pro-SiVIC: a normal image, b anomalous original image, c anomalous modified image, d 
anomalous greyscaled image

1 Pro-SiVIC by ESI Group, https:// www. esi- group. com/.

https://www.esi-group.com/.
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calculated anomaly scores as predicted values and cal-
culate AUROC/AUPRC scores. This is used as an anomaly 
detection performance in our analysis. Additionally, we 
perform a visual analysis of the reconstructions obtained 
with the autoencoder. We provide examples of the input 
images, reconstructed images, and the reconstruction 
error images in our experiments. The reconstruction error 
image is calculated according to the MSE (mean squared 
error) definition as the per-pixel difference between the 
reconstructed image and the input image averaged across 
all color channels of the image.

We’ve used Pro-SiVIC dataset to analyze anomaly 
detection performance and compare it for different color 
settings. Firstly, we measure anomaly detection perfor-
mance using original images (e.g. Fig. 2b) with the diver-
sity of vehicle colors presented. This is the easiest case of 
anomaly detection in our experiments since most of the 
vehicles have colors that are very different from the back-
ground and the images containing them can be classified 
as anomalous based only on color information. We then 
use this case as a baseline for further experiments. Sec-
ondly, we change the color of all yellow vehicles to grey 
in the original testing images and, hereafter, we refer to 
such images as modified (e.g. Fig. 2c). The yellow color 
was selected because most of the vehicles in the original 
images have this color. It should be more difficult to detect 
anomalous images based on only color information in this 
case because many vehicles now have a grey color, which 
is presented a lot in the background as a road surface 
color in normal images. Comparing anomaly detection 
performance on modified images with the baseline dem-
onstrates how robust anomaly detection approaches are 
to color changes of anomalous objects. Thirdly, we com-
pletely remove color information from all original images 
by converting them to greyscale (e.g. Fig. 2d). In this case, 
anomaly detection approaches cannot rely on colors any-
more and should utilize geometric features of the envi-
ronment, shapes of the objects, or other contextual infor-
mation. Comparing anomaly detection performance on 
greyscaled images with the baseline shows how robust 

anomaly detection approaches are to color changes in 
general and how much they rely on color information for 
detecting anomalous images.

We’ve used CARLA dataset to test out different training 
schemes and investigate how different training parame-
ters influence autoencoder’s training ability and anomaly 
detection performance. In particular, we vary autoen-
coder’s training time and architecture parameters. At the 
same time, CARLA images have more complex features of 
the environment and the objects. This makes it more chal-
lenging to perform anomaly detection for CARLA images 
comparing to Pro-SiVIC images. So, we investigate what 
is the performance of the autoencoder-based anomaly 
detection approaches on more complex datasets such as 
CARLA.

4.3.1  Anomaly detection approaches

For both the reconstruction error and bottleneck-
values approaches for anomaly detection, we use the 
same autoencoder architecture in our experiments. The 
approaches differ only in a way how anomaly scores are 
calculated. We have experimented with a simple autoen-
coder model and a more complex one.

For Pro-SiVIC images, we have chosen the most generic 
convolutional autoencoder architecture according to 
existing guidelines2. The same autoencoder architecture 
was used in the experiments with KITTI dataset in the pilot 
study. The exact parameters of the layers were manually 
selected based on the pre-study experiments performed 
by the Autonomous Drive team internally at Volvo Cars. We 
provide a complete description of the autoencoder archi-
tecture based on Fig. 4 in order to make it possible for the 
interested reader to reproduce our results.

The autoencoder consists of three convolution layers 
(yellow) in the encoder part and three deconvolution lay-
ers (light blue) in the decoder part. These convolutional 

Fig. 3  An example of the images generated with CARLA: a, b normal images, c anomalous image with a car, d anomalous image with a bicy-
cle and a cyclist

2 https:// blog. keras. io/ build ing- autoe ncode rs- in- keras. html.

https://blog.keras.io/building-autoencoders-in-keras.html
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layers allow the autoencoder to learn important features 
of the images, such as edges and shapes, for example. All 
convolution layers in the encoder part are followed by 
pooling layers (red), which are used to reduce the size of 
the images. All deconvolution layers in the decoder part 
are followed by unpooling layers (dark blue), which are 
used to increase the size of the images. We set the size 
of the filters in pooling and unpooling layers to 2, which 
means that the size of the images in each polling and 
unpooling layer changes by a factor of 2. The bottleneck 
of the autoencoder consists of a convolution layer (light 
green). The last layer (purple) is also a convolution layer 
and it is used to reconstruct the final image. The numbers 
under each convolutional layer in the image correspond 
to the numbers of filters (and, accordingly, to the numbers 
of feature maps) in the corresponding layers. The num-
ber of filters in the last convolution layer depends on the 
number of channels in the images. The size of the filters 
in all convolutional layers in the autoencoder was set to 3. 
The last convolutional layer uses sigmoid activation func-
tions and all other convolutional layers use ReLU3 (recti-
fied linear unit) activation functions. The bottleneck-values 
(dark green) are calculated from the convolutional layer 
in the bottleneck by applying global average pooling 
(GAP) operation, which is done by taking the mean value 
in each of the 512 feature maps in the bottleneck. There-
fore, the bottleneck-values constitute a vector of size 512. 
Additionally, in order to facilitate the autoencoder train-
ing procedure, we use skip-connections by summing up 
the outputs of the encoder layers with the outputs of the 
decoder layers. Skip-connections are those skipping one 

or more layers and they were originally used for residual 
networks in [66].

For CARLA images, we’ve tested a more complex 
autoencoder with a 16-layer VGG encoder [67]. It has the 
same structure as the autoencoder used for Pro-SiVIC 
images, just with more layers in the encoder and decoder 
parts respectively. Such autoencoder has more parame-
ters, that potentially allows to capture more detailed fea-
tures of CARLA images. We don’t provide an exact figure 
of this autoencoder here, since it can be inferred from the 
reference to VGG encoder above. The size of the bottle-
neck obtained with the images having the corresponding 
size defined in Section 4.2.2 is 512, which is the same as 
the bottleneck size of the autoencoder used for Pro-SiVIC 
images. However, the bigger number of layers allows this 
autoencoder to learn more complex and meaningful fea-
tures of the images.

The trained autoencoder is used to calculate anomaly 
scores. In the reconstruction error approach, anomaly score 
is usually directly defined by the reconstruction error ([13]). 
Thus, we use the squared Euclidean distance between the 
output and the input images of the autoencoder as the 
anomaly scores in the reconstruction error approach. We 
calculate it as the sum of squares of the per-pixel values dif-
ferences. In the bottleneck-values approach, we calculate 
anomaly scores using One-Class SVM applied on the bot-
tleneck-values, which is a widely used traditional anomaly 
detection method based on support vector machines [14]. 
Anomaly detection performance was measured using the 
calculated anomaly scores with and without normalization. 
We’ve noticed that normalization of the anomaly scores 
doesn’t affect the results. However, we provide the results 
with the normalized anomaly scores for easier comparison 
of the anomaly scores distributions for the reconstruction 
error and bottleneck-values approaches.

Fig. 4  Architecture of the autoencoder used in the experiments

3 ReLU is an activation function defined as the positive part of its 
argument.
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Additionally, we test both autoencoder setups on both 
datasets to analyze how the results are changing based 
on the model complexity and skip-connections avail-
ability. Further in the paper we refer to the autoencoder 
model with 3 million trainable parameters used for Pro-
SiVIC dataset as the simpler model and to the autoen-
coder model with 22 million trainable parameters used for 
CARLA dataset as the complex model. We also examine the 
influence of the training time on the results by alternating 
between 50 and 1000 epochs for training.

4.4  Experiment operation

4.4.1  Autoencoder training for Pro‑SiVIC dataset

For Pro-SiVIC experiments, we have using the simpler 
autoencoder model described in Sect. 4.3.1. Since we are 
using the same network architecture for both anomaly 

detection approaches, it is enough to train the autoen-
coder once for each type of images. We also use the same 
autoencoder trained on 256 original training images for 
anomaly detection on both original and modified images, 
since the training images are the same for the set of origi-
nal and modified images. For anomaly detection on grey-
scaled images, we retrain the autoencoder using 256 grey-
scaled training images. Therefore, we have been training 
the autoencoder twice in total. We provide the following 
training parameters used for both training procedures for 
reproducibility of our results: batch size – 10, num-
ber of epochs – 1000, optimizer – Adadelta, loss 
function – mean squared error (MSE).

After completing the training procedure, anomaly 
scores are calculated, as described in Sect. 4.3.1, using 
the reconstruction errors and bottleneck-values of the 
autoencoder for 100 normal and 31 anomalous testing 
images. Then, ROC curves are plotted using these anomaly 
scores and AUROC/AUPRC scores are calculated for each 
experiment.

4.4.2  Autoencoder training for CARLA dataset

For CARLA experiments, we have been using the com-
plex model described in Sect.  4.3.1. Several training 
strategies resulting in different final models were tested 
for CARLA dataset. These strategies are depicted by dif-
ferent training parameters in Table  3. We have been 

Table 3  Autoencoder model training parameters for CARLA dataset

Model ID Training time Skip-
connec-
tions

Model 1 50 epochs No
Model 2 50 epochs Yes
Model 3 1000 epochs No
Model 4 1000 epochs Yes

Fig. 5  Autoencoder training results for CARLA dataset: a for model 1, b for model 2, c for model 3, d for model 4
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using different combinations of the training time and 
skip-connections availability to investigate their influ-
ence on the anomaly detection performance.

We additionally include the analysis of the autoen-
coder training performance in CARLA experiments to 
further correspond it with the anomaly detection results. 
Fig. 5 demonstrates the evolution of MSE loss for training 
and validation subsets during the training. 50 epochs 
was not enough for the autoencoder training, since the 
validation losses of model 1 and model 2 have not con-
verged. Moreover, high variations of the validation losses 
means that the predictions of model 1 and 2 will be ran-
dom to some extent. Model 2 with skip-connections has 
lower loss values from the very beginning comparing to 
loss values of model 1 without skip-connections. Train-
ing for 1000 epochs allows to achieve more stable results 
for models 3 and 4. Further, adding the skip-connections 
in model 4 facilitates the training and diminishes the gap 
between the training and validation losses.

4.5  Stocco’s autoencoders

For more extensive comparison of anomaly detection 
performance in addition to the autoencoders described 
above we use four autoencoders from Stocco et al. work 
[21], from now on referred to as Stocco’s autoencoders. 
The models and description of their architectures are 
presented in Table 4.

These autoencoders were trained with Pro-SiVIC and 
CARLA datasets for 1000 epochs and applied to the 
same test data as described in Sect. 4.4. Training for 50 
epochs was not enough for these models, since losses 
has not converged as in the case of training our mod-
els on CARLA dataset (Fig. 5). An important difference 
in the training procedure comparing to our settings is 
that Stocco et al. used batch normalization during the 
training. We keep batch normalization for training these 
four autoencoders.

5  Results

5.1  Pilot study

Table 5 contains the calculated AUROC scores on KITTI 
dataset using the simpler autoencoder model with skip-
connections trained for 1000 epochs. The results for the 
reconstruction error and bottleneck-values approaches 
are both around 0.5, which can be an indicator that the 
autoencoder-based approaches are just randomly pre-
dicting anomalous images in KITTI dataset. Therefore, we 
further perform a visual analysis to understand how the 
autoencoder actually reconstructs KITTI images.

Figure 6 contains the examples of the input images, 
reconstructed images with the trained autoencoder, and 
the reconstruction error images for KITTI dataset in the 
pilot study. The following observations can be made based 
on the results of our pilot study.

Firstly, the comparison of Fig. 6c, i indicate that the 
autoencoder reconstructs the empty road image (nor-
mal driving scenario, Fig. 6a) and the image with a silver 
car (anomalous driving scenario, Fig. 6g) in a similar way, 
which is not expected according to the principle of the 
autoencoder-based anomaly detection (Sect. 2). Secondly, 
the comparison of Fig. 6f, i indicate that the autoencoder 
reconstructs the image with a red car (Fig. 6d) and the 
image with a silver car (Fig. 6g) differently. These results 
have motivated our study on how the autoencoder per-
forms for images with different color characteristics (Pro-
SIVIC images). Thirdly, the number of training images is 
limited by the design of our experiments as the number 
of images resembling highway driving scenarios with and 

Table 4  Stocco’s autoencoder 
models

Model Architecture

CAE 3 Convolutional layers with 64, 32, and 16 filters of size 3 with 3 
max-pooling layers of size 2 in the encoder and 3 convolutional 
layers with 16, 32, and 64 filters of size 3 with 3 upsampling lay-
ers of size 2 in the decoder

SAE One hidden layer with 64 neurons
DAE Five fully-connected layers with 256, 128, 64, 128, and 256 neurons
VAE One intermediate layer with 512 neurons in the encoder, one 

intermediate layer with 512 neurons in the decoder, and a latent 
variable of size 2

Table 5  AUROC scores calculated on KITTI

RE the reconstruction error approach, BV the bottleneck-values 
approach

Model Skip-connections Training time RE BV

Simpler Yes 1000 epochs 0.613 0.471
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without vehicles in KITTI dataset is limited, which moti-
vated us to generate more images by ourselves. Although 
this low number of highway-like images in KITTI dataset 
may have influenced the results of this pilot study, we 
believe that other factors can have an impact (e.g., colors). 
Moreover, there are the reconstruction errors due to the 
complex environments in the real images (such as the 
errors at the tree crown edges, Fig. 6i). This makes it dif-
ficult to analyze the results of semantic anomaly detec-
tion. Taking into account all these observations in the pilot 
study, we have decided to use generated data for further 
experiments to study the autoencoder’s capability for 
semantic anomaly detection.

5.2  Pro‑SiVIC dataset

Firstly, we visualize distributions of anomaly scores for 
100 normal and 31 anomalous testing images using the 
reconstruction errors and bottleneck-values for anomaly 
detection under different color manipulations (Fig.  7). 
These distribution plots characterize how well normal 

and anomalous images can be separated based on their 
anomaly scores obtained from the autoencoder.

In general, for the case of original (Fig. 7a, b) and modi-
fied images (Fig. 7c, d), both approaches produce visually 
separable distributions of anomaly scores for normal and 
anomalous images. For greyscaled images (Fig. 7e, f ), two 
distributions overlap each other, which means that it is 
more difficult to distinguish between normal and anoma-
lous images in these cases.

We perform KS tests to compare the distributions of 
anomaly scores of normal and anomalous images for all 
three color cases. The resulted KS test statistics and their 
p-values are presented in Table 6. High numbers of KS 
test statistics for the original and modified images in this 
table indicate that the distributions of anomaly scores of 
normal and anomalous images are different. Low p-values 
( < 0.001 ) also show that these differences are statistically 
significant. This means that there is a high chance that the 
distributions of anomaly scores of normal and anoma-
lous images should be separable and the performance of 
anomaly detection is high according to KS tests. It’s worth 

Fig. 6  Autoencoder visual example results for KITTI dataset: a 
input image for the normal driving scenario (empty road), b recon-
structed image for the normal driving scenario (empty road), c 
reconstruction error image for the normal driving scenario (empty 
road), d input image for the anomalous driving scenario (red car), e 
reconstructed image for the anomalous driving scenario (red car), f 

reconstruction error image for the anomalous driving scenario (red 
car), g input image for the anomalous driving scenario (silver car), h 
reconstructed image for the anomalous driving scenario (silver car), 
i reconstruction error image for the anomalous driving scenario (sil-
ver car)



Vol:.(1234567890)

Research Article SN Applied Sciences (2022) 4:334 | https://doi.org/10.1007/s42452-022-05160-3

to notice that the reconstruction error approach performs 
better than the bottleneck-values approach according to 
KS tests for the original images, but worse for the modified 
images. Whereas, the bottleneck-values approach shows 
stable results for both the original and modified images. 
Lower KS tests statistics for the greyscaled images indi-
cate that the anomaly scores distributions of normal and 
anomalous images are less separable in this case. Moreo-
ver, the highest p-value (0.007) for the reconstruction 

error approach in the case of the greyscaled images cor-
responds to the worst anomaly detection performance in 
these experiments.

Further, we plot ROC curves and calculate AUROC 
scores based on the computed anomaly scores. The 
resulting ROC curves and the corresponding AUROC 
scores are shown in Fig. 8. ROC curves show FPR/TPR 
values for different threshold values on the obtained 
anomaly scores. The choice of the particular threshold 

Fig. 7  Distributions of anomaly scores for Pro-SiVIC dataset: a for 
the reconstruction error approach applied on the original images, b 
for the bottleneck-values approach applied on the original images, 
c for the reconstruction error approach applied on the modified 

images, d for the bottleneck-values approach applied on the modi-
fied images, e for the reconstruction error approach applied on the 
greyscaled images, f for the bottleneck-values approach applied on 
the greyscaled images

Table 6  KS tests for Pro-SiVIC 
dataset

RE the reconstruction error approach, BV the bottleneck-values approach

Original images Modified images Greyscaled images

RE BV RE BV RE BV

Statistic 0.93 0.87 0.83 0.86 0.34 0.65
p-value < 0.001 < 0.001 < 0.001 < 0.001 0.007 < 0.001
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value depends on the end goal of the anomaly detection 
process. From the automotive perspective, we would 
require an anomaly detection approach always detect-
ing all of the anomalous images while minimizing false 
positive detections. Therefore, we focus here on FPR val-
ues at 100% TPR, which show how many of the normal 
images are incorrectly classified as anomalous when all 
of the anomalous images are detected. From Fig. 8, we 
see that the bottleneck-values approach outperforms 
the reconstruction error approach by this criteria in all 
experimental setups. Using FPR values at 100% TPR from 
the ROC curves in Fig. 8, we can summarize the following 
results regarding the performance of autoencoder-based 
anomaly detection (RQ1):

• The reconstruction error approach for anomaly detec-
tion has 61%, 52%, and 82% FPR at 100% TPR for the 
original, modified, and greyscaled images accord-
ingly. This means that when all anomalous images are 
detected correctly, among all the images detected as 
anomalous there will be respectively 61%, 52%, and 

82% of false positive detections, which are the normal 
images incorrectly classified as anomalous.

• The bottleneck-values approach for anomaly detection 
has 13%, 14%, and 65% FPR at 100% TPR for the origi-
nal, modified, and greyscaled images accordingly. This 
means that when all anomalous images are detected 
correctly, among all the images detected as anomalous 
there will be respectively 13%, 14%, and 65% of false 
positive detections, which are the normal images incor-
rectly classified as anomalous.

Since AUROC scores allow us to estimate the overall per-
formance of anomaly detection approaches, then we can 
estimate their robustness to color changes in the images 
by comparing their performance in the form of AUROC 
scores in different experimental settings. The highest per-
formance of anomaly detection in terms of AUROC scores 
is achieved on the set of original testing images (Fig. 8a). 
AUROC score of the the reconstruction error approach 
is slightly better than AUROC score of the bottleneck-
values approach in this case (0.976 vs. 0.954). However, 

Fig. 8  ROC curves and AUROC, AUPRC scores for Pro-SiVIC dataset (RE—the reconstruction error approach, BV—the bottleneck-values 
approach): a for the original images, b for the modified images, c for the greyscaled images
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in the case of modified images (Fig. 8b), the performance 
of the reconstruction error approach has dropped down 
to AUROC score 0.947, while for the bottleneck-values 
approach it has not decreased. In the case of greyscaled 
images (Fig. 8c), AUROC scores have decreased for both 
approaches. However, in this case, the bottleneck-values 
approach significantly outperforms the the reconstruc-
tion error approach in terms of AUROC scores (0.871 vs. 
0.727). Therefore, we can formulate the following results 
from Fig. 8 related to robustness of autoencoder-based 
approaches for anomaly detection to color changes of the 
images (RQ2):

• The reconstruction error approach performance of 
anomaly detection depends on the colors of the anom-
alous objects (vehicles) while the bottleneck-values 
approach for anomaly detection does not depend on 
the colors of the anomalous objects (vehicles).

• When comparing the results for the original and grey-
scaled images, AUROC score difference is only 0.083 for 
the bottleneck-approach, whereas for the reconstruc-
tion error approach it is 0.249. This indicates that, in 
general, the bottleneck-values approach is more robust 
to color changes in the images than the reconstruction 
error approach.

Figure 8 additionally contains calculated AUPRC scores. 
The performance differences between the reconstruction 
error and bottleneck-values approaches for the original 
and modified images is higher according to AUPRC scores 
than according to AUROC scores. However, the overall 
trend in the performance according to AUPRC scores is the 
same as according to AUROC scores. The reconstruction 
error approach shows better results for the original and 
modified images. The bottleneck-values approach is better 
for the greyscaled images and shows more stable results in 
general according to both AUROC and AUPRC score.

Selection of the exact threshold value for the anomaly 
scores results in different TPR and FRP. Acceptable TPR and 
FPR should be documented in the “safety cage” require-
ments. Depending on this requirements, it is possible to 
decrease FPR sacrificing TPR or, vice versa, to increase 
TRP without preserving FPR by varying the anomaly 
scores threshold. For example, for the reconstruction 
error approach in the case of original images the selected 
threshold value of 0.0514 in Fig. 7a corresponds to 100% 
TPR and 61% FPR in Fig. 8a, but the selected threshold 
value of 0.061 in Fig. 7a corresponds to 97% TPR and only 
5% FPR in Fig. 8a. It demonstrates, that the threshold value 
on the anomaly score could be varied to achieve different 
TPP/FPR values according to the desirable “safety cage” 
behaviour.

A visual analysis of the autoencoder reconstructions is 
performed by obtaining the reconstruction error image. 
For example, let us consider the anomalous image with 
the highest anomaly score according to the reconstruction 
error approach when applied to the set of original images 
(Fig. 9a–c). We can clearly see the area corresponding to 
the anomalous object (yellow car) in the reconstruction 
error image (Fig. 9c). However, once we change the color 
of the car to grey (Fig. 9d–f ), the area of the anomalous 
object in the reconstruction error image (Fig. 9f ) becomes 
less distinct. This is also reflected in the corresponding 
reconstruction error anomaly score. It has the maximum 
value of 0.2457 according to the distribution in Fig. 7a for 
the original image, whereas for the modified image it has 
a value of 0.1007 that is even less than the mean anomaly 
score according to the distribution in Fig. 7c. Thus, this 
example shows how the anomaly score for the same image 
can be decreased drastically by changing only the color of 
an anomalous object when using the reconstruction error 
approach. The same car for the greyscaled image is hardly 
distinguishable in the reconstruction error image (Fig. 9i). 
This visually demonstrates that the reconstruction error 
approach is less capable of detecting semantic anomalies 
for the greyscaled images in our experiments, which is also 
supported by the numerical results above about anomaly 
detection performance.

In contrast to the reconstruction error approach, the 
bottleneck-values approach for the same original and 
modified images outputs the similar anomaly scores of 
0.1713 and 0.1662 accordingly, which correspond to the 
same areas of the distributions in Fig. 7b, d. This demon-
strates how changing the color of the car does not affect 
the results of anomaly detection in driving scenario 
images for the bottleneck-values approach, but it does 
affect anomaly detection results for the reconstruction 
error approach.

5.3  CARLA dataset

For CARLA dataset the same measurements were per-
formed, but comparing the results for different autoen-
coders trained with different training parameters. The 
obtained anomaly scores distributions for the reconstruc-
tion error and bottleneck values approaches are shown in 
Fig. 10. Through visual assessment of these distributions, it 
can be already seen that the anomaly scores of the normal 
and anomalous images are less distinct for CARLA data-
set than for Pro-SiVIC dataset. Moreover, there are some 
oppositely wrong anomaly scores. For example, models 
1 and 3 without skip-connections for the bottleneck-
values approach (Fig. 10c, f ) provides higher anomaly 
scores for the normal images and lower anomaly scores 
for the anomalous images. The most visually separable 
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distributions of anomaly scores are obtained for the recon-
struction error approach for model 4 (Fig. 10g).

KS test results for the anomaly scores distributions for 
CARLA dataset are shown in Table 7. They support the 
findings made through the visual assessment of the dis-
tributions in Fig. 10. According to the table the highest dif-
ference between the distributions of the anomaly scores 
of the normal and anomalous images corresponds to the 
reconstruction error approach for model 4. However, for 
the cases, where the predicted anomaly scores are oppo-
sitely wrong (such as the bottleneck-values approach for 
model 1 and the bottleneck-values approach for model 
3), it’s not really correct to rely on KS test results. The test 
shows the relatively high differences in the distributions 
of the anomaly scores, but the actual anomaly detection 
does not work at all in these cases.

ROC curves and the corresponding AUROC and AUPRC 
scores for the experiments with CARLA dataset are shown 
in Fig. 11. There is clearly the only one best ROC curve 
corresponding to the reconstruction error approach 
for model 4 (Fig. 11d). This curve shows that the recon-
struction error approach achieves the lowest 8% FPR at 
100% TPR for model 4. Anomaly detection performance 

according to AUROC and AUPRC scores is also the best in 
this case. It has slightly lower anomaly detection perfor-
mance in terms of AUROC and AUPRC scores for models 2 
than for model 4. The reconstruction error approach has 
the worst performance in terms of AUROC and AUPRC 
scores for model 3. The bottleneck-values approach has 
also the best performance in terms of AUROC and AUPRC 
scores for model 4. It achieves its lowest anomaly detec-
tion performance for model 1. Based on these results, the 
following conclusions about autoencoder-based anomaly 
detection performance under different training parame-
ters can be made (RQ1):

• Adding the skip-connections to the autoencoder sig-
nificantly improves the performance of anomaly detec-
tion for the reconstruction error approach. When com-
paring the results for models 4 and 3, AUROC score is 
increased by 0.661 and AUPRC score is increased by 
0.468. The autoencoder learns better to reconstruct the 
normal images in this case.

• Adding the skip-connections to the autoencoder sig-
nificantly improves the performance of anomaly detec-
tion for the bottleneck-values approach. When com-

Fig. 9  Autoencoder visual example results for Pro-SiVIC dataset: 
a original input image, b original reconstructed image, c original 
reconstruction error image, d modified input image, e modified 

reconstructed image, f modified reconstruction error image, g 
greyscaled input image, h greyscaled reconstructed image, i grey-
scaled reconstruction error image
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Fig. 10  Distributions of anomaly scores for CARLA dataset: a for the 
reconstruction error approach for model 1, b for the bottleneck-val-
ues approach for model 1, c for the reconstruction error approach 
for model 2, d for the bottleneck-values approach for model 2, e 

for the reconstruction error approach for model 3, f for the bottle-
neck-values approach for model 3, g for the reconstruction error 
approach for model 4, h for the bottleneck-values approach for 
model 4

Table 7  KS tests for CARLA 
dataset

RE the reconstruction error approach, BV the bottleneck-values approach

Model 1 Model 2 Model 3 Model 4

RE BV RE BV RE BV RE BV

Statistic 0.70 0.68 0.89 0.26 0.44 0.71 0.92 0.31
p-value < 0.001 < 0.001 < 0.0010.063 < 0.001 < 0.001 < 0.0010.012
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paring the results for models 4 and 3, AUROC score is 
increased by 0.556 and AUPRC score is increased by 
0.368. The autoencoder learns better representative 
features of the images in the bottleneck due to using 
the skip-connections in this case.

• Training the autoencoder for more epochs has a posi-
tive influence on the anomaly detection performance 
for both the reconstruction error and bottleneck-values 
approaches.

• In general, for CARLA dataset the bottleneck-values 
approach has not shown any good performance com-
parable with Pro-SiVIC experiments. This indicates that 
the autoencoder was not able to learn useful features 
of the compressed representations of the images due 
to the dataset complexity. We should further test dif-
ferent autoencoder’s architectures and training param-
eters in order to understand if the bottleneck-values 
approach works for more complex datasets other than 
Pro-SiVIC dataset.

Figure 12 demonstrates the examples of the autoencod-
er’s reconstructions for CARLA dataset when using model 
4. In general, the reconstruction errors are lower than in 
Pro-SiVIC experiments even though the environmental 
features are more complex here. This is mostly due to 
the bigger autoencoder model used for CARLA dataset. 
The reconstruction error of the red car in Fig. 12c is more 
prominent than the reconstruction error of the grey car 
in Fig. 12f. It is probably related to the results obtained in 
the color experiments with Pro-SiVIC dataset. Figure 12i 
shows the reconstruction error image with the grey car 
and the cyclist as semantic anomalies. It is noteworthy that 
the highest reconstruction errors in this image correspond 
to the part of the car’s rear light and the cyclist.

5.4  Summary and discussion

We have analyzed the performance of the autoencoder-
based anomaly detection for two generated datasets of 
the highway driving scenario images. In each experiment, 

Fig. 11  ROC curves and AUROC, AUPRC scores for CARLA dataset (RE—the reconstruction error approach, BV—the bottleneck-values 
approach): a for model 1, b for model 2, c for model 3, d for model 4
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we have calculated anomaly scores with both the recon-
struction error and bottleneck-values approaches and 
compared their performance. The same performance 
measures were used throughout all the experiments.

With Pro-SiVIC dataset, the influence of the color char-
acteristics on the autoencoder-based anomaly detec-
tion performance was estimated. Table 8 summarizes the 
calculated AUROC scores for the color experiments. The 
results show that the overall color scheme of the images 
as well as the colors of the anomalous objects may have 
an impact on the autoencoder-based anomaly detection 
performance. According to AUROC scores, the bottleneck-
values values approach is less sensitive to color changes in 
the images than the reconstruction error approach.

Table 9 contains the calculated AUROC scores on Pro-
SiVIC and CARLA datasets for all the autoencoder set-
ups (the simpler and complex models with and without 

skip-connections) trained for both 50 and 1000 epochs. 
The base simpler model with skip-connections trained for 
1000 epochs performs the best for anomaly detection on 
Pro-SiVIC dataset in terms of AUROC scores for both the 
reconstruction error and bottleneck-values approaches. 
Whereas on CARLA dataset, the best setup, also for both 
approaches, is the complex model with skip-connections 
trained for 1000 epochs. For all the models that are trained 
for 1000 epochs, except the simpler model without skip-
connections on Pro-SiVIC dataset, the bottleneck-values 
approach is worse than the reconstruction error approach. 
When trained for 50 epochs the models were not well 
trained as it was shown by the examples of the training 
results in Sect. 4.4.2, therefore the presented anomaly 
detection results may be not so suitable for the analy-
sis. However, it is noticeable that the training duration 
positively affects the results for the reconstruction error 

Fig. 12  Autoencoder visual example results for CARLA dataset: a 
input image for the anomalous driving scenario (red car), b recon-
structed image for the anomalous driving scenario (red car), c 
reconstruction error image for the anomalous driving scenario (red 
car), d input image for the anomalous driving scenario (grey car), e 
reconstructed image for the anomalous driving scenario (grey car), 

f reconstruction error image for the anomalous driving scenario 
(grey car), g input image for the anomalous driving scenario (grey 
car and cyclist), h reconstructed image for the anomalous driving 
scenario (grey car and cyclist), i reconstruction error image for the 
anomalous driving scenario (grey car and cyclist)
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approach on Pro-SiVIC dataset. The bottleneck-values 
approach on Pro-SiVIC dataset demonstrates better per-
formance for simpler model than for complex model. The 
simpler model for CARLA performs always better without 
skip-connections for both approaches.

Table 10 demonstrates the additional comparison of 
anomaly detection performance of our best performing 
autoencoders from the previous experiments with Stocco’s 
autoencoders. The best performing autoencoder models 
according to the calculated AUROC scores from our experi-
ments are simpler and complex models for Pro-SiVIC and 
CARLA datasets respectfully both with skip-connections and 
trained for 1000 epochs.

We can make the following summary from Table 10:

• None of the Stocco’s autoencoders could show better 
results than the best of our models.

• For Pro-SiVIC dataset, Stocco’s CAE has worse reconstruc-
tion error approach performance than the other non-
convolutional models. On the contrary, Stocco’s CAE has 
better bottleneck-values approach performance among 
other Stocco’s autoencoders, which can indicate that con-
volutions help to learn useful features of the images in 
the autoencoder’s bottleneck.

• For CARLA dataset, only CAE out of other Stocco’s mod-
els demonstrates reasonable anomaly detection per-
formance for both reconstruction error and bottleneck-
values approaches.

To summarise, all the obtained results in this study indicate 
that the autoencoder as a technology for semantic anomaly 
detection needs to be tested further in different settings. 
Unlike in Stocco et al. [21], where the autoencoders are 
applied for context anomaly detection in an online fashion, 
we use the autoencoders for semantic anomaly detection 
in an offline fashion since they have not been investigated 
enough for this task before applying them in an online fash-
ion. Moreover, in order to use the autoencoders for real driv-
ing scenarios, we need to have more variability in the real 
images. It is important to understand how the autoencod-
ers will work for semantic anomaly detection in real settings 
under different environmental conditions which correspond 
to different data distributions.

Table 8  AUROC scores 
calculated on Pro-SiVIC for 
different color cases

RE the reconstruction error approach, BV the bottleneck-values approach

Original Modified Greyscaled

Model Skip-connections Training time RE BV RE BV RE BV
Simpler Yes 1000 epochs 0.976 0.954 0.965 0.954 0.703 0.868

Table 9  AUROC scores 
calculated on Pro-SiVIC and 
CARLA datasets for different 
autoencoder setups and 
training duration (values in 
bold correspond to the best 
result for each setup using 
different anomaly detection 
approaches applied on 
different datasets)

RE the reconstruction error approach, BV the bottleneck-values approach

Pro-SiVIC CARLA

Model Skip-connec-
tions

Training time RE BV RE BV

Simpler Yes 50 epochs 0.405 0.801 0.878 0.518
1000 epochs 0.976 0.954 0.525 0.414

No 50 epochs 0.386 0.849 0.906 0.528
1000 epochs 0.808 0.878 0.929 0.582

Complex Yes 50 epochs 0.734 0.672 0.961 0.468
1000 epochs 0.898 0.709 0.993 0.678

no 50 epochs 0.716 0.716 0.884 0.118
1000 epochs 0.902 0.696 0.332 0.122

Table 10  AUROC scores calculated on Pro-SiVIC and CARLA data-
sets with the best autoencoder models from our experiments and 
four Stocco’s autoencoders

RE the reconstruction error approach, BV the bottleneck-values 
approach

Pro-SiVIC CARLA

model RE BV RE BV

Best of ours 0.976 0.954 0.993 0.678
Stocco’s CAE 0.813 0.907 0.903 0.624
Stocco’s SAE 0.820 0.543 0.046 0.490
Stocco’s DAE 0.897 0.702 0.165 0.052
Stocco’s VAE 0.845 0.560 0.202 0.199
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6  Threats to validity

We notice and discuss threats to validity of our study, 
which we’ve found are the most important. The classifi-
cation scheme by Wohlin et al. [68] was used to classify 
the observed threats according to four different types: 
conclusion, internal, construct, and external validity.

Conclusion validity is concerned with the relationship 
between our experiments with the autoencoder-based 
anomaly detection and the obtained results. Firstly, there 
is a risk that the autoencoders are not properly trained 
or overfitted due to our experimental setup. To address 
this we monitor the training and validation losses dur-
ing the autoencoders’ training. On the example of the 
experiments with CARLA dataset, we show that for 1000 
epochs the training converges with no signs of overfit-
ting. Secondly, the statistical power of the experiments 
is partially assured by using KS test and its statistical sig-
nificance. However, we admit that the size of the data-
sets should be increased in the future studies to further 
address this threat.

Internal validity is dealing with the uncontrolled influ-
ence on the experiments. To mitigate the threats to the 
internal validity we control the objects and the inde-
pendent variables in our experiments. We generate the 
images by ourselves, so we know what they contain and 
we are sure that the normal and anomalous images are 
defined correctly before the experiments. Moreover, the 
generated images have the same landscape and environ-
mental conditions. Thus, we make sure that the normal 
and anomalous images are different only by the pres-
ence of semantic anomalies. We randomly divide the 
datasets into the training and testing sets and use the 
same images for training and testing across the experi-
ments to address the selection threat. Also, we change 
only one independent variable (colors of the images for 
Pro-SiVIC dataset and training parameters for CARLA 
dataset) at a time to control the changes in the results. 
By visually assessing the reconstruction error images, we 
test whether the autoencoders really detect the seman-
tic anomalies, and there are not other factors that affect 
the calculated anomaly scores.

Construct validity relates to the generalizability of 
the experiments’ results with respect to the RQ. There is 
a risk that the construct of “capability” in the RQ is not 
sufficiently defined. We measure the differences in the 
anomaly scores distributions (KS tests) and consider 
anomaly detection as a binary classification task with 
the corresponding metrics (AUROC and AUPRC scores) to 
estimate the autoencoder’s capability to detect seman-
tic anomalies. Perhaps, there are more ways to define 
the capability, but the measures used in this study were 

chosen based on the objectiveness and the absence 
of the confounding factors. By using several different 
measures we mitigate the risk of the measurement bias. 
At the same time, we admit our experiments’ restricted 
generalizability to other types of highway driving sce-
narios different from what we’ve generated. Therefore, 
the variability in the landscape and weather conditions 
in the data is required further. Still, the study general-
izes to the highway driving scenarios with the simulators’ 
landscapes and daytime sunny weather conditions.

External validity is dealing with the generalization 
ability of the obtained results to the industrial practice. 
Experiments with the generated data are the first steps 
towards the understanding of the autoencoders’ capability 
in detecting semantic anomalies in the highway driving 
scenarios, but for full generalizability, testing on the real 
data is required further. Still, testing the autoencoders for 
semantic anomaly detection on the generated data allows 
generalizing the results to some extent.

7  Conclusion

This work provides a comparison between two autoen-
coder-based approaches for anomaly detection in terms 
of their performance and robustness to color changes in 
driving scenario images towards answering the general 
research question (RQ: How capable are autoencoders in 
detecting semantic anomalies in highway driving scenar-
ios?). According to our experiments, the bottleneck-val-
ues approach has demonstrated better results than the 
reconstruction error approach in terms of anomaly detec-
tion performance and robustness to color changes in the 
images for the simpler dataset. However, for the more 
complex dataset the only working solution was the recon-
struction error approach when using the skip-connections.

We have addressed anomaly detection performance 
in RQ1 (What is the performance of the autoencoder-based 
approaches for anomaly detection in driving scenario 
images?). On the example of generated Pro-SiVIC images, 
the reconstruction error approach had slightly higher 
AUROC scores than the bottleneck-values approach in case 
of original and modified images, but the latter approach 
had lower FPR values at 100% TPR in all cases. It shows that 
the bottleneck-values approach for anomaly detection is 
more suitable for the application in safety mechanisms, 
for example in “safety cages”. Lower FPR values at 100% 
TPR mean that a “safety cage” will always switch to the safe 
mode when it is necessary while reducing the number of 
times switching to the safe mode when it is not required. 
For example, if switching to the safe mode requests the 
human driver to take-over a control, then the “safety cage” 
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with an anomaly detector with lower FRP will ask the driver 
for this request less times when it’s not necessary. We have 
also investigated the influence of the training parameters 
on the autoencoder-based anomaly detection perfor-
mance when using CARLA dataset with more complex 
environments compared to Pro-SiVIC dataset. We have 
found that for complex model the reconstruction error 
approach has been working only if the skip-connections 
were used in the autoencoder. The skip-connections help 
to train the autoencoder better and, as a consequence, 
they improve the performance of anomaly detection for 
the reconstruction error approach. At the same time, we 
have observed that the bottleneck-values approach has 
not shown any good performance for CARLA dataset. Per-
haps, the autoencoder was not able to properly learn com-
pressed representations of more complex CARLA images 
and more advanced architectures should be experimented 
with, which is a future study proposal. It is important to 
understand this limitation of the autoencoder-based 
anomaly detection approach before applying it in practice.

We have analyzed anomaly detection robust-
ness to both color changes of anomalous objects and 
color changes of images in general in RQ2 (What is the 
robustness of the autoencoder-based anomaly detection 
approaches to color changes in driving scenario images?) 
on the example of generated Pro-SiVIC images. On the 
whole, the bottleneck-values approach has been shown 
to be more robust to color changes in driving scenario 
images than the reconstruction error approach. Firstly, 
in case of modified images, anomaly detection perfor-
mance of the reconstruction error approach decreased 
when the color of some of the anomalous objects was 
changed, while it was not the case for the bottleneck-
values approach. This indicates that the bottleneck-val-
ues approach can be insensitive to color changes of the 
anomalous objects, which is a good quality of an anomaly 
detection approach. Thus, the bottleneck-values approach 
is less depended on the color information of the anoma-
lous objects that could be of different colors in reality, 
but it rather relies on their other important characteris-
tics, which make them distinguishable. Secondly, in case 
of greyscaled images, anomaly detection performance 
decreased for both approaches, though it decreased less 
for the bottleneck-values approach than for the recon-
struction error approach. Therefore, both approaches 
depend on the color information presented in the images 
in general, but to a different extent. This result should be 
taken into account in the automotive domain. It means 
that any change in visual conditions in the environment 

or the camera, which affects the color characteristics of the 
images, can also affect the autoencoder-based anomaly 
detection performance. Therefore, this can affect the over-
all safety of a car as a consequence.

We have considered the case of the autoencoder-
based anomaly detection in driving scenario images, 
which can be used as a reference for the future research 
in this area. While the generated data provided flexibil-
ity in our experiments, previous research studies have 
shown that anomaly detection performance is consist-
ently lower for real images than for simulated images. 
Therefore, the autoencoder-based anomaly detection 
with real environment images must be tested before 
reaching the production stage in the automotive 
industry. We are currently setting up the experiments 
on the two real datasets: Volvo Highway Dataset4 by 
Volvo Group (accessed through AI Sweden) and Cirrus5 
dataset by Volvo Cars. Both datasets have annotations, 
which makes it possible to define semantic anoma-
lies in the images. Next, different types of anomalous 
objects (such as pedestrians, animals, etc.) can be con-
sidered to cover more driving scenarios in the future. 
Also, while in this study we’ve been focusing on the 
most general sunny daytime highway road case, the 
considered approaches for semantic anomaly detec-
tion should be tested further in different contexts, e. 
g. by varying weather, time, or landscape conditions. 
Furthermore, the comparison with Stocco’s autoen-
coders shows that the architecture and complexity of 
the models influence the anomaly detection perfor-
mance. In order to explore the possibility of improving 
anomaly detection performance, different autoencoder 
architectures should be experimented with, especially 
deeper autoencoders with a higher number of layers, 
which may learn more complicated features in the 
images. Additionally, to complete the comparison of 
autoencoder-based approaches for anomaly detec-
tion, different methods for anomaly scores calculation 
in the reconstruction error and the bottleneck-values 
approaches should be examined. Besides, it’s worth to 
compare the autoencoder-based approach for semantic 
anomaly detection to other existing approaches, e. g. 
GANs. Finally, autoencoder-based approaches could be 
applied for sequences of images, which may improve 
anomaly detection results by taking into account time 
dependence. These will be the steps towards more 
thorough research in the area of autoencoder-based 
anomaly detection with the extended scope of the use-
cases in driving scenario context.

4 https:// www. ai. se/ en/ data- facto ry- datas ets/ volvo- highw ay- datas 
et.
5 https:// devel oper. volvo cars. com/ open- datas ets/ cirrus.

https://www.ai.se/en/data-factory-datasets/volvo-highway-dataset.
https://www.ai.se/en/data-factory-datasets/volvo-highway-dataset.
https://developer.volvocars.com/open-datasets/cirrus.
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