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1. Introduction

In the recent papers [23], [25], Birman-Schwinger type operators in a domain Ω ⊆ RN

were considered, namely, the ones having the form T ≡ TP ≡ TP,A = A∗PA. Here A is a 
pseudodifferential operator in Ω of order −l = −N/2 and P = V μ is a finite signed Borel 
measure containing a singular part. For this particular relation between the order of the 
operator A and the dimension of the space, −l = −N/2, the case we call ‘critical’, it was 
found that the decay rate of the eigenvalues λ±

k (T) does not depend on the dimensional 
characteristics of measure μ. If the measure μ possesses a certain regularity property, 
namely, it is s-regular in the sense of Ahlfors, s > 0, the eigenvalue counting function 
n±(λ, T) = #{k : ±λ±

k (T) > λ} admits the estimate n±(λ, T) ≤ C±(V, μ, A)λ−1, with 
constants depending linearly on the L logL-Orlicz norm of the function V with respect 
to the measure μ, thus the estimate has correct, quasi-classical, order in the coupling 
constant. This estimate enables us to prove for the eigenvalues of T asymptotic formulas 
of the Weyl type, for the case when μ is the Hausdorff measure on a certain class of sets, 
including compact Lipschitz surfaces. Moreover, even in the case when the asymptotics 
is unknown, the order sharpness of estimates was confirmed by the same order lower 
estimates.

The reasoning in [23], [25] was based upon the traditional variational approach to the 
study of eigenvalue distribution, in the version originating in papers by M.Sh. Birman 
and M.Z. Solomyak in the late 60-s - early 70-s. In the presence of more modern and 
more powerful methods, the variational one can still produce new results involving rather 
weak regularity requirements in the setting of spectral problems.

Taking into account the results in [23], [25], by our opinion, it is interesting to inves-
tigate spectral properties of operators of the form TP with singular a measure P = V μ

in the noncritical case, i.e., for l �= N/2. Our results in this paper show that the eigen-
value behavior in the subcritical, l < N/2, and in the supercritical, l > N/2, cases differ 
essentially from each other, and both from the critical case above.

To explain this difference, we compare the eigenvalue distribution for an operator with 
singular measure with the well understood case of an absolutely continuous one. In the 
latter case, P = V dX, with rather weak integrability conditions imposed on V , for an 
operator A of order −l, the eigenvalue counting function has Weyl order (it is hinted at 
by the subscript W in the notation), namely, asymptotically

n±(λ,TP ) ∼ C±(P,A)λ−θW , λ → 0, θW = N/(2l).

Thus, θW = 1 in the critical case. It was established in [25] that for a singular measure, 
in the critical case, the order of the eigenvalue distribution does not depend on certain 
(we call them dimensional) characteristics of measure μ and this order still equals 1.

We recall that a measure μ on RN with support (the smallest closed set of full measure) 
M is called Ahlfors regular of order s if for some constants A = A(μ), B = B(μ) > 0, 
the measure of the ball B(X, r) with center X ∈ M and radius r satisfies
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Brs ≤ μ(B(X, r)) ≤ Ars (1.1)

for any X ∈ M and r ≤ diam (M). It is known that such a measure is equivalent to 
the Hausdorff measure Hs of dimension s on M (see, e.g., [12], Lemma 1.2). In the 
critical case, estimates of the eigenvalues of operator TP were obtained in [25] under the 
condition that (1.1) is satisfied for some s > 0; moreover, both inequalities in (1.1) were 
essentially used in the proof, while the decay order of eigenvalues does not depend on s.

In the noncritical cases, 2l ≶ N, as we find out in this paper, the situation is different. 
In the subcritical case, 2l < N, previously known results concern mostly order −2 oper-
ators (l = 1) in a domain Ω in RN, N ≥ 2 and the singular part of P being supported 
on a (more or less) regular codimension one surface Σ ⊂ Ω; here the contribution of such 
measure to the spectral asymptotics of n±(λ, TP ) is known to have order θ > θW , i.e., 
larger than the order of the Weyl term corresponding to the absolutely continuous part, 
see, e.g., [1].

In the present paper, we establish that in the subcritical case, such spectral property of 
a singular measure manifests itself under rather general conditions and the contribution 
of such a singular measure to the spectrum becomes stronger as the dimension of the 
support of the measure decreases but still satisfies s > N − 2l. Moreover, this eigenvalue 
estimate is established only under the sole condition that the upper bound in (1.1) holds, 
namely

μ(M∩B(X, r)) ≤ A(μ)rs. (1.2)

So, for measures μ satisfying (1.2), we obtain eigenvalue estimates for n±(λ, T) with 
order depending on N, l, and the exponent s ∈ (N − 2l, N) in (1.2),

n±(λ,T) ≤ CA(μ)θ−1
∫

V±(X)θμ(dX)λ−θ, θ = s

2l − N + s
> 1, (1.3)

with a constant C depending only on N, l, s and the operator A but not on the density 
V . Thus, the order of the eigenvalues decay and the integrability class of V , involved in 
the eigenvalue estimate, depend on the exponent s.

In the usual way, via the Birman-Schwinger principle, estimate (1.3) leads to an 
estimate of the number n−(D∗D − P ) of negative eigenvalues of a, properly defined, 
Schrödinger-like operator D∗D − P with a uniformly elliptic operator D of order l: 
under some additional conditions,

n−(D∗D− P ) ≤ C(D, μ)
∫

V+(X)θμ(dX).

This inequality can be treated as an analogue, for singular measures, of the well-known 
CLR estimate. The restriction s > N −2l is quite natural; if s ≤ N −2l, i.e., the support 
of μ has too small dimension, the quadratic form, even defined first on nice (say, smooth) 
functions, is, generally, unbounded and not closable.
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On the other hand, in the supercritical case, 2l > N, the singular part of the measure μ
gives to the eigenvalue distribution a weaker contribution than the Weyl term. This kind 
of spectral behavior of singular measures was first discovered, probably, by M.G. Krein in 
1951, see [19], where eigenvalues of the ‘singular string’, −λu′′ = Pu, on a finite interval 
with P being a Borel measure, have been studied. The leading, Weyl order, term in the 
eigenvalue distribution, according to [19], is determined only by the absolutely continuous 
component of the measure P , while the singular component makes a weaker contribution. 
This spectral problem is equivalent to the one for an operator of the form TP,A with 
N = 1, l = 1, thus a supercritical one. Such relative weakness of the contribution by 
the singular part of the measure was established later in a rather general setting by 
M.Sh. Birman and V.V. Borzov ([3], [11], see also the exposition in [6]), however, without 
specifying the exact order of eigenvalues decay.

In this paper, we show that in the supercritical case the lower bound in (1.1) only, 
namely,

μ(B(X, r)) ≥ Brs, 0 < s < N, B = B(μ), (1.4)

is sufficient for the validity for the operator TP,A of eigenvalue estimates for a compactly 
supported measure μ,

n±(λ,TP,A) ≤ Cλ−θBθ−1
[∫

V±(X)μ(dX)
]θ

μ(Ω)1−θ, (1.5)

where (again) θ = s
2l−N+s , but θ < 1 now.

More complicated – and less sharp – results are obtained when the compact support 
condition for μ is dropped. For absolutely continuous measures this problem has been 
studied earlier, see, e.g., [3], [4].

An essentially different approach to obtaining eigenvalue estimates for operators in-
volving singular measures has been developed by H. Triebel, [34], based upon his earlier 
studies [33], as well as in his monographs, including the ones joint with D. Edmunds 
[14] and joint with D. Haroske [17]. These authors consider operators of the form 
G = P2B(X, D)P1, where Pj are compactly supported functions on a domain in RN (in 
[14], [17]) or, in the singular case, measures Vjμ supported on a compact set M whose 
Hausdorff measure μ = Hs|M satisfies (1.1), see [34], and obtain eigenvalue estimates. 
We show that this kind of operators can be dealt with by our method as well, moreover, 
we obtain sharper results. We consider also non-selfadjoint operators of the form A2PA1
with pseudodifferential operators A1, A2 and P being, as before, a singular measure. Ad-
ditionally, in Appendix, we discuss the approach of [34] in more detail and compare the 
spectral results with ours.

The last part of the paper is devoted to obtaining eigenvalue asymptotics for operators 
of the form TP,A with the measure μ being the Hausdorff measure on a Lipschitz surface 
and, further, on some more general sets of integer dimension, namely, on uniformly 
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rectifiable sets. The general approach to the spectral asymptotics of non-smooth spectral 
problems, developed by M.Sh. Birman and M.Z. Solomyak more than 50 years ago, 
enables us to derive asymptotic formulas for the eigenvalues of this kind of compact self-
adjoint operators under fairly weak regularity assumptions, as soon as correct order upper 
eigenvalue estimates involving the integral norm of the weight function are obtained. Here 
we follow essentially the pattern of [23–25], however certain modifications are needed. We 
use essentially our earlier results ([27], [28]) on the eigenvalue asymptotics of potential 
type integral operators on Lipschitz surfaces. In the presentation in this paper, we skip 
more standard points and concentrate on the essentials. We present also some examples 
demonstrating our general results.

As it has been established in the extensive literature devoted to the eigenvalue distri-
bution, the variational method does not produce more or less sharp values for constants 
in eigenvalue estimates. The same shortcoming is present in our paper as well. With 
few exceptions, we do not care for values of constants in formulas, however we indi-
cate which important characteristics of a particular problem these constants depend on. 
When needed, a constant is marked by the number of formula where it appears first, say 
C3.15 denotes the constant met first in (3.15). Otherwise, constants are denoted by the 
symbol C and may change value when passing to the next formula.

Our considerations have their roots in ideas of the paper [25], written by the first-
named author jointly with Eugene Shargorodsky. We express deep gratitude to Eugene 
for kind attention and stimulating discussions on the topic.

The authors wish to express their gratitude to the Referees whose attentive reading 
and valuable remarks led to a considerable improvement of the presentation and to 
correcting nasty errors.

2. Estimates in Sobolev spaces and singular Birman-Schwinger operators

The starting point in our study is deriving eigenvalue estimates similar to (1.3), (1.5)
for the operator SP,Ω, which is defined in the Sobolev space H l(Ω) or H l

0(Ω), Ω ⊂ RN, 
or Ll (see Sect. 2.3 below) by the quadratic form sP [v] =

∫
|v(X)|2P (dX). Under the 

conditions we impose on the measure P , the quadratic form sP , defined initially on 
continuous functions in the Sobolev space, admits a bounded extension to the whole 
space and thus defines a bounded self-adjoint operator which further on proves to be 
compact.

2.1. Sobolev spaces

In our considerations, Ω is usually a bounded open set in RN with piecewise smooth 
boundary (of interest are domains with smooth boundary and cubes; such domains are 
called nice). The case Ω = RN is considered as well. For the Sobolev space H l(Ω), l > 0, 
the Sobolev norm and the homogeneous Sobolev semi-norm are defined by
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‖u‖2
Hl(Ω) := ‖u‖2

L2(Ω) + |||u|||2l,hom,Ω, (2.1)

where

|||u|||2l,hom,Ω :=
∑

|ν|1=l

‖∂νu‖2
L2(Ω) , (2.2)

for an integer l,

|||u|||2l,hom,Ω :=
∑

|ν|1=[l]

∫
Ω

∫
Ω

|(∂νu)(X) − (∂νu)(Y )|2

|X − Y |N+2l̃
dXdY, (2.3)

for a non-integer l = [l] + l̃, l̃ ∈ (0, 1) (here | · |1 denotes the standard norm in �1).
Consider the case of a bounded domain Ω first. Here, the closure of the space of smooth 

compactly supported in Ω functions in H l(Ω) is denoted H l
0(Ω). The norm |||.|||l,hom,Ω is 

equivalent to the standard norm in (2.1) on H l
0(Ω). The important property of the space 

H l(Ω), used for obtaining eigenvalue estimates, is the following one (called sometimes 
the Poincaré inequality). Let Ω be a cube and H l

�(Ω) denote the subspace in H l(Ω)
consisting of functions L2(Ω)-orthogonal to all polynomials of degree less than l.

Proposition 2.1. On the subspace H l
�(Ω), the standard H l-norm is equivalent to its ho-

mogeneous part,

‖u‖2
Hl(Ω) ≤ C(l,Ω)|||u|||2l,hom,Ω, u ∈ H l

�(Ω). (2.4)

This fact was established in the initial publication by S.L. Sobolev [30], Sect. 1.9, for 
an integer l and became folklore later (see, e.g., an elementary proof of (2.4) in [21] for 
l ∈ (0, 1)).

The Sobolev spaces for 2l < N are closely related to the Riesz potentials,

Il(f)(X) =
∫
Ω

|X − Y |l−Nf(Y )dY, 2l < N;

this connection is discussed in detail in [20], Ch.12. For a nice domain Ω, the space of 
Riesz potentials v = Il(f) with f ∈ L2(Ω) coincides with the Sobolev space H l(Ω) and 
the standard norm in the latter space and the L2 norm of f are equivalent.

2.2. The case 2l < N

The basic result we use here is the following embedding theorem.

Proposition 2.2. Let Ω ⊂ RN be a nice bounded domain, 2l < N. Suppose that the Borel 
measure μ on Ω satisfies (1.2) with s > N − 2l and with constant A = A(μ). Then for 
any v ∈ H l(Ω) ∩ C(Ω),
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⎛
⎝∫

Ω

|v(X)|qμ(dX)

⎞
⎠

2/q

≤ C2.5A2/q‖v‖2
Hl(Ω), q = 2s

N − 2l = 2
1 − θ−1 > 2, (2.5)

with constant C2.5 not depending on measure μ.

For an integer l, this result is a special case of the generalized Sobolev embedding 
theorem, see Theorem 1.4.5 in [20], and for a general l, it is a special case p = 2 of the 
D. Adams theorem, see Theorem 1.4.1/2 and Theorem 11.8 in [20].

For a given complex Borel measure P = V μ on Ω with μ satisfying (1.2), we consider 
the quadratic form s[v] =

∫
|v(X)|2P (dX) =

∫
|v(X)|2V (X)μ(dX) defined initially on 

the space H l(Ω) ∩ C(Ω). We suppose that V ∈ Lθ,μ, θ = s
2l+s−N > 1. By the Hölder 

inequality and (2.5),

|s[v]| ≤

⎡
⎣∫

Ω

|V (X)|θμ(dX)

⎤
⎦

1
θ
⎡
⎣∫

Ω

|v(X)|qμ(dX)

⎤
⎦

2
q

≤ (2.6)

C2.5A2/q

⎡
⎣∫

Ω

|V (X)|θμ(dX)

⎤
⎦

1
θ

‖v‖2
Hl(Ω).

It follows that the quadratic form s[v], defined initially on H l(Ω) ∩C(Ω), admits a unique 
bounded extension by continuity to the whole of H l(Ω) and thus defines a bounded 
selfadjoint operator, which we denote by Sl,P,Ω (subscripts or some of them may be 
dropped if this does not cause confusion). Further on, we assume this extension already 
made.

Since on H l
0(Ω) the Sobolev norm is equivalent to its homogeneous part, it follows 

from (2.6) that

|s[v]| ≤ Z|||v|||2l,hom,Ω, v ∈ H l
0(Ω), Z = C2.7A2/q

⎡
⎣∫

Ω

|V (X)|θμ(dX)

⎤
⎦

1
θ

, (2.7)

with a constant C2.7 depending only on the domain Ω, l, N.
We consider now the operator S� defined by the same quadratic form s[v], but on the 

subspace H l
�(Ω) ⊂ H l(Ω) with norm |||v|||2l,hom,Ω, in the particular case of Ω being a cube 

Q in RN. We are interested in the dependence of the norm of this operator on the size 
of the cube Q. If Q is the unit cube Q1, then by (2.6) and Propositions 2.1,

⎛
⎝∫

|v(X)|qμ(dX)

⎞
⎠

2/q

≤ C2.8A2/q|||v|||2l,hom,Q1
, v ∈ H l

�(Q1) (2.8)

Q1
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and

|s[v]| ≤ C2.8A2/q

⎡
⎣∫
Q1

|V (X)|θμ(dX)

⎤
⎦

1
θ

|||v|||2l,hom,Q1
, (2.9)

with a certain constant C2.8 not depending on the measure μ.
Our aim now is to describe the behavior of the constant in (2.8) when the unit cube 

Q1 is replaced by a cube Qt with side length t. We place the center of co-ordinates at 
some point in M = supp (μ). After the scaling X → Y = t−1X, the cube Qt is mapped 
onto Q1. Thus, for v ∈ H l(Q1), ṽ(X) = v(t−1X), we have ṽ ∈ H l

�(Qt), and, by the 
dilation homogeneity of the norm,

|||ṽ|||2l,hom,Qt
= tN−2l|||v|||2l,hom,Q1

.

Recall that the homogeneity order N− 2l is positive in the subcritical case under con-
sideration. With a measure μ on Q1 we associate the scaled measure μ̃ on Qt: μ̃(E) =
tsμ(t−1E), t−1E ⊂ Q1. The measure μ̃(E) satisfies μ̃(B(X, r)) = tsμ(B(t−1X, t−1r)) ≤
Ars with the same constant A as in (1.2). Therefore, since s = q(N

2 − l), q = 2θ
θ−1 , after 

this change of variables, all terms in (2.8) acquire the same power of the scaling parame-
ter t, therefore | 

∫
Qt

|ṽ(X)|qμ̃(dX)|2/q ≤ A2/qC2.8|||ṽ|||2l,hom,Qt
, ṽ ∈ H l

�(Qt), with constant 
C2.8 not depending on the size of the cube Qt. As a result, by the Hölder inequality, we, 
finally, obtain

∣∣∣∣∣∣
∫
Qt

|v(X)|2V (X)μ̃(dX)

∣∣∣∣∣∣ ≤ C2.8A2/q

⎛
⎝∫

Qt

|V (X)|θμ̃(dX)

⎞
⎠

1/θ

|||v|||2l,hom,Qt
, (2.10)

v ∈ H l
�(Qt). We denote C0 = max(Cθ

2.7, C
θ
2.8).

2.3. An estimate in RN

For obtaining eigenvalue estimates, we also need a version of the inequality similar to 
(2.9), but without the condition of boundedness of Ω ⊂ RN, including the case of Ω =
RN. It is sufficient to consider Ω = RN. There are equivalent definitions of the space Ll =
Ll(RN) (called usually the homogeneous Sobolev space or the space of Riesz potentials).
On the one hand, it is the closure of C∞

0 (RN) in the metric |||v|||2l,hom,RN = ‖(−Δ)l/2v‖2
L2

. 
Equivalently, Ll is the space of Riesz potentials v(X) = (Ilf)(X) =

∫
|X−Y |l−Nf(Y )dY , 

f ∈ L2(RN), with norm equal to the L2(RN)-norm of f . Finally, the space Ll can be 
described as the space of functions v ∈ L2,loc(RN) such that (−Δ)l/2v ∈ L2(RN) in the 
sense of distributions as well as |X|−lv(X) ∈ L2(RN), with norm defined by the sum of 
these L2-norms. Locally, the space Ll coincides with the Sobolev space H l(RN), however 
functions in Ll may have a slower decay rate at infinity.
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Lemma 2.3. Let μ be a locally finite Borel measure on RN satisfying (1.2) for X ∈ M, 
M = suppμ, and 0 < r ≤ diam M (for all r > 0 if M is unbounded). Let V ∈ Lθ,μ, 
θ = s

2l+s−N > 1. Then

∣∣∣∣
∫

V (X)|v(X)|2μ(dX)
∣∣∣∣ ≤ (2.11)

C2.7

(∫
|V (X)|θμ(dX)

) 1
θ

A1−θ−1|||v|||2l,hom,RN

for v ∈ Ll.

Proof. Since C∞
0 (RN) is dense in Ll, it suffices to prove (2.11) for v ∈ C∞

0 . Such em-
bedding of the space of Riesz potentials into Lq,μ, similar to inequality (2.5), is, again, 
contained in [20], see there Theorem 11.8; (2.11) follows then by the Hölder inequal-
ity. �

Note that unlike the case of the Sobolev space, the inequality for μ(B(X, r)) is required 
to hold for all r > 0 if M is not compact.

2.4. The case 2l > N

We consider now the supercritical case 2l > N. Let the measure μ, suppμ ⊂ Qt, 
satisfy the estimate (converse to (1.2)):

μ(B(X, r)) ≥ B(μ)rs, r ≤ diam Qt, X ∈ M,

for some cube Qt with side length t. For such cube, the classical embedding H l(Qt) ⊂
C(Qt) is valid with estimate

|v(X)|2 ≤ Ct2l−N|||v|||2l,hom,Qt
= C|Qt|2l/N−1|||v|||2l,hom,Qt

, X ∈ Qt, (2.12)

v ∈ H l
�(Qt), and, further,

∣∣∣∣∣∣
∫
Qt

V (X)|v(X)|2μ(dX)

∣∣∣∣∣∣ ≤
∫
Qt

|V (X)|μ(dX) sup
X∈Qt

|v(X)|2. (2.13)

It follows from (1.4) that t2l−N ≤ CB− 2l−N

s μ(Qt)
2l−N

s . Taking into account (2.12), 
(2.13), we obtain

∣∣∣∣∣∣
∫

V (X)|v(X)|2μ(dX)

∣∣∣∣∣∣ ≤ (2.14)

Qt
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C2.14B− 2l−N

s μ(Qt)
2l−N

s

∫
Qt

|V (X)|μ(dX)|||v|||2l,hom,Qt
,

v ∈ H l
�(Qt), with constant C2.14 not depending on V, v, t, μ.

Inequality (2.12) is valid for v ∈ H l
0(Qt) as well (probably, with a different constant 

which we still denote by C2.14). Therefore estimate (2.14) is valid for v ∈ H l
0(Qt).

For a nice bounded domain Ω, a similar estimate holds for all functions in H l(Ω),

|v(X)|2 ≤ C‖v‖2
Hl(Ω), (2.15)

and
∣∣∣∣∣∣
∫
Ω

V (X)|v(X)|2μ(dX)

∣∣∣∣∣∣ ≤ C

∫
Ω

|V (X)|μ(dX)‖v‖2
Hl(Ω), (2.16)

but with certain dependence of the constant C in (2.15), (2.16) on the domain Ω. We, 
however, will use it only for Ω being a unit cube, and here the constant is absolute.

3. Eigenvalue estimates for SV μ, and the CLR bound for singular measures

3.1. Preparation

We will use the following geometrical property established in [25] (the two-dimensional 
version was proved in [18]). For a fixed N-dimensional cube Q ⊂ RN we call a cube Q
parallel to Q iff all (one-dimensional) edges of Q are parallel to the ones of Q.

Lemma 3.1. Let μ be a locally finite Borel measure in RN not containing point masses. 
Then there exists a cube Q ⊂ RN such that for any cube Q parallel to Q, μ(∂Q) = 0.

Further on in the paper, we suppose that such a cube Q is fixed and all cubes in the 
constructions are parallel to Q. It follows in particular, that for any such open cube Q, 
we have μ(Q) = μ(Q̄).

Another important ingredient is the Besicovitch covering lemma, see, e.g., Theorem 
1.1 in [16].

Lemma 3.2. Let M be a bounded set in RN and suppose that with each point X ∈ M
a closed cube QX centered at X is associated, all cubes are parallel to each other, and 
the size of the cubes is uniformly upper bounded. Then there exists a covering Υ of M
consisting of cubes QX so that Υ can be split into no more than κ = κ(N) families 
Υj , j = 1, . . . , κ, such that cubes in each of Υj are disjoint. The number κ depends only 
on the dimension N.
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3.2. Estimates in the subcritical case 2l < N

Theorem 3.3. Let Ω ⊂ RN be a bounded open set and μ be a measure on Ω satisfying (1.2)
with some s > N − 2l (this automatically excludes measures containing point masses). 
Let V be a real-valued function on M = suppμ, V ∈ Lθ ≡ Lθ,μ, θ = s

s+2l−N . Then for 
the operator S = Sl,V μ,Ω defined by the quadratic form s[v] =

∫
V |v(X)|2μ(dX) on the 

Sobolev space H l
0(Ω), the following estimate holds:

n±(λ,S) ≤ C3.1Aθ−1
∫

V±(X)θμ(dX)λ−θ, (3.1)

with constant C3.1 = C3.1(l, s, N).
If V is a complex-valued function, V ∈ Lθ, then the estimate, similar to (3.1), holds 

for the distribution function n(λ, S) of the singular numbers of S:

n(λ,S) ≤ C3.2Aθ−1
∫

|V (X)|θμ(dX)λ−θ. (3.2)

Proof. Since any complex function is a linear combination of 4 nonnegative ones, 
V = (ReV )+ − (ReV )− + i(Im V )+ − i(Im V )−, it is sufficient to consider the case 
of a nonnegative density V and prove the estimate for n+(λ, S). Denote K = Zθ ≡
Cθ

2.7Aθ−1 ∫ V (X)θμ(dX). The structure of the proof is as follows. We find constants, ν1

and ν2 depending only on l, N, s such that for λ > ν1K
1
θ , we have n+(λ, S) = 0, while 

for λ < ν2K
1
θ the required estimate holds, n+(λ, S) ≤ CKλ−θ. From these inequalities, 

it follows that (3.1) holds for all λ > 0, probably, with a different constant C. Indeed, if 
λ ∈ [ν2K

1
θ , ν1K

1
θ ], then the number λν2ν

−1
1 is smaller than λ and smaller than ν2K

1
θ , 

and therefore, for such λ,

n+(λ,S) ≤ n+(λν2ν
−1
1 ,S) ≤ C(λν2ν

−1
1 )−θK = C(ν2ν

−1
1 )−θλ−θK,

exactly what we needed.
Due to the obvious homogeneity,

n±(λ,S) = n±(γλ, γS), γ > 0,

it is sufficient to consider the case K = 1.
Following the way of reasoning described above, we consider large λ first. By (2.7), 

the norm of operator S is not greater than K = 1, therefore, n+(1, S) = 0, so we can 
take ν1 = 1.

Next, for sufficiently small λ < ν2, following the variational principle, we will construct 
a subspace L(λ) of codimension not greater than Cλ−θ such that s[v] < λ|||v|||2l,hom,Ω, 
v ∈ L(λ), v �= 0.
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We act by an adaptation of the original construction by M.Sh. Birman – M.Z. 
Solomyak, with contribution by G. Rozenblum, see e.g., [7]. Consider the function of 
μ-measurable sets,

J(E) = 2C0Aθ−1
∫
E

V (X)θμ(dX)

(the measure μ is supposed to be extended by zero to Ω \M). Thus, J(M) = 2. We fix 
a cube Q ⊂ RN according to Lemma 3.1.

Having λ fixed, for each point Y ∈ M, we consider the family Qτ (Y ) of closed cubes 
parallel to Q, centered at Y , and with side length τ . It follows from 3.1 that J(Qτ (Y )) is 
a monotonous continuous function of the variable τ ; it equals zero for τ = 0 and equals 
2 for large τ . Due to this continuity, for a given integer N > 0, to be determined later, 
there exists a value τ = τ(Y ) (not necessarily unique) such that J(Qτ(Y )(Y )) = N−1. 
Such cubes Qτ(Y )(Y ) form a covering of M. Let Υ be the subcovering of M consisting of 
cubes Qτ(Y )(Y ), found according to the Besicovitch lemma, Υ = ∪1≤j≤κΥj . It follows, 
in particular, that the multiplicity of the covering Υ is not greater than κ. By the 
disjointness property and additivity of J, for each fixed j, we have

|Υj |N−1 =
∑

Q∈Υj

J(Q) = J(∪Q∈Υj
Q) ≤ J(M) = 2. (3.3)

Therefore, the number |Υj| of cubes in Υj is not greater than 2N , and altogether, the 
number of cubes in Υ is not greater than 2κN .

Using this covering, we construct the subspace L(λ). Consider the linear space P(l, N)
of (real) polynomials in RN having degree less than l; we denote its dimension by p ≡
p(l, N). Now we consider the collection of linear functionals Ψ(l, N, Υ) on H l

0(Ω) of the 
form ψ(v) = ψp,Q(v) =

∫
Q
v(X)p(X)dX, where Q are cubes in Υ and p is in a fixed 

basis in P(l, N); these functionals are, obviously, continuous on H l(Ω). Thus, there are 
altogether p|Υ| ≤ 2κpN functionals in Ψ(l, N, Υ). We denote by L[N ] the intersection of 
the null spaces of these functionals in H l

0(Ω). It is a subspace of codimension not greater 
than 2pκN . This will be the space L(λ) we are looking for, with an appropriate relation 
of λ and N to be determined.

To find this relation we estimate the quantity 
∫
|v(X)|2V (X)μ(dX) for v ∈ L[N ]. 

Since the cubes Q ∈ Υ form a covering of M = supp (μ),

s[v] ≡
∫
M

|v(X)|2V (X)μ(dX) ≤
∑
Q∈Υ

∫
Q

|v(X)|2V (X)μ(dX). (3.4)

We recall that for each cube Q ∈ Υ, the restriction of function v ∈ L[N ] to Q belongs 
to H l

�(Q), and, therefore, (3.4) and (2.10) imply

s[v] ≤ C
∑

|||v|||2l,hom,QJ(Q) 1
θ ≤ C

∑
|||v|||2l,hom,QN

− 1
θ . (3.5)
Q∈Υ Q∈Υ



G. Rozenblum, G. Tashchiyan / Journal of Functional Analysis 283 (2022) 109704 13
From the definition of the homogeneous norm |.||.||.|2l,hom and the finite multiplicity of the 
covering Υ, it follows that 

∑
Q∈Υ |||v|||2l,hom,Q ≤ κ|||v|||2l,hom,Ω. Therefore, by (3.5),

s[v] ≤ C3.6κN
− 1

θ |||v|||2l,hom,Ω. (3.6)

Now, for a given λ > 0, we take an integer N = N(λ) so that λ > C3.6κN(λ)− 1
θ , i.e.,

N(λ) > (C3.6κ)θλ−θ. (3.7)

Then (3.5) implies

s[v] ≤ λ|||v|||2l,hom,Ω, v ∈ L(λ),

as we wish. In order to estimate the codimension of the subspace L(λ), we need a converse 
inequality between λ and N . Suppose that

(C3.6κ)λ−1 > 1. (3.8)

Then there exists an integer N = N(λ) satisfying (3.7) and such that N(λ) <

2Cθ
3.6κ

θλ−θ. Due to the last inequality, the codimension of the subspace L(λ) satisfies

codim (L(λ)) ≤ 2pκN(λ) ≤ 4pκCθ
3.6κ

θλ−θ.

Therefore, to find the required N , we need condition (3.8) be fulfilled, i.e., λ < ν2, where 
ν2 = (4pC3.6)

1
θ κ. So, this number ν2 fits into the structure explained at the beginning 

of the proof. �
A similar estimate, but without control of the dependence of constant on the domain 

Ω, is valid for the operator SN defined by the same quadratic form s[v], but on the 
Sobolev space H l(Ω), a generalization of the operator with the Neumann condition.

Theorem 3.4. Let Ω ⊂ RN be a nice bounded domain, V ∈ Lθ,μ. Then the eigenvalues of 
operator SN

l,P,Ω satisfy

n±(λ,SN ) ≤ CAθ−1
∫

V±(X)θμ(dX)λ−θ.

Proof. We use the bounded extension operator EEE : H l(Ω) → H l
0(Ω̃), ‖EEE‖ = C(Ω), 

for some bounded domain Ω̃ ⊃ Ω. By the variation principle, n±(λ, SN
l,P,Ω) ≤

n±(λC(Ω)−2, Sl,P,Ω̃) and (3.1) applies. �
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3.3. The case 2l < N. The estimate in RN and the CLR-type estimate

A standard trick (a form of the Birman-Schwinger principle) enables us to carry over 
the eigenvalue estimates in Theorem 3.3 to the case of operator acting in the whole space. 
The first stage consists in extending the results to operators in RN but with a measure 
having compact support.

Proposition 3.5. Let Ω = RN, 2l < N; let μ be a measure on RN with compact support, 
satisfying (1.2) with s > N − 2l, and V ∈ Lθ,μ, θ = s

2l−N+s > 1. Then for the operator 
S = SP,RN in Ll, the estimate

n±(λ,S) ≤ C3.9Aθ−1
∫
RN

V±(X)θμ(dX)λ−θ (3.9)

holds with a constant not depending on the size of support of measure μ.

Proof. As usual, by the min-max principle, it suffices to consider the case of a positive 
density V and study n+(λ, S). Let, for some λ > 0, n+(λ, SP,RN) > n for a certain 
integer n. Then, due to the variational principle and the density of C∞

0 (RN) in Ll, 
there exists a subspace Ln ⊂ C∞

0 (RN) of dimension n such that s[v] > λ|||v|||2l,hom,RN for 
v ∈ Ln \ {0}. However, since the space Ln is finite-dimensional, there exists a common 
compact support, i.e., all functions in Ln have support in a certain ball Ω′ containing the 
support of measure μ. Thus we obtain a subspace of dimension n in C∞

0 (Ω′), where s[v] >
λ|||v|||2l,hom,Ω′ . However, by Theorem 3.3, this subspace may not have dimension greater 
than Cλ−θA 2θ

q
∫
V (X)θμ(dX). This last observation gives us the required inequality 

n ≤ Cλ−θA 2θ
q
∫
V (X)θμ(dX). �

Now we dispose of the condition of compactness of the support of measure μ.

Theorem 3.6. Let Ω = RN, 2l < N, μ be a measure on RN satisfying (1.2) with s >
N −2l, and V ∈ Lθ,μ, θ = s

2l−N+s > 1. Then estimate (3.9) holds. Similarly to (3.2), an 
estimate of the same form holds for singular numbers of operator S for a complex-valued 
function V .

Proof. As usual, we may suppose that V ≥ 0. For a fixed λ > 0, we split V into two 
parts, Vλ and V ′

λ, so that Vλ has compact support and V ′
λ is small, C0A

2θ
q
∫

(V ′
λ)θμ(dX) <

(λ/2)2θ. Correspondingly, the operator S splits into the sum of two operators, S =
Sλ + S′

λ. For Sλ we have an eigenvalue estimate of the form (3.9) with Vλ replacing V , 
and for S′

λ we have the norm estimate, by Lemma 2.3, ‖S′
λ‖ < λ/2, which is equivalent 

to:

n+(λ/2,S′
λ) = 0.
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Now, by the Ky Fan inequality,

n+(λ,S) ≤ n+(λ/2,Sλ) + n+(λ/2,S′
λ). (3.10)

The second term in (3.10) equals zero, and Proposition 3.5 applied to Sλ gives us the 
required estimate. �
Remark 3.7. Since (−Δ)−l/2 is an isometric isomorphism of L2(RN) onto Ll, the last 
result can be expressed as an eigenvalue estimate for the operator

TP,(−Δ)−l/2 = (−Δ)−l/2P (−Δ)−l/2

in L2(RN):

n±(λ,TP,(−Δ)−l/2) ≤ CA(μ)θ−1
∫
RN

V±(X)θμ(dX)λ−θ.

As an automatic consequence of Theorem 3.6 we obtain a version of the CLR estimate 
for singular measures.

Theorem 3.8. Let 2l < N, let the measure μ satisfy (1.2) with some s > N − 2l, and the 
density V ≥ 0 satisfy 

∫
V (X)θμ(dX) < ∞, θ = s

2l−N+s > 1. Consider the Schrödinger-
type operator H = H(l, P ) = (−Δ)l − P defined in L2(RN) by means of the quadratic 
form h[v] = ‖(−Δ)l/2v‖2

L2
−
∫
|v(X)|2P (dX), P = V μ. Then for N−(H), the number of 

negative eigenvalues of H, the following estimate holds

N−(H) ≤ C(N, l)A(μ)θ−1
∫

V (X)θμ(dX). (3.11)

Proof. The proof, actually, the derivation of (3.11) from estimate (3.9), is a quite stan-
dard application of the Birman-Schwinger principle. We repeat it for the sake of complete-
ness. The quantity N−(H) equals the minimal codimension of subspaces L ⊂ C∞

0 (RN), 
for which ∫

|v(X)|2V (X)μ(dX) < |||v|||2l,hom,RN , v ∈ L \ {0}.

But this codimension is exactly n+(1, SP,RN), and for the latter quantity we already 
have the required estimate. �

Later, we obtain a more general version of (3.11).
As usual, CLR-type estimates lead, although not quite directly, to Lieb-Thirring (LT) 

type estimates for the sum of powers of absolute values of the negative eigenvalues of H. 
The corresponding reasoning as well as an alternative way of proving LT estimates for 
a Schrödinger operator with singular measure as potential are presented in [26].
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3.4. Eigenvalue estimates for S, 2l > N

The aim of this subsection is to prove eigenvalue estimates in the supercritical case 
2l > N. The estimates have a somewhat different form, compared with the subcritical 
case, but the proof is quite analogous.

Theorem 3.9. Let Ω ⊂ RN be a nice bounded domain, μ be a compactly supported finite 
Borel measure without point masses on Ω satisfying (1.4) with s > 0 and V be a real-
valued function in L1 = L1,μ. Then for the operator S = Sl,V μ,Ω defined by the quadratic 
form s[v] in H l

0(Ω) the eigenvalue estimate holds

n±(λ,S) ≤ CKλ−θ,K = Bθ−1
(∫

V±(X)μ(dX)
)θ

μ(Ω)1−θ (3.12)

with a constant C not depending on the measure μ and the weight function V . The same 
estimate holds for a nice bounded domain Ω for operator SN defined by the quadratic 
form s[v] in the Sobolev space H l(Ω), now with a constant depending on Ω.

Proof. The statement about the operator in the space H l(Ω) is reduced to the one for 
the space H l

0(Ω), using the extension operator, as it was done for 2l < N in Theorem 3.4. 
So, we consider the operator Sl,P,Ω in the space H l

0(Ω); the reasoning here is analogous 
to the one in Theorem 3.3, with the same separate treatment of larger and smaller λ. 
We explain the modifications in detail, when needed. Again, it suffices to consider only 
the case V ≥ 0, and, by homogeneity, we can set K = 1.

The estimate for large λ follows from the inequality (2.14). For small λ, the reasoning, 
as in the case 2l < N, consists of constructing a subspace L(λ) of a controlled codimen-
sion so that s[v] ≤ λ‖v‖2

Hl,hom,Ω
v ∈ L(λ). We introduce a function of μ-measurable 

sets:

J(E) = C2.14

⎡
⎣B−βμ(E)β

∫
E

V (X)μ(dX)

⎤
⎦

1
β+1

= (3.13)

⎡
⎣C2.14B−β

∫
E

V (X)μ(dX)

⎤
⎦

1
β+1

μ(E)1−θ,

where β = θ−1 − 1 = 2l−N
s > 0, θ = s

2l−Nb+s < 1.
By Lemma 3.1, for each point Y ∈ M, for a family of concentric cubes Qτ (Y ) parallel 

to a certain fixed cube Q and centered at Y ∈ M with side length τ , J(Qτ (Y )) is a 
continuous nondecreasing function of the variable τ . Therefore, for an integer N , to be 
determined later, there exists τ(Y ) such that J(Qτ(Y )(Y )) = (2N)−1. From the covering 
{Qτ(Y )(Y ), Y ∈ M}, by the same Besicovitch covering lemma, we can extract a finite 
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subcovering Υ which can be split into no more than κ = κ(N) families Υj , each consisting 
of disjoint cubes. Next, we evaluate the number of cubes in Υ. For a fixed j, we have, 
by the Hölder inequality,

(2N)−1|Υj | =
∑

Q∈Υj

J(Q) =
[
C2.14B−β

]θ ∑
Q∈Υj

⎡
⎣∫
Q

V (X)μ(dX)

⎤
⎦
θ

μ(Q)1−θ

≤
[
C2.14B−β

]θ
⎡
⎣ ∑
Q∈Υj

∫
Q

V (X)μ(dX)

⎤
⎦
θ ⎡
⎣ ∑
Q∈Υj

μ(Q)

⎤
⎦

1−θ

≤
[
C2.14B−β

]θ
⎡
⎣∫

Ω

V (X)μ(dX)

⎤
⎦
θ

μ(Ω)1−θ = J(Ω) = 1.

It follows that |Υj | is not greater than 2N and the number of cubes in the whole covering 
Υ satisfies

|Υ| ≤ 2κN.

With each cube Q ∈ Υ we associate a collection of linearly independent functionals, 
scalar products in L2(Q) with polynomials of degree less than l; as before, there are 
p = p(N, l) of them. As in Theorem 3.3, we define L[N ] as the common null-space of 
these functionals. Its codimension is not greater than p|Υ| ≤ 2pκN . Next, similar to 
(3.6), we estimate s[v]. Due to the finite multiplicity of the covering Υ and (2.14), we 
have

s[v] ≤ κ
∑
Q∈Υ

∫
Q

|v(X)|2V (X)μ(dX) ≤ (3.14)

CB(μ)−β
∑
Q∈Υ

μ(Q)β
∫
Q

V (X)μ(dX)|||v|||2l,hom,Q = C
∑
Q

J(Q)β+1|||v|||2l,hom,Q

≤ C3.14N
−(β+1)|||v|||2l,hom,Ω.

Finally, we take N > Cθ
3.14λ

−θ, so that, by (3.14), s[v] ≤ λ|||v|||2l,hom,Ω; θ = (β + 1)−1, 
and we can see that for λ small enough, such integer N can be chosen, simultaneously, 
smaller than 2Cθ

3.14λ
−θ, which gives for the subspace L(λ) = L[N ] the required estimate 

for its codimension: codim (L(λ)) ≤ Cλ−θ. �
3.5. The case 2l > N: the Birman-Borzov estimate in the whole space

For a measure μ with noncompact support, it follows from (1.4) that μ(M) = ∞, and 
inequality (3.12) becomes trivial, i.e., does not give any estimate for the eigenvalues of 
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the operator S. Since the paper [3] by M.Sh. Birman and V.V. Borzov appeared, quite a 
lot of work has been done to obtain eigenvalue estimates for this operator as well as for 
the Schrödinger-like operator H = (−Δ)l−P in RN, 2l ≥ N, for an absolutely continuous 
measure P , see, especially, [4] and [29]. We will not discuss all possible versions of these 
results for singular measures, and restrict ourselves to just several typical ones. An 
estimate in [3], probably, the first one obtained for the case 2l > N in the whole space, 
bounds the eigenvalues of the problem λ[(−Δ)l + 1]u = V u by a sum of powers of L1-
norms of the function V over the lattice of unit cubes. Later this result was considerably 
generalized in many directions, however a common feature remained: for operators with 
fast eigenvalue decay, equivalently, with slow growing n±(λ) = O(λ−θ), θ < 1, estimates 
should involve the sum of L1-norms, taken to some power, of the weight function over 
an appropriate system of compact sets. To carry over all these results to the case of 
singular measures considered in this paper would be a huge task. We demonstrate such 
a generalization of the initial Birman-Borzov result.

Theorem 3.10. Let μ be a measure on RN possessing no point masses, with noncompact 
support M = supp (μ), satisfying a local version of condition (1.4), namely

μ(B(X, r)) ≥ B(X)rs, X ∈ M, 0 < r <
√

N,B(X) > 0 (3.15)

(recall, 
√

N is the diameter of the unit cube in RN). For a cube Q whose existence 
is established in Lemma 3.1, consider the lattice L of unit cubes in RN parallel to Q. 
Denote by Lμ the set of those cubes Q in L which satisfy μ(Q) > 0 and by B(Q), Q ∈ Lμ, 
we denote the quantity B(Q) = infX∈Q∩M B(X). Suppose that the real-valued density 
V ∈ L1,loc,μ satisfies

M(μ, V ) :=
∑

Q∈Lμ

B(Q)θ−1

⎡
⎣∫
Q

|V (X)|μ(dX)

⎤
⎦
θ

μ(Q)1−θ < ∞ (3.16)

for θ = s
2l−N+s . Consider the operator S = Sl,V μ defined by the quadratic form s[v] in 

the Sobolev space H l(RN), 2l > N. Then this operator is bounded, compact, and satisfies

n±(λ,S) ≤ CM(μ, V±)λ−θ. (3.17)

Proof. Having our estimate (3.12), the proof of (3.17) can be constructed by repeating 
the reasoning in [3], where an eigenvalue estimate in the whole space was obtained 
by summing estimates in separate cubes. In the present understanding, this proof fits 
in just a few lines. Consider, for each Q ∈ Lμ, operator SQ which is defined by the 
quadratic form sQ[v] =

∫
Q
|v(X)|2V (X)μ(dX) in H l(Q). The eigenvalues can only grow 

if we replace the base space H l(RN) by ⊕H l(Q) with the sum over Q in the lattice L. 
Operators SQ act in orthogonal subspaces H l(Q), therefore, by the variational principle, 
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n±(λ, S) ≤
∑

Q∈Lμ
n±(λ, SQ), and by summing estimate (3.12) over cubes Q, we arrive 

at (3.17). �
Now, since the operator (1 − Δ)−l/2 is an isometric isomorphism of L2(RN) onto 

H l(RN), Theorem 3.10 leads to an eigenvalue estimate for a singular Birman-Schwinger 
operator.

Corollary 3.11. Let measure μ and density V satisfy conditions of Theorem 3.10. Then 
for the operator T = (1 − Δ)−l/2(V μ)(1 − Δ)−l/2 the eigenvalue estimate (3.17) holds.

4. Pseudodifferential Birman-Schwinger operators with singular weight. Spectral 
estimates

In this section we give a detailed definition of pseudodifferential operators with sin-
gular weight and study spectral estimates for the noncritical case(s). We mostly follow 
the presentation in [25], [23], where the critical case was considered, and emphasize only 
essential differences.

4.1. Operators in bounded domains

Let Ω be a bounded open set in RN and A be a classical pseudodifferential operator 
of order −l �= −N/2, with principal symbol a−l(X, Ξ). We suppose that A is an oper-
ator with compact support in Ω which means that it contains cut-offs to some proper 
subdomain Ω′ � Ω, A = χAχ, χ ∈ C∞

0 (Ω).
Such an operator A maps L2(Ω) to H l

0(Ω), its essential norm in these spaces is bounded 
by C(N, l) sup(X,Ξ)∈S∗(Ω) |a−l(X, Ξ)|, where S∗(Ω) is the cospheric bundle of Ω.

Let μ be a singular measure supported in Ω and V be a real μ-measurable function, 
P = V μ. For u ∈ L2(Ω) we consider the quadratic form t[u] = tP,A[u] = tP,A,Ω[u]
defined as

tP,A,Ω[u] =
∫
Ω

|(Au)(X)|2P (dX). (4.1)

Under the conditions we impose now on the measure μ and the density V , it will be 
shown that the quadratic form (4.1) is well-defined on L2(Ω) and determines a compact 
operator T = TP,A,Ω whose eigenvalues satisfy estimates similar to the ones in Section 3.

The conditions we impose on μ, V are the following.

Condition 4.1. If 2l < N, μ satisfies (1.2) with s > N − 2l; if 2l > N, μ satisfies (1.4)
with 0 < s < N; the density V belongs to Lϑ,μ, ϑ = max(1, θ), θ = s

2l−N+s .

The quadratic form is defined in the following way. By results of Sect. 2, see (2.13), 
under the above conditions, the quadratic form s[v] =

∫
|v(X)|2P (dX), defined initially 
Ω
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for v ∈ H l(Ω) ∩ C(Ω), admits an extension by continuity to the whole of H l(Ω) as a 
bounded quadratic form. In its turn, the operator A maps L2(Ω) to H l(Ω), A(L2(Ω)) ⊂
H l(Ω), thus the composition

t[u] = s[Au]

is well defined on L2(Ω) and determines a bounded operator T = TP,A.
The action of the operator T can be described explicitly, in a way similar to [23]. By 

the standard polarization, the sesquilinear form of the operator T is

(Tu, v)L2(Ω) =
∫

(Au)(X)(Av)(X)P (dX).

For a fixed v ∈ L2, the linear functional ψv(w) =
∫
w(X)(Av(X))P (dX) is continuous 

on H l
0(Ω) and its norm is majorized by ||v||L2 . This defines the product (Av(X))P as an 

element in the negative order Sobolev space of distributions H−l(Ω), and v → (Av)P is 
a continuous mapping from L2(Ω) to H−l(Ω). In its turn, for h ∈ H−l(Ω), the mapping 
u → 〈Au, h〉, defined initially on u ∈ C∞

0 (Ω), acts as ϕh : u → 〈u, A∗h〉, where A∗ :
H−l → L2(Ω) is the adjoint operator for A : L2(Ω) → H l

0, so A∗h ∈ L2(Ω) and the 
mapping ϕh extends by continuity to u ∈ L2(Ω). As a result, we obtain (Tu, v)L2(Ω) =
(A∗PAu, v)L2(Ω) and the operator T factorizes as

T = A∗PA : L2(Ω) A−→ H l
0(Ω) P−→ H−l(Ω) A

∗
−→ L2(Ω),

all factors being continuous mappings between the corresponding spaces. This justifies 
our writing T = A∗PA.

Now we can formulate the eigenvalue estimates.

Theorem 4.2. Let Ω be a bounded domain, P = V μ be a singular measure in Ω, A
be a compactly supported pseudodifferential operator of order −l and Condition 4.1 be 
satisfied. Denote by K± the quantity

K± = A(μ)θ−1
∫
Ω

V±(X)θμ(dX), if 2l < N, (4.2)

K± = B(μ)θ−1

⎛
⎝∫

Ω

V±(X)μ(dX)

⎞
⎠

θ

μ(Ω)1−θ, if 2l > N.

Then

n±(λ,T) ≤ C(A,Ω)K±λ
−θ, λ > 0, (4.3)

and
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lim sup
λ→0

λθn±(λ,T) ≤ C(l,Ω) sup
(X,Ξ)∈S∗Ω

|a−l(X,Ξ)|2K±. (4.4)

The rough estimate (4.3) in the first part of Theorem 4.2 is proved quite similarly to 
Theorem 2.3 in [25], where the critical case was considered. Namely, denote by A0 the 
operator (−ΔD + 1)−l/2 where ΔD is the Laplacian in a domain Ω′′ ⊃ Ω′ with Dirichlet 
boundary conditions; A0 maps L2(Ω′′) to H l(Ω′′). Thus,

TP,A = A∗PA = (A−1
0 A)∗(A∗

0PA0)(A−1
0 A).

In this product, the middle term is exactly the operator TP,A0 discussed in Sect. 3, 
for which the required eigenvalue estimates are already justified. The operator A−1

0 A is, 
up to a compact additive term, the zero order pseudodifferential operator with princi-
pal symbol |Ξ|la−l(X, Ξ), it is therefore bounded in L2(Ω), together with its adjoint, 
and this gives the first estimate. The second, sharper estimate (4.4) follows from the 
fact that the essential norm of the zero order operator C = A

−1
0 A is majorated by 

M(A) := sup(X,Ξ)∈S∗(Ω) |a−l(X,Ξ)| (see, e.g., Theorem 6.3, Ch.II in [31]). According to 
this property, for any ε > 0, the operator C can be represented as C = Cε + C′

ε, where 
‖Cε‖ < M(A) + ε and C′

ε is compact. Therefore

TP,A ≡ C∗TP,A0C = C∗
εTP,A0Cε + Rε, (4.5)

where the operator Rε in (4.5) is the sum of three terms, each being the product of 
TP,A0 and two more bounded operators, at least one of which is compact. By the Ky 
Fan inequality the multiplication by a compact operator leads to a faster decay of singular 
numbers, see [6], Sect. 11.1, and therefore,

lim sup
λ→0

λθn±(λ,TP,A) ≤ (M(A) + ε)2 lim sup
λ→0

λθn±(λ,TP,A0),

which, by the arbitrariness of ε proves (4.4).
More sharp asymptotic eigenvalue estimates follow from the eigenvalue asymptotics 

to be proved further on, in Sect. 6.

4.2. Operators in RN and pseudodifferential CLR estimates

For operators in the whole Euclidean space we express the conditions for eigenvalue 
estimates in terms of the mapping properties of the pseudodifferential operator A.

Theorem 4.3. Let 2l < N and let the order −l pseudodifferential operator A map L2(RN)
to Ll. Suppose that the measure μ satisfies (1.2) with some s ∈ (N − 2l, N) and V is a 
real-valued function, V ∈ Lθ,μ, θ = s

2l−N+s . Then for the operator T = TP,A, P = V μ, 
defined by the quadratic form tP,A[u] =

∫
|(Au)(X)|2P (dX) in L2(RN), the following 

estimate holds
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n±(λ,T) ≤ C||A||2θL2→LlAθ−1
∫
RN

V±(X)θμ(dX)λ−θ. (4.6)

The estimate of the form (4.6) holds in the case of a complex-valued function V , with 
V± replaced by |V |, for the counting function n(λ, T) of singular numbers of T.

Proof. The estimate follows immediately from Theorem 3.6 (see Remark 3.7) due to the 
identity

TP,A = A∗PA = ((−Δ)l/2A)∗TP,(−Δ)−l/2((−Δ)l/2A),

with (−Δ)l/2A bounded in L2(RN). �
From Theorem 4.3 in the usual way follows the general CLR type estimate:

Corollary 4.4. Let D be an order l < N/2 pseudodifferential operator in RN such that 
D−1 maps L2(RN) to Ll. Let the measure μ satisfy (1.2) with s ∈ (N − 2l, N) and 
V ∈ Lθ,μ, θ = s

2l−N+s . Then for the Schrödinger type operator H = D∗D − P defined 
in L2(RN) by means of the quadratic form h[u] = ‖Du‖2

L2
−

∫
V (X)|u(X)|2μ(dX) the 

following estimate for the number N−(H) of negative eigenvalues holds

N−(H) ≤ C(D)Aθ−1
∫
RN

V+(X)θμ(dX).

Results for 2l > N follow in the same way from Theorem 3.10.

4.3. Singular numbers estimates for non-selfadjoint operators

We extend here the class of operators for which spectral estimates are obtained. Let 
B be an order −κ pseudodifferential operator in RN, κ < N, and M be a closed set 
in RN. At this stage, we suppose that M is compact. Let μ be a Borel measure on M
which satisfies condition (1.2) with some s ∈ (N − κ, N].

We consider operators of the form

G = GP1,P2,B = P1BP2, Pj = Vjμ, (4.7)

in L2,μ(M). Here Vj are complex-valued μ–measurable functions on M, subject to con-
ditions Vj ∈ Lrj ,μ(M) with some conditions imposed on rj , to be specified later.

Such operators have been systematically studied in [14], Chapter 5, for the case s = N, 
i.e., for a measure μ absolutely continuous with respect to the Lebesgue measure, and 
later in [34], Chapter V, for an arbitrary s, under the additional condition that μ coincides 
with the Hausdorff measure Hs of dimension s on M, moreover the two-sided estimate 
(1.1) was required.



G. Rozenblum, G. Tashchiyan / Journal of Functional Analysis 283 (2022) 109704 23
The conditions imposed on rj in [34] are the following (we present them in our nota-
tions, for the Hilbert space case, p = 2):

rj > 2; 1/r1 + 1/r2 <
κ − N + s

s
= θ−1. (4.8)

Under these conditions, an estimate for the eigenvalues λk(G), |λ1| ≥ |λ2| ≥ . . . of the 
operator G (counted with algebraic multiplicity), obtained in [34], see, e.g., Theorem 
28.2 there, has the following form:

|λk(G)| ≤ C4.9(M, r1, r2)‖V1‖Lr1,μ
‖V2‖Lr2,μ

k−θ−1
, k ≥ 1. (4.9)

For the case of a self-adjoint operator G, estimate (4.9) is equivalent to a similar estimate, 
of the same order, for the singular numbers sk(G). Both inequalities in (4.8) are not 
sharp: the constant C4.9(M, r1, r2) depends, according to [34], on the set M and grows 
uncontrollably as M expands or as 1/r1+1/r2 approaches θ−1, or as one of rj approaches 
2. In the case 1/r1 +1/r2 = θ−1 < 1, called in [14], [34] the ‘limiting’ one, the conditions 
imposed upon one of the weight functions Vj are strengthened, namely, say, for V1, it is 
required that V1 belongs to the Orlicz space, Lr1 log(1 + L).

We are going to demonstrate here that using our approach, these results, in the Hilbert 
space setting, can be improved in several aspects. We show that the estimates for singular 
numbers, with constant not depending on M for the ‘limiting’ case, 1/r1 + 1/r2 = θ−1, 
follow from our general estimates, again, under the condition that only the upper estimate 
in (1.1), namely (1.2), holds for measure μ. In the discussion to follow, for simplicity of 
formulations, we consider the most important case of B = (−Δ)−κ/2 in RN.

Theorem 4.5. Let B = (−Δ)−κ/2 be the pseudodifferential operator in RN, κ < N, M be 
a compact set in RN supporting a measure satisfying (1.2) with s ∈ (N −κ, N). Then G
as an operator of the form (4.7), with Vj ∈ Lrj ,μ, rj > 2, 1/r1 + 1/r2 = θ−1 = κ−N+s

s , 
can be defined as a bounded operator in L2,μ and for its singular numbers sk(G) the 
following estimate holds

sk(G) ≤ CA1−θ−1
k−θ−1‖V1‖Lr1,μ

‖V2‖Lr2,μ
, (4.10)

Remark 4.6. In terms of the distribution function of singular numbers, (4.10) takes the 
form

n(λ,G) ≤ Cλ−θAθ−1
[∫

|V1(X)|r1μ(dX)
]θ/r1 [∫

|V2(X)|r2μ(dX)
]θ/r2

. (4.11)

It is important to note that the constants in (4.10), (4.11) do not depend on the set 
M. Therefore, similarly to Theorem 3.6, the above result extends to arbitrary measures 
satisfying (1.2).
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Proof. Again, it suffices to consider the case of nonnegative densities V . We start by 
giving an exact definition of the operator G. Set θj = s

2lj−N+s = rj
2 , lj = N−s

2 + s
rj

<

N/2.
Since κ = l1 + l2, consider the composition

G = V1V
∗
2, (4.12)

where Vj = VjΓM(−Δ)−l1/2, and ΓM is the operator of restriction of functions in the 
Sobolev space H lj to M. The operator Vj is considered as acting from L2(RN) to 
L2,μ(M). As it follows from Proposition 2.2 and the Hölder inequality, cf. Section 2.2, 
the operator Vj : L2(RN) → L2,μ(M), is bounded under the conditions of the Theorem. 
Therefore, similarly to Section 4.1, the operator V∗

j = (−Δ)−ljΓ∗
MVj : L2,μ(M) →

L2(RN) is bounded as well and it can be expressed by duality as the composition of 
continuous operators

V∗
j = L2,μ(M) Vj−→ L 2rj

2+rj
,μ

(M) Γ∗
M−→ L−l2(RN) (−Δ)−lj/2

−→ L2(RN). (4.13)

Here Γ∗
M : L 2rj

2+rj
,μ

→ L−lj is the embedding operator into the negative order homo-

geneous Sobolev space L−lj of distributions (dual to Llj ). This operator is continuous 
since it is adjoint to the embedding of Llj into L 2rj

rj−2 ,μ
, the latter being bounded by 

Proposition 2.2. Therefore, the operator G = V1V
∗
2, defined in L2,μ by the sesquilinear 

form g[u, v] = (V∗
2u, V

∗
1v), acts as the composition of continuous operators

G : L2,μ(M) → L 2r2
2+r2

,μ(M) → L−l2(RN) → L2(RN) →

→ Ll1(RN) → L 2r1
r1−2 ,μ

(M) → L2,μ(M).

This reasoning justifies the representation (4.12).
By the Ky Fan inequality, for the singular numbers of operators in (4.12), s2k−1(G) =

s2k−1(V1V
∗
2) ≤ sk(V1)sk(V2). For the operator V2, we have sk(V2) = sk(V∗

2V2)
1
2 =

sk(T2)
1
2 , where T2 = TU2μ,A2 is the operator considered in Subsect. 4.1, with V = U2 =

V 2
2 and A = A2 = (−Δ)−l2/2. By Theorem 3.6,

n(λ,T2) ≤ CA(μ)θ2−1
∫

|U2(X)|θ2μ(dX)λ−θ2 =

CA(μ)θ2−1
∫

|V2(X)|2θ2μ(dX)λ−θ2 .

The last estimate, expressed in terms of singular numbers, takes the form

sk(V∗
2) = sk(V2) = sk(T2)

1
2 ≤ CA(μ)(1−θ−1

2 )/2‖V2‖2θ2,μk
−1/(2θ2). (4.14)
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Similarly, for sk(V1),

sk(V1) ≤ CA(μ)(1−θ−1
1 )/2‖V1‖2θ1,μk

−1/θ2 . (4.15)

We combine (4.14) and (4.15) by means of the Ky Fan inequality to get

s2k−1(G) ≤ sk(V1)sk(V∗
2) ≤

CA(μ)(2−θ−1
1 −θ−1

2 )/2‖V1‖2θ1,μ‖V2‖2θ2,μk
− 1

2 (θ−1
1 +θ−1

2 ),

which, since θ−1
1 + θ−1

2 = 2θ−1, coincides with (4.10). �
We skip the discussion of spectral estimates for other relations between r1, r2, κ, N, 

which are established by means of a similar reasoning, using the results of our Subsection 
4.1.

Another type of non-self-adjoint operators with singular weights, considered in [34], 
are

G = A2PA1,

where A1, A2 are pseudodifferential operators in RN of orders −l1, −l2 and P is a sin-
gular measure of the form P = V μ, with μ being, as before, the dimension s Hausdorff 
measure Hs on a set M ⊂ RN, satisfying (1.1), and V being a μ-measurable function 
on M belonging to Lr,μ. As in the previous case, the conditions imposed in [34] on 
the parameters of this operator are not sharp, which leads to non-sharpness of spectral 
estimates.

Spectral (singular numbers) estimates for such operators are obtained here in the 
same way as in Theorem 4.5. Namely, we perform a factorization, this time of the weight 
function V , which leads to the factorization of the operator G. Again, we present the 
most aesthetic case.

Theorem 4.7. Let Aj = (−Δ)−lj/2, j = 1, 2, in RN, 2lj < N, 2l = l1 + l2. Let, further, μ
be a singular measure satisfying (1.2) with exponent s, N − 2lj < s ≤ N, and P = V μ, 
V ∈ Lθ,μ. We set θj = s

2lj−N+s > 1, so that θ−1 = (2θ1)−1 + (2θ2)−1 = 2l−N+s
s , θ > 1. 

Consider the operator G = GA1,A2,P = A2PA1 in L2(RN) defined by the sesquilinear 
form

g[u, v] =
∫
RN

(A1u)(X)(A2v)(X)P (dX), u, v ∈ L2(RN).

Then for the singular numbers of G, the following estimate holds

n(λ,G) ≤ C

∫
|V (X)|θμ(dX)λ−θ. (4.16)
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Proof. As before, it suffices to consider the case of real, non-negative V . We represent 
V as V = V1V2, Vj = V γj , where γj = θ3−j(θ1 + θ2)−1 = θ/(2θj), θj = s

2lj−N+s , so that 
γ1 + γ2 = 1, θ−1

1 + θ−1
2 = 2(θ)−1. With this representation, the operator G factorizes as

G = U∗
2U1, Uj = VjΓμAj : L2(RN) → L2,μ(M).

As in Theorem 4.5, it follows from Lemma 2.3 that the operators Uj are bounded as acting 
from L2(RN) to L2,μ(M) and are factorized as compositions of continuous operators. 
By the Ky Fan inequality

n(λ1λ2,U
∗
2U1) ≤ n(λ1,U1) + n(λ2,U2), (4.17)

where λj , λ1λ2 = λ, will be fixed later. For the terms on the right in (4.17), we have

n(λj ,Uj) = n(λ2
j ,U

∗
jUj).

The operator U∗
jUj coincides with A∗

jV
2
j Aj , and by Theorem 4.3 the following estimate 

holds

n(λj ,Uj) ≤ CAθj−1λ
−2θj
j

∫
Vj(X)2θjμ(dX) = (4.18)

CAθ3−j−1λ
−2θj
j

∫
V (X)θμ(dX),

since V 2θj
j = V 2γjθj = V θ. Finally, we set λj = λ

θj
θ1+θ2 , so that λ1λ2 = λ, and now 

(4.18), (4.17) give the required inequality (4.16). �
Remark 4.8. In a similar way, other results of Sections 3, 4 are carried over to non-
selfadjoint operators.

5. Localization

In this section, we present some auxiliary results on perturbations and localization 
in asymptotic eigenvalue estimates for operators of the form TP,A, needed for obtaining 
eigenvalue asymptotics. Some of these results are analogous to the ones in Sect. 3 in [25]. 
We, however, give complete proofs.

It is convenient to describe perturbation and localization properties without sup-
posing that asymptotic formulas hold. So, the asymptotic characteristics of eigenvalue 
distribution, the ones introduced in [6], are used.

Definition 5.1. Let T be a compact self-adjoint operator. For θ > 0, we define the quan-
tities
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Dθ
±(T) = lim sup

λ→0
n±(λ,T)λθ, dθ

±(T) = lim inf
λ→0

n±(λ,T)λθ, (5.1)

where, recall, n±(λ, T) is the distribution function of positive (negative) eigenvalues of 
T.

Of course, these quantities equal zero or infinity for all values θ except, possibly, just 
one. However, if for some θ, for a certain choice of ± sign, both Dθ

±(T) and dθ
±(T) are 

finite, nonzero, and equal, this means that the eigenvalues of T of the corresponding 
sign are subject to an asymptotic formula of order θ. Some of the statements to follow 
appear mostly in two versions each, the subcritical and supercritical ones. The proofs 
are identical, up to notations, therefore we present them only for one statement in the 
pair.

We will systematically refer to the following elementary observation.

Proposition 5.2. Let l < l′ and a pseudodifferential operator A′ have order −l′; for 2l <
N it is supposed that 2l′ < N. Suppose that the measure μ and the density V satisfy 
Condition 4.1. Then n±(λ, TV μ,A′) = o(λ−θ), θ = s

2l−N+s .

This property follows from the fact that for fixed P, s, the exponent θ decreases as 
the order l grows.

Lemma 5.3 (Lower order perturbation). Let A be a pseudodifferential operator in Ω of 
order −l and B be a pseudodifferential operator of order −l′ < −l, A1 = A + B. Let 
Condition 4.1 be satisfied. Then for θ = s

s+2l−N ,

Dθ
±(TP,A1) = Dθ

±(TP,A), dθ
±(TP,A1) = dθ

±(TP,A). (5.2)

In particular, if for the positive (negative) eigenvalues of operator TP,A an asymptotic 
formula of order θ is valid, it is valid for eigenvalues of operator TP,A1 as well, with the 
same coefficient.

Proof. Consider, e.g., the subcritical case. The difference TP,A1 −TP,A is defined by the 

quadratic form which is the sum of terms 
∫
|Bu(X)|2P (dX) and 2 

∫
Re

[
(Bu)(Au)

]
P (dX). 

For the former term, B is a lower order perturbation and Proposition 5.2 applies. As for 
the second form above, we have

2
∣∣∣∣
∫

Re
[
(Bu)(Au)

]
P (dX)

∣∣∣∣ ≤ ε

∫
|Au(X)|2|V (X)|μ(dX) (5.3)

+ε−1
∫

|Bu(X)|2|V (X)|μ(dX).

Here, the first term on the right-hand side defines the operator εT|V |μ,A with an arbi-
trarily small ε, so, for the corresponding operator an estimate n(λ) ≤ C||V ||θL εθλ−θ. 
θ,μ
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The second term defines the operator already considered, with eigenvalues subject to 
n±(λ) = o(λ−θ); by the arbitrariness of ε, we have n±(λ, TP,A′ −TP,A) = o(λ−θ). Then 
(5.2) follows from the Ky Fan inequality, compare with Theorem 11.6.8 in [10]. �
Lemma 5.4 (Cf. Observation 4 in [25]). Suppose that the operator A is of order −l and 
the measure P = V μ satisfies Condition 4.1. Let χ be the characteristic function of a 
closed set E ⊂ Ω such that E ∩ M = ∅. Then for the operator TP,Aχ defined by the 
quadratic form

∫
Ω

|A(χu)(X)|2P (dX), (5.4)

the eigenvalues satisfy

Dθ
±(TP,Aχ) = 0. (5.5)

This result demonstrates the following spectral localization property: if the quadratic 
form is restricted to functions supported away from the support of the measure μ, the 
eigenvalues decay faster than this is prescribed by the general estimate.

Proof. Let ψ ∈ C∞
0 (Ω) be a function which is equal to 0 on E and to 1 in a neighborhood 

of M. Then

tP,Aχ[u] =
∫

V (X)|ψ(X)A(uχ)(X)|2μ(dX) =
∫

V (X)|([ψ,A](uχ))(X)|2μ(dX),

and since the commutator [ψ, A] has order −l − 1, Proposition 5.2 applies. �
It follows, in particular, that the eigenvalue counting function gets a lower order 

perturbation if operator A is perturbed outside a neighborhood of the set M. This 
circumstance gives us freedom in choosing cut-off functions away from the M or adding 
operators that are smoothing near M – the possibility already mentioned.

A complication which is often encountered in the study of eigenvalue asymptotics is 
the non-additivity of asymptotic coefficients: if for some operators T1, T2, asymptotic for-
mulas of the same order for n±(λ, T1), n±(λ, T2) are known, this does not automatically 
imply a similar formula for n±(λ, T1 +T2) (and does not generally imply any asymptotic 
formula for eigenvalues at all). In the following statement, important in the study of 
eigenvalue asymptotics, it is shown that if two measures have supports separated by a 
positive distance, then, up to a lower order term, the counting functions behave additively 
with respect to the measures: measures are, so to say, spectrally almost orthogonal.
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Lemma 5.5. Let Condition 4.1 be satisfied, A be an operator of order −l. Suppose that 
P = P1 + P2, where Pj = Vjμj is a measure supported on a compact set Mj and 
dist (M1, M2) > 0. Then

n±(λ,TP1+P2) = n±(λ,TP1) + n±(λ,TP2) + o(λ−θ) (5.6)

as λ → 0; in particular,

Dθ
±(TP1+P2) ≤ Dθ

±(TP1) + Dθ
±(TP2), dθ

±(TP1+P2) ≥ dθ
±(TP1) + dθ

±(TP2). (5.7)

Proof. Consider two disjoint open sets Ω1, Ω2 ⊂ Ω, such that Mj ⊂ Ωj and Ω1∪Ω2 ⊃ Ω̄. 
Every function u ∈ L2(Ω) splits into the (orthogonal) sum u = u1 ⊕ u2, uj ∈ L2(Ωj). 
The quadratic form of the operator TP1+P2 splits as follows

tP1+P2 [u] := (TP1+P2u, u)L2(Ω) = (5.8)∫
Ω

V1(X)|A(u1)(X) + A(u2)(X)|2μ1(dX)+

∫
Ω

V2(X)|A(u1)(X) + A(u2)(X)|2μ2(dX)

≡ t1[u1] + t2[u2] + tR[u1, u2] :=∫
Ω

V1(X)|A(u1)(X)|2μ1(dX) +
∫
Ω

V2(X)|A(u2)(X)|2μ2(dX) + tR[u1, u2].

The remainder term tR[u1, u2] is a quadratic form of the function u = u1 ⊕ u2, 
uj ∈ L2(Ωj), with the following property: if a term in tR contains the measure Pj , 
then it necessarily contains the function u3−j , so it always contains a measure and a 
function with disjoint supports. If such a term has the form 

∫
Ω V1|Au2|2μ1(dX), then 

the corresponding operator T satisfies n±(λ, T) = o(λ−θ) by Lemma 5.4. If, on the other 
hand, such term has the form 

∫
Ω V1(Au1)(Au2)μ1(dX), then by the Cauchy-Schwartz in-

equality,
∣∣∣∣∣∣
∫
Ω

V1(Au1)(Au2)μ1(dX)

∣∣∣∣∣∣ ≤ (5.9)

⎛
⎝∫

Ω

|V1||Au1|2μ1(dX)

⎞
⎠

1/2 ⎛
⎝∫

Ω

|V1||Au2|2μ1(dX)

⎞
⎠

1/2

.

The quadratic form in the last factor above, containing a function and a measure with 
disjoint supports, again by Lemma 5.4, defines an operator with faster decaying eigen-
values. We repeat now the reasoning in Lemma 5.3 which shows that the quadratic form 
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on the left-hand side in (5.9) defines an operator, again, with singular numbers satisfying 
n(λ) = o(λ−θ).

Now we observe that the quadratic forms t1[u1], t2[u2] in (5.8) act on orthogonal 
subspaces L2(Ω1), L2(Ω2). Therefore, the spectrum of the sum of the corresponding 
operators T1, T2 equals the union of the spectra of the summands, and hence n±(λ, T1+
T2) = n±(λ, T1) + n±(λ, T2). The term tR in (5.8) makes a weaker contribution,

n±(λ,TP1+P2) = n±(λ,T1) + n±(λ,T2) + o(λ−θ), (5.10)

which gives a representation for the operator involved on the left-hand side in (5.6). Now 
we consider the operator TPj

, j = 1, 2, present on the right-hand side in (5.6). It is 
defined by the quadratic form

tPj
[u] =

∫
Vj(X)|Au|2μj(dX) ≡

∫
Vj(X)|A(u1 ⊕ u2)(X)|μ1(dX).

Similarly to (5.8), we represent it as

tPj
[u] =

∫
Ω

Vj(X)|A(uj)(X)|2μj(dX) + tRj
[u1, u2], (5.11)

with tRj
having the same structure as tR in (5.8). Again, the quadratic form tRj

defines 
an operator TRj

with eigenvalues satisfying n±(λ, TRj
) = o(λ−θ), and we obtain

n±(λ,TPj
) = n±(λ,Tj) + o(λ−θ). (5.12)

Finally, we substitute (5.12) into (5.10), to obtain (5.6), and therefore, (5.7). 
(Different signs in two inequalities in (5.7) arise, of course, due to the fact that 
lim sup(f(λ) + g(λ)) ≤ lim sup f(λ) + lim sup g(λ), while lim inf(f(λ) + g(λ)) ≥
lim inf f(λ) + lim inf g(λ).) �

An important corollary of this lemma provides us with the additivity property in 
asymptotic formulas.

Corollary 5.6. Under the conditions of Lemma 5.5, if, for some sign, the following asymp-
totic formula for the eigenvalues

lim
λ→0

λθn±(λ,TPj
) = A±

j , j = 1, 2, (5.13)

holds, then a similar formula is valid for TP1+P2 = TP1 + TP2 :

lim λθn±(λ,TP1 + TP2) = A±
1 + A±

2 . (5.14)

λ→0



G. Rozenblum, G. Tashchiyan / Journal of Functional Analysis 283 (2022) 109704 31
Relations (5.13) are equivalent to Dθ
±(TPj

) = dθ
±(TPj

) = A±
j , and now (5.14) follows 

from (5.7).
Another corollary of Lemma 5.5 allows us to separate the positive and negative parts 

of the function V when studying the distribution of the positive and negative eigenvalues 
of TP separately.

Corollary 5.7. Suppose that Condition 4.1 is satisfied. Let M be a compact set, μ =
μ+ + μ−, suppμ± = M±, dist (M+, M−) > 0, and V ∈ Lϑ(M), V = V+ − V−, V± ≥ 0
in M±, V± = 0 outside M±, P = V μ, P± = V±μ±. Then

n±(λ,TP ) = n+(λ,TV±μ) + o(λ−θ) as λ → 0, (5.15)

in particular, Dθ
±(TP ) = Dθ

+(TP±), dθ
±(TP ) = dθ

+(TP±),

In other words, up to a lower order remainder, the asymptotic behavior of the pos-
itive, resp., negative, eigenvalues of the operator TV μ with a density of variable sign 
is determined by the positive, resp., negative, part of the density V , as soon as these 
parts are separated. To prove this property, we can use (5.10), taking as P1 the restric-
tion of measure P to the set M+, and as P2 its restriction to M−, and recall that 
n−(λ, TV μ,Ω+) = n+(λ, TV μ,Ω−) = 0, where Ω± are neighborhoods of M± such that 
dist (Ω+, Ω−) > 0.

Finally, we get rid of the condition for the above sets to be separated.

Theorem 5.8. Let the measure μ, the real-valued density V , and the operator A satisfy 
Condition 4.1. Then (5.15) holds.

Proof. We follow mostly the reasoning in [25], where a similar property was established 
in a more restricted form. For a given ε > 0 we approximate the density V by a function 
Vε, continuous on M so that 

∫
M |V − Vε|ϑμ(dX) < ε, ϑ = max(θ, 1). By Theorem 4.2

D±
θ (TV − TVε

) = D±
θ (TV−Vε

) ≤ Cεθ/ϑ.

Consider the set M0 = {X ∈ M : Vε = 0} and its δ-neighborhood Mδ. For sufficiently 
small δ, the quantity 

∫
Mδ

|Vε|ϑμ(dX) is less than ε. So, for the weight V ′
ε , the restriction 

of Vε to M \Mδ, by the same estimates as in Theorem 4.2,

D±
θ (TV − TV ′

ε
) = D±

θ (TV−V ′
ε
) ≤ Cεθ/ϑ.

Therefore,

D±
θ (TV − TV ′) < Cεθ/ϑ. (5.16)
ε
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Now, the density V ′
ε satisfies the conditions of Corollary 5.7, and (5.15) follows from 

(5.16) and the arbitrariness of ε by means of the Ky Fan inequality, see Corollary 11.6.5 
in [10]. �
6. Eigenvalue asymptotics

Derivation of eigenvalue asymptotic formulas follows now the pattern of [25] and [23].

6.1. The asymptotic perturbation lemma

For convenience of the readers, we reproduce here the asymptotic perturbation lemma 
by M.Sh.B̃irman and M.Z. Solomyak, see, e.g. [6], Lemma 1.5, which we use systemati-
cally.

Lemma 6.1. Let T be a compact self-adjoint operator. Suppose that for any ε > 0, the 
operator T can be represented as the sum, T = Tε + T ′

ε, so that for Tε the asymptotic 
formula for positive, resp., negative, eigenvalues holds, limλ→0 λ

θn±(λ, Tε) = C±
ε , and 

for T ′
ε both relations

lim
ε→0

D±
θ (T ′

ε) = 0 (6.1)

hold. Then the limit C± = limε→0 C±
ε exists and for the operator T , the asymptotic 

formula is valid, limλ→0 λ
θn±(λ, T ) = C±.

6.2. Compact Lipschitz surfaces

The first result on eigenvalues asymptotics concerns measures supported on Lipschitz 
surfaces. A compact Lipschitz surface is, locally, a graph of a Lipschitz vector-function.

Let Σ ⊂ RN be a compact Lipschitz surface of dimension d : 0 < d < N and 
codimension d = N − d, in a domain Ω ⊂ RN, defined, locally, in appropriate local 
co-ordinates X = (x, y), x ∈ ω ⊂ Rd, y ∈ Rd, by the equation y = φφφ(x) with a Lipschitz 
vector-function φφφ: |φφφ(x) − φφφ(x′)| ≤ Cφφφ|x − x′|, x, x′ ∈ ω ⊂ Rd. The measure μ on Σ, 
generated by the embedding of Σ into RN coincides with the d-dimensional Hausdorff 
measure Hd on Σ. For a compact Lipschitz surface, in one co-ordinate neighborhood, 
and therefore, globally, condition (1.1) is satisfied, with s = d. For noncompact Lipschitz 
surfaces, the situation is somewhat more complicated, see Section 6.4.

By the Rademacher theorem, for μ-almost every X ∈ Σ, there exists a tangent space 
TXΣ to Σ at the point X and, correspondingly, the normal space NXΣ, which are identi-
fied naturally with the cotangent and the conormal spaces. By SXΣ we denote the sphere 
|ξ| = 1 in TXΣ.

Theorem 6.2. Let a real function V on Σ belong to Lϑ,μ(Σ), ϑ = max(θ, 1), θ = d
2l−N+d =

d , d < 2l and P = V μ. Let A be an order −l pseudodifferential operator compactly 
2l−d
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supported in Ω ⊂ RN, with principal symbol a−l(X, Ξ). At those points X ∈ Σ, where 
the tangent plane exists, we define the auxiliary symbol r−σ(X, ξ), ξ ∈ TXΣ, of order 
−σ = d − 2l < 0,

r−σ(X, ξ) = (2π)−d

∫
NXΣ

|a−l(X, ξ, η)|2dη, (X, ξ) ∈ T∗Σ, (6.2)

and the density

ρA(X) = 1
d(2π)d

∫
SXΣ

r−σ(X, ξ)θdξ, X ∈ Σ. (6.3)

Then for the eigenvalues of the operator TV,μ,A = A∗PA, P = V μ, the following 
asymptotic formulas are valid

n±(λ,TV μ,A) ∼ λ−θA±(V,Σ,A), λ → 0, (6.4)

where

A±(V,Σ,A) = 1
d(2π)d

∫
Σ

∫
SXΣ

V±(X)θr−σ(X, ξ)θdξμ(dX) = (6.5)

∫
Σ

V±(X)θρA(X)μ(dX),

with the density ρA(X) defined in (6.3).

In the particular case of A = A0 = (1 − Δ)−l/2 in a neighborhood of Σ in RN, we 
have a−l(X, Ξ) = |Ξ|−l and

r−σ(X, ξ) = (2π)−d

∫
Rd

(|ξ|2 + |η|2)−ldη =

|ξ|−σ(2π)−dωωωd−1

∞∫
0

ζd−1(1 + ζ2)−ldζ = ωωωd−1

2(2π)dB
(
d

2 , l −
d

2

)
|ξ|−σ,

where ωωωd−1 is the volume of the unit sphere in Rd, B is Euler’s Beta-function. Therefore,

ρA0 ≡ ρρρ(d, l) = ωd−1

d(2π)d

[
ωd−1

2(2π)dB
(
d

2 , l −
d

2

)]θ
(6.6)

and, finally,

n±(λ,TV,A0) ∼ λ−θρρρ(d, l)
∫

V θ
±(X)μ(dX), (6.7)
Σ
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Proof. The proof of Theorem 6.2 follows closely the one of Theorem 2.4 in [25], with 
modifications caused by a different order of the operators involved. We give detailed 
explanations of the corresponding changes, directing interested readers to [25] for more 
details.

First, by the usual localization (see how this procedure is performed, e.g., in [9] or [27]), 
it is sufficient to prove the asymptotic formula for V supported in just one co-ordinate 
neighborhood of Σ. In such case, we can approximate V by a density Vε, defined and 
smooth in a neighborhood of Σ (therefore, in RN) such that the Lϑ,μ(Σ)-norm of Vε−V is 
small, less than εθ/ϑ. By eigenvalue estimates in Sect. 4, see Theorem 2.4, the eigenvalue 
distribution functions for operators TV,μ,A and TVε,μ,A differ asymptotically by less than 
Cελ−θ. By the asymptotic perturbation Lemma 6.1, such approximation enables us to 
restrict our task to proving asymptotic formulas for such nice densities Vε only, passing 
then to the limit as Vε approaches V in the Lϑ,μ(Σ) norm. At the next step, we separate 
the positive and negative eigenvalues of our operator, using Theorem 5.8. In this way, the 
problem is reduced to the case of a non-negative density Vε, which, again after adding a 
perturbation with arbitrarily small Lθ,μ(Σ)-norm and using Lemma 6.1, we may suppose 
being the restriction to Σ of a smooth compactly supported non-negative function in RN; 
we drop the subscript ε further on. So, V = U2, U ∈ C∞

0 (RN), see [25] for the detailed 
description of this construction.

Next, the spectral problem is reduced to the study of eigenvalues of an integral op-
erator on Σ with kernel having a weak singularity at the diagonal. This is done in the 
following way. The operator TV μ,A is defined by the quadratic form tV μ,A[u], see (4.1), 
which can be re-written as

(TV μ,Au, u)L2(Ω) = tV μ,A[u] = (ΓΣUAu,ΓΣUAu)L2,μ =

((ΓΣUA)∗(ΓΣUA)u, u)L2(Ω),

where ΓΣ : H l(Ω) → L2,μ is the operator of restriction to Σ. In this way, the operator 
TV μ,A factorizes as

TV μ,A = K∗K, K = ΓΣUA : L2(Ω) → L2,μ,K
∗ : L2,μ → L2(Ω). (6.8)

We know, however, that the nonzero eigenvalues of the operator K∗K coincide with the 
nonzero eigenvalues of R = KK∗, counting multiplicities. By (6.8), the operator KK∗ acts 
in L2,μ as

R = KK∗ = ΓΣUAA∗UΓ∗
Σ. (6.9)

The operator UAA∗U is an order −2l self-adjoint pseudodifferential operator in Ω
with principal symbol R−2l(X, Ξ) = V (X)|a−l(X, Ξ)|2, or, equivalently, it is a self-
adjoint integral operator with kernel R(X, Y, X − Y ), smooth for X �= Y and having a 
weak singularity as X − Y → 0. The leading singularity of this kernel, being the Fourier 
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transform of the symbol R−2l(X, Ξ) in Ξ variable, has the following structure. If m =
2l−N is not a positive even integer, the leading singularity in X −Y of R(X, Y, X −Y )
has the form Rm(X, X − Y ), smooth for X �= Y and positively homogeneous of order 
m in X − Y . In the case when m = 2l−N is an even positive integer, then, in addition 
to the above term, there may be present a term with leading singularity of the form 
Rlog(X, X − Y ) log |X − Y |, where Rlog(X, X − Y ) is a smooth function of all variables, 
being a homogeneous polynomial in X − Y of degree m. The case 2l − N = 0, i.e., the 
critical one, was dealt with in [25], [23], and therefore we do not discuss it here. For a 
detailed explanation of such correspondence between symbols and kernels, see, e.g., [32], 
Ch. 2, especially, Proposition 2.6. It is possible that only the logarithmic term is present 
in the leading singularity of the kernel. This happens, e.g., when A is, in the leading 
term, the fundamental solution of a power of the Laplacian, say, A = (1 − Δ)−l/2 with 
positive even integer 2l − N. The structure of the integral kernel of this fundamental 
solution has been known since long ago, see, e.g., [15], Ch.II.

After framing by ΓΣ and Γ∗
Σ, as in (6.9), we arrive at the representation of KK∗ as 

the integral operator R in L2,μ = L2,μ(Σ) with kernel R(X, Y, X−Y ). Exactly this kind 
of operators was considered in the paper [2] (where ‘almost smooth’ Lipschitz surfaces 
were studied) and (in the general Lipschitz case) in [27], for surfaces of codimension 
1, and [28], for an arbitrary codimension. The result on the eigenvalue asymptotics, 
obtained for such integral operators in [27], [28], corresponds exactly to the formulas in 
Theorem 6.2 above. The relation of the symbol of pseudodifferential operator KK∗ and 
its integral kernel is used in [27], [28] systematically. Expression (6.2) for the auxiliary 
symbol r−m is obtained by representing the restriction operator ΓΣ by means of the 
Fourier transform.

In [27], [28], the eigenvalue asymptotics formulas have been proved first for integral 
operators on a smooth surface Σ, passing again to a pseudodifferential representation. In 
this case, R is a classical pseudodifferential operator on Σ, of order −σ = −d −m, with 
principal symbol r−σ given by (6.2), expressed in the co-ordinate system generated by the 
orthogonal projection to the tangent plane at the point X ∈ Σ. The proof of eigenvalue 
asymptotics now follows immediately from the, now classical, result by Birman-Solomyak 
on eigenvalue asymptotics for negative order pseudodifferential operators, see [8] (a soft 
proof of this result appeared recently in [22]). Note that the coefficient in the asymptotic 
formula has the meaning of phase volume.

If the surface Σ is not better than Lipschitz, R is, generally, not a classical pseu-
dodifferential operator, therefore, r−m(X, ξ) is not a symbol of anything but it is just 
considered as an expression involved in calculating the density in the spectral asymp-
totics formula. The given Lipschitz surface Σ : y = φφφ(x) is approximated, locally, by 
smooth ones, Σε, so that in their local representation y = φφφε(x), the functions φφφε con-
verge to φφφ in L∞ and their gradients ∇φφφε converge to ∇φφφ in all Lp, p < ∞ (one should not 
expect the convergence of gradients in L∞, of course). Expressed in the local variables 
x → (x, φφφ(x)), resp., x → (x, φφφε(x)), operators with kernel R(X, Y, X − Y ) on surfaces 
Σ and Σε are transformed to operators R̃, resp., R̃ε, on the same domain ω ⊂ Rd, while 



36 G. Rozenblum, G. Tashchiyan / Journal of Functional Analysis 283 (2022) 109704
the eigenvalue asymptotics for R̃ε is known. Now it is possible to consider the difference 
R̃ − R̃ε of these operators. The eigenvalues of this difference are estimated using the 
closeness of φφφ and φφφε as Σε → Σ (and this is the most technical part of the reason-
ing in [27], [28]), and this estimate implies that the eigenvalue asymptotic coefficients 
D±

θ of R̃− R̃ε converge to zero. This property enables one to use again the asymptotic 
perturbation Lemma 6.1, to justify the eigenvalue asymptotics formula for R. �
6.3. Eigenvalue asymptotics on uniformly rectifiable sets

(Uniformly) rectifiable sets are an important object of study in the geometric measure 
theory.

Definition 6.3. A set E ⊂ RN is called uniformly rectifiable of dimension d if E is the 
union of a countable collection of Lipschitz surfaces Σj of dimension d, up to a set of 
Hausdorff measure 0, Hd(E � ∪Σj) = 0.

A number of criteria for a set to be uniformly rectifiable are known, in particular, 
expressed in terms of the local density of the set, see, e.g., the review in [13]; a brief 
exposition with references is included in [23]. Note that any compact connected set 
of Hausdorff dimension 1 is uniformly rectifiable. In [23], in the critical case 2l = N, 
the result on eigenvalue asymptotics was proved for μ being the sum of the Hausdorff 
measures Hd on uniformly rectifiable sets of Hausdorff dimension d, 1 ≤ d < N.

In the noncritical case, the eigenvalue asymptotics is established in a similar way. We 
restrict ourselves to the case A = A0.

Theorem 6.4. Let M be a compact uniformly rectifiable set of Hausdorff dimension d, 
max(0, N −2l) < d < N, A0 be a pseudodifferential operator with principal symbol |Ξ|−l. 
Suppose that the Hausdorff measure μ = Hd on M and the density V on M satisfy 
Condition 4.1. Then for the operator TV μ,A0 the eigenvalue asymptotic formula (6.7)
holds, with integration over M.

Proof. The proof repeats the reasoning in [23] with minor changes. We explain here the 
main steps. First of all, as before, it is sufficient to consider the case of a sign-definite 
V , e.g., V ≥ 0. Let Σj , j = 1, . . . be a sequence of Lipschitz surfaces exhausting M up 
to a set of zero Hausdorff measure. Namely, denote by Ek the finite union Ek = ∪j≤kΣj , 
Fk = M \ Ek, so that Hd(Fk) → 0 as k → ∞. We split the operator TV μ = TV μ,A0 into 
the sum

TV μ = TVkμ + TV ′
kμ

≡ Tk + T′
k, (6.10)

where Vk is the restriction of V to the set Ek and V ′
k is the restriction of V to Fk. Since 

Hd(Fk) tends to zero as k → ∞, we have 
∫
(V ′

k)ϑμ(dX) → 0 as k → ∞. By Theorem 



G. Rozenblum, G. Tashchiyan / Journal of Functional Analysis 283 (2022) 109704 37
4.2, the second term in (6.10) satisfies Dθ
+(T′

k) → 0 as k → ∞. Therefore T′
k can serve 

as the second term in the decomposition in Lemma 6.1.
It remains to prove the required asymptotic formula for the first term in (6.10), i.e., 

for an operator with measure supported on a finite union of Lipschitz surfaces. This is 
performed by means of induction on k, this means on the number of Lipschitz surfaces 
Σj , j ≤ k. For k = 1, i.e., for one surface, the asymptotic formulas have been established 
in Theorem 6.2. Suppose now that the eigenvalue asymptotics has been already proved 
for the union of k − 1 Lipschitz surfaces, i.e., for the compact set Ek−1. Let us add one 
more Lipschitz surface Σk. Consider the set Nδ, the δ-neighborhood of Ek−1 and denote 
by Qδ the set (Nδ ∩ Σk) \ Ek−1, the latter set is the part of Σk lying outside the δ−
neighborhood of Ek−1. The function V splits into three parts V = V0 + Vδ + Vk, where 
V0 is supported in Ek−1, Vk is supported in Σk \ Qδ, i.e., in just one Lipschitz surface, 
and, finally, Vδ is supported in Qδ. Correspondingly, the operator TV,μ,M splits into the 
sum

TV μ = (T0 + Tk) + Tδ ≡ (TV0μ + TVkμ) + TVδμ. (6.11)

As δ → 0, the Hausdorff measure of Qδ tends to zero, and thus the Lϑ-norm of Vδ

tends to zero. Therefore, by Theorem 4.2, Dθ
+(Tδ) tends to zero as δ → 0. For operators 

TV0μ, TVkμ the asymptotic formulas hold, by the inductive assumption. Moreover, the 
supports of functions V0, Vk are well separated, their distance is not less than δ. This 
allows us to use Corollary 5.6 to obtain the eigenvalue asymptotics for T0 +Tk. Finally, 
the decomposition (6.11) enables us to apply, again, Lemma 6.1. �
6.4. Eigenvalue asymptotics on noncompact locally Lipschitz sets

It is interesting to extend the results on eigenvalue estimates and asymptotics to 
a reasonably large class of noncompact Lipschitz surfaces or sets composed of these. 
Generally, due to non-compactness, some additional conditions are needed to justify 
eigenvalue properties in question.

We call a set Σ ⊂ RN with Hausdorff measure μ = Hd|Σ a locally Lipschitz set if 
there exists a locally finite family of compact Lipschitz surfaces Σj of dimension d such 
that Σ = ∪Σj

Remark 6.5. Any finite collection of surfaces Σj, j ≤ k, has a common Lipschitz constant. 
For the infinite set of surfaces, Σj , j < ∞, such common constant does not necessarily 
exist, so the surfaces may become more and more curved as one goes to infinity.

Theorem 6.6. Let 2l < N and Σ be a locally Lipschitz set of dimension d in RN, A0 =
(1 − Δ)−l/2, 2l < N, d > N − 2l. Suppose that the Hausdorff measure μ on Σ satisfies 
(1.2) with s = d. Suppose that V ∈ Lθ,μ(Σ). Then for the operator T = TP,A0 , P = V μ, 
the eigenvalue asymptotic formula (6.7) holds.
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Proof. The proof follows the pattern of the one of Theorem 6.4. For a given ε > 0, we 
split V into two parts, V = Vε + V ′

ε so that Vε is supported in the union of a finite 
set of surfaces Σj , while V ′

ε has small Lθ,μ-norm, ‖V ‖Lθ,μ
< ε. For the operator TPε,A0 , 

Pε = Vεμ, the eigenvalue asymptotic formula was established when proving Theorem 6.4. 
For the operator TP ′

ε,A0 , P ′
ε = V ′

εμ, we have, by Theorem 4.3 an eigenvalue estimate with 
small constant. Now, as usual, Lemma 6.1 finishes the job. �

For the supercritical case, we restrict ourselves to the Birman-Borzov type of results.

Theorem 6.7. Let Σ be a locally Lipschitz set of dimension d in RN, A0 = (1 − Δ)−l/2, 
2l > N. Suppose that the Hausdorff measure μ = Hd satisfies (3.15). Let V be a real 
function on Σ satisfying (3.16). Then for the eigenvalues of the operator T = TP,A0 , 
P = V μ, the eigenvalue asymptotic formula (6.7) holds.

Proof. The reasoning is the same as in Theorem 6.6. We just apply Corollary 3.11 to 
estimate the eigenvalues outside a compact set. �
Appendix A. The approach by D. Edmunds and H. Triebel

In this Appendix, we discuss relation of our results with the ones presented in books 
by D. Edmunds and H. Triebel, see [14], and further by H. Triebel, [33], [34], H. Triebel 
and D. Haroske, [17], and accompanying papers.

Starting from early papers by H. Triebel, an approach for obtaining quantitative 
characteristics of operators in Banach and quasi-Banach spaces was being developed, 
based upon the analysis of entropy numbers. We recall that for a compact linear operator 
H : X → Y between (quasi-)Banach spaces, the entropy number ek(H) is defined as the 
smallest ε such that the image in Y of the unit ball in X can be covered by not more 
than 2k balls of radius ε in the metric of Y. The approximation numbers ak(H) of a 
compact operator H in a quasi-Banach space X are defined as

ak(H) = inf{‖H − V‖X→Y : rank(V) ≤ k.}

When X = Y, the approximation numbers are closely related to the eigenvalues μk(H), 
and for the case of Hilbert spaces, ak(H) are the singular numbers of H.

The approach we are discussing now consists of the following. Having an operator 
H in a Hilbert or Banach space, of a complicated structure, containing multiplications 
by weight functions, trace and cotrace operators, one factorizes H as a composition of 
several operators, using embedding, trace, and extension theorems for functional and 
distributional spaces and Hölder type inequalities, so that all but one operators in this 
composition, the ones containing weight functions, are known to be bounded, and there 
is just one embedding operator in some standard spaces, which is compact and for which 
estimates for entropy numbers are known. This composition implies estimates for entropy 
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numbers for H. Finally, estimates for approximation numbers or eigenvalues (singular 
numbers) follow from the wonderful theorem by B. Carl that relates these quantities.

The simplest example of this construction can be seen in [14], Sect. 5.2.4 (we use the 
notations of that book). The authors consider there a non-selfadjoint Birman-Schwinger 
type operator,

H = b2Cb1 (A.1)

in L2(Ω), where C = A−1, and A is an order 2m elliptic operator in a bounded domain 
Ω ⊂ RN with some elliptic boundary conditions, so that C is defined and maps Sobolev 
spaces H l

q with gain of 2m derivatives, C : H l
q(Ω) → H l+2m

q (Ω), q ∈ [1, ∞). The weight 
functions b1, b2 belong, respectively, to the spaces Lr1(Ω), Lr2(Ω). By Proposition 5.2.4, 
(we present it in the Hilbert space setting, p = 2) if r1 > 2, r2 > 2, δ = 2m

N −r−1
1 −r−1

2 > 0, 
the operator b2A−1b1 is compact and its eigenvalues in L2(Ω) satisfy

|λk(H)| ≤ C(A,Ω)||b1||Lr1
||b2||Lr2

k−
2m
N . (A.2)

The factorization mentioned above has the form

H = b2 ◦ idH2m
q →Lt

◦A−1 ◦ b1, (A.3)

where the factors are: b1 : L2 → Lq, q−1 = r−1
1 + 1/2, A−1 : Lq → H2m

q , id : H2m
q →

Lt, t−1 = 1/2 − r−1
2 , b2 : Lt → L2. Here, the operator id, the embedding of the Sobolev 

space H2m
q into Lt, is compact and an estimate of its entropy numbers was previously 

found, ek(id) ≤ Ck−
2m
N . This implies a similar estimate for entropy numbers of H, and, 

by the Carl theorem, produces the required estimate for singular values of H.
The circumstance of great importance here is the fact that the entropy numbers ek(id)

of the embedding id : H2m
q → Lt have decay rate not depending on the parameter t, 

in other words, on the space into which the Sobolev space is embedded, as long as this 
embedding is compact, t−1 > q−1 − 2m

N , equivalently, δ > 0. This looks mysterious if 
one compares this property of entropy numbers with the corresponding properties of 
approximation numbers of the same embedding: the latter decay rate does depend on 
the parameter t. This property of entropy numbers was first discovered by M.Sh. Birman 
and M.Z. Solomyak in [5], and it is these results that formed the basis of considerations 
in [14]. Further, these estimates for entropy numbers have been carried over, mostly 
by H. Triebel, to many embedding operators in various spaces, using interpolation and 
other advanced constructions. About this property of entropy numbers, the authors 
of [17] write: “This somewhat surprising assertion is a consequence of the miraculous 
properties of entropy numbers...”, see p. 243.

What is inherent and unavoidable for this approach is that the integrability conditions 
for the weight functions, such as b1, b2 in the above example, are not sharp. Say, in 
the most classical case b1 = b2, r1 = r2 = r, N > 2m (the subcritical case in our 
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terminology), these conditions require that r > N/m and δ > 0. If δ in the above 
example equals zero, the embedding operator idH2m

q →Lt
is continuous but not compact 

and the entropy numbers estimates fail. On the contrary, the estimates of CLR type 
admit r = N/m, equivalently, δ = 0, see, e.g. estimates presented in [6] and further 
publications, up to this one. This, although seemingly minor, difference is, in fact, quite 
crucial: the constants in such estimates with sharp exponents do not depend on the size of 
the domain Ω and therefore these eigenvalue estimates can be carried over to operators in 
unbounded domains, in particular, to the whole space, say, as it was done in Theorem 4.3. 
It is this non-sharpness of results in [14] that leads to excessive conditions in estimates 
of the negative spectrum of Schrödinger like operators, namely, the compactness of the 
support of the potential, see, e.g., [14], Sect. 5.2.7.

A similar effect is observed for N < 2m (the supercritical case). The condition rj > 2, 
caused, again, by the requirement that a certain embedding operator is compact, is not 
sharp. On the other hand, in the M.Sh. Birman–M.Z. Solomyak approach, in a similar 
setting, it is allowed that rj = 2.

These limitations of their method for obtaining eigenvalue estimates were well un-
derstood by the authors of [14]: they write, see pp. 185, 186: “As would be expected, 
in these special situations, the deep Hilbert space techniques used by the authors listed 
above [M. Birman, M. Solomyak, B. Simon, G. Rozenblum, G. Tashchiyan] often give 
better results than those obtained by our simple arguments which are not confined to 
symmetric operators or Hilbert spaces.”

Similar reservations are made in [34]. Say on p. 231, where complications arising in 
the ‘limiting case’ are discussed, in particular, as it concerns the passage to singular 
measures with unbounded support, it is emphatically stated: ‘But we do not go into 
detail for a simple reason: Nothing has been done so far.’

The above approach has been applied to various types of spectral problems. In par-
ticular, operators of the form B = b2(γ)b(x, D)b1(γ) have been considered in [34], with 
bj(γ) denoting functions on a set γ ⊂ RN, under the assumption that they belong to 
Lrj (γ) with respect to the Hausdorff measure of dimension d, while the set γ is a d-set (is 
Ahlfors regular of order d, 0 < d < N). Further, b(x, D) is an order −κ pseudodifferen-
tial operator and a number of conditions on parameters of the problem are imposed, see 
Sect. 27, 28 in [34]. For obtaining eigenvalue estimates, again, the operator under study 
is factorized as a composition of several operators, including multiplication by weight 
functions, restriction to γ, extension from γ, and embedding operators for functional 
spaces on RN and on γ. Deep and complicated results of this book and previous ones 
are used to justify the boundedness of these operators. And for one of them, which turns 
out to be compact, namely, the embedding of Besov type spaces, the estimate of entropy 
numbers has been established.

As before, the compactness requirement for this particular embedding operator leads 
to non-sharp integrability conditions for the weight functions b1, b2, with the same kind 
of limitations of the resulting eigenvalue estimates for the operator B.
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In Sect. 4 in our paper, we consider some of operators of the type studied in [34] and 
demonstrate that our approach produces spectral estimates, sharp both in order and 
integrability classes of weight functions.

So, when comparing the results by H. Triebel and his collaborators with the ones of 
the present paper, we can state the following.

(1) The results by H. Triebel and co-authors concern a wide class of operators, includ-
ing the ones close to the operators in the present paper, and not necessarily in the 
Hilbert space setting. The integrability condition imposed upon the weight functions 
are not sharp, so the estimates lack the homogeneity property with respect to dila-
tions for weight functions, needed for getting rid of the compact support conditions. 
Additionally, the two-sided Ahlfors condition (1.1) is required.

(2) The results in our paper deal with a more narrow class of operators, exclusively in the 
Hilbert space setting. However, the integrability conditions on the weight functions 
are sharp, and their homogeneity properties enable us to get rid of the support 
compactness conditions, in particular, producing CLR-type eigenvalue estimates. 
Only one-sided Ahlfors conditions (1.2) or (1.4) are imposed on the measure μ.

References

[1] M.S. Agranovich, Potential type operators and transmission problems for strongly elliptic second 
order systems in Lipschitz domains, Funct. Anal. Appl. 43 (1) (2009) 165–183.

[2] M.S. Agranovich, B.A. Amosov, Estimates for s-numbers and spectral asymptotics for integral 
operators of potential type on nonsmooth surfaces, Funct. Anal. Appl. 30 (2) (1996) 75–89.

[3] M.Sh. Birman, V.V. Borzov, The asymptotic behavior of the discrete spectrum of certain singular 
differential operators, in: Spectral Theory, in: Problems of Mathematical Physics, vol. 5, Izdat. 
Leningrad. Univ., Leningrad, 1971, pp. 24–38 (in Russian); English transl.: Topics in Mathematical 
Physics, vol. 5, Plenum Press, NY, 1972, pp. 19–30.

[4] M.Sh. Birman, A. Laptev, M.Z. Solomyak, The negative discrete spectrum of the operator (−Δ)l−
αV in Rd for d even and 2l ≥ d, Ark. Mat. 35 (1997) 87–126.

[5] M.Sh. Birman, M.Z. Solomyak, Piecewise polynomial approximations of functions of the classes 
Wα

p , Mat. Sb. 73 (115) (1967) 331–355 (in Russian); Engl. transl.: Math. USSR Sb. (1967) 295–317.
[6] M.Sh. Birman, M.Z. Solomyak, Spectral asymptotics of nonsmooth elliptic operators. I, Trans. Mosc. 

Math. Soc. 27 (1972); English transl.: Trans. Mosc. Math. Soc. 27 (1975) 1–52.
[7] M.Sh. Birman, M.Z. Solomyak, Quantitative Analysis in Sobolev Imbedding Theorems and Appli-

cations to Spectral Theory, Tenth Mathematical School, Inst. Mat. Akad. Nauk Ukrain. SSR, Kiev, 
1974, pp. 5–189 (in Russian); English transl.: Transl. Am. Math. Soc. 2 (114) (1980).

[8] M.Sh. Birman, M.Z. Solomyak, Asymptotic behavior of the spectrum of pseudodifferential operators 
with anisotropically homogeneous symbols, Vestn. Leningr. Univ. 13 (3) (1977) 13–21 (in Russian); 
English transl.: Vestn. Leningr. Univ., Math. 10 (1982) 237–247.

[9] M.Sh. Birman, M.Z. Solomyak, Asymptotic behavior of the spectrum of variational problems on 
solutions of elliptic equations, Sib. Mat. Zh. 20 (1) (1979) 3–22 (in Russian); English transl.: Sib. 
Math. J. 20 (1979) 1–15.

[10] M.Sh. Birman, M.Z. Solomyak, Spectral Theory of Self-Adjoint Operators in Hilbert Space, D. 
Reidel Publishing Company, 1987.

[11] V.V. Borzov, Quantitative characteristics of singular measures, in: Spectral Theory and Wave Pro-
cesses, in: Problems in Mathematical Physics, vol. 4, Izdat. Leningrad. Univ., Leningrad, 1971, 
pp. 42–47 (in Russian); English transl.: in: Spectral Theory and Wave Processes, in: Topics in 
Mathematical Physics, vol. 4, Consultants Bureau, New York–London, 1971, pp. 37–42.

[12] G. David, S. Semmes, Fractured Fractals and Broken Dreams, Clarendon Press, Oxford, 1997.

http://refhub.elsevier.com/S0022-1236(22)00324-X/bibAF3336275E0A35CDA725A10436FB3FCBs1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bibAF3336275E0A35CDA725A10436FB3FCBs1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bibAF8C8F91E3C78C3F7459F343EF8A3728s1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bibAF8C8F91E3C78C3F7459F343EF8A3728s1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib9D3D9048DB16A7EEE539E93E3618CBE7s1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib9D3D9048DB16A7EEE539E93E3618CBE7s1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib9D3D9048DB16A7EEE539E93E3618CBE7s1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib9D3D9048DB16A7EEE539E93E3618CBE7s1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib7219D59AB850D03BEFC2C446FF3F604Bs1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib7219D59AB850D03BEFC2C446FF3F604Bs1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib2A8F1D4CD95DE0DB3B9B0D4C32061431s1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib2A8F1D4CD95DE0DB3B9B0D4C32061431s1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib9A231C14A3416B1055B8FFB960151AEEs1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib9A231C14A3416B1055B8FFB960151AEEs1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib87687562B646E153D94995FE8731614Ds1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib87687562B646E153D94995FE8731614Ds1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib87687562B646E153D94995FE8731614Ds1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bibA34AEAF6D872D5DD60DD03939AB76E87s1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bibA34AEAF6D872D5DD60DD03939AB76E87s1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bibA34AEAF6D872D5DD60DD03939AB76E87s1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib18924DCE638B8E85BC23656106134712s1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib18924DCE638B8E85BC23656106134712s1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib18924DCE638B8E85BC23656106134712s1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bibA2482CE84DA76B861AEB45BFE0D83FACs1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bibA2482CE84DA76B861AEB45BFE0D83FACs1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib2FC3E7B551BC67BE82D33717E22F43DFs1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib2FC3E7B551BC67BE82D33717E22F43DFs1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib2FC3E7B551BC67BE82D33717E22F43DFs1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib2FC3E7B551BC67BE82D33717E22F43DFs1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib4029197F8481DC8519086352D6ACD3B2s1


42 G. Rozenblum, G. Tashchiyan / Journal of Functional Analysis 283 (2022) 109704
[13] C. De Lellis, Rectifiable Sets, Densities and Tangent Measures, Zurich Lectures in Advanced Math-
ematics, vol. 7, European Mathematical Society, Zurich, 2008.

[14] D.E. Edmunds, H. Triebel, Function Spaces, Entropy Numbers, Differential Operators, Cambridge 
Univ. Press, 1996.

[15] I.M. Gelfand, G.E. Shilov, N.Y. Vilenkin, Generalized Functions, vol. 1. Properties and Operations, 
Academic Press, N.Y., 1964.

[16] M. de Guzman, Differentiation of Integrals in Rn, Springer, 1975.
[17] D. Haroske, H. Triebel, Distributions, Sobolev Spaces, Elliptic Equations, EMS Textbooks in Math-

ematics, vol. 3, EMS, 2007.
[18] M. Karuhanga, E. Shargorodsky, On negative eigenvalues of two–dimensional Schrödinger operators 

with singular potentials, J. Math. Phys. 61 (5) (2020) 051509.
[19] M.G. Krein, Determination of the density of the symmetric inhomogeneous string by spectrum, 

Dokl. Akad. Nauk SSSR 76 (3) (1951) 345–348 (in Russian).
[20] V. Maz’ya, Sobolev Spaces with Applications to Elliptic Partial Differential Equations, Springer, 

Berlin, Heidelberg, 2011.
[21] V. Maz’ya, T. Shaposhnikova, On the Bourgain, Brezis, and Mironescu theorem concerning limiting 

embeddings of fractional Sobolev spaces, J. Funct. Anal. 195 (2) (2002) 230–238.
[22] R. Ponge, Connes’ integration and Weyl’s laws, arXiv :2107 .01242.
[23] G. Rozenblum, Eigenvalues of singular measures and Connes’ noncommutative integration, J. 

Spectr. Theory 11 (1) (2022) 259–300, arXiv :2103 .02067.
[24] G. Rozenblum, E. Shargorodsky, Eigenvalue asymptotics for weighted polyharmonic operator with 

a singular measure in the critical case, Funct. Anal. Appl. 53 (2) (2021) 113–117.
[25] G. Rozenblum, E. Shargorodsky, Eigenvalue estimates and asymptotics for weighted pseudodifferen-

tial operators with singular measures in the critical case, in: Partial Differential Equations, Spectral 
Theory, and Mathematical Physics, the Ari Laptev Anniversary Volume, EMS, 2021, pp. 331–354, 
arXiv :2011 .14877.

[26] G. Rozenblum, Lieb-Thirring estimates for singular measures, Ann. Henri Poincaré (2022), https://
doi .org /10 .1007 /s00023 -022 -01186 -w (online first).

[27] G. Rozenblum, G. Tashchiyan, Eigenvalue asymptotics for potential type operators on Lipschitz 
surfaces, Russ. J. Math. Phys. 13 (3) (2006) 326–339.

[28] G. Rozenblum, G. Tashchiyan, Eigenvalue asymptotics for potential type operators on Lipschitz 
surfaces of codimension greater than 1, Opusc. Math. 38 (5) (2018) 733–758.

[29] E. Shargorodsky, On negative eigenvalues of two-dimensional Schrödinger operators, Proc. Lond. 
Math. Soc. (3) 108 (2) (2014) 441–483.

[30] S.L. Sobolev, Some Application of Functional Analysis in Mathematical Physics, 3rd edition, AMS, 
1991.

[31] M. Taylor, Pseudodifferential Operators, Princeton University Press, 1981.
[32] M. Taylor, Partial Differential Equations II. Qualitative Studies of Linear Equations, Springer, 2011.
[33] H. Triebel, The Structure of Functions, Birkhauser, Basel, 2001.
[34] H. Triebel, Fractals and Spectra: Related to Fourier Analysis and Function Spaces, Springer, Basel, 

2010.

http://refhub.elsevier.com/S0022-1236(22)00324-X/bibAE41A6D38B78679B4675941FF0C0C92Ds1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bibAE41A6D38B78679B4675941FF0C0C92Ds1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib6EE61D510F4D8357A81C01D713F0040Fs1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib6EE61D510F4D8357A81C01D713F0040Fs1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bibC9313DEF424921AF28947A25C62FCEF5s1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib90D64EEBA8247D656EF6B4800EC0F52Fs1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib90D64EEBA8247D656EF6B4800EC0F52Fs1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib115E27F75738FE0D81669E76AE498E2Cs1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib115E27F75738FE0D81669E76AE498E2Cs1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib74A41F7E7F627A9B908AE7AF3735EF12s1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib74A41F7E7F627A9B908AE7AF3735EF12s1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib4B1DE652F4CA1C76B8B9FF510E533813s1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib4B1DE652F4CA1C76B8B9FF510E533813s1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib7A663CAEA1B722A63DC2868158ED584Ds1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib7A663CAEA1B722A63DC2868158ED584Ds1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bibD12932A7C04411DD74F6E5822B3E133Fs1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib2BE459F1529F8BE864D0730984E8AA54s1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib2BE459F1529F8BE864D0730984E8AA54s1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bibCE6161ED3E305A11FB99FD64C719623Fs1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bibCE6161ED3E305A11FB99FD64C719623Fs1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib05D2D9504CD5591CFCE5F98F11122EAAs1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib05D2D9504CD5591CFCE5F98F11122EAAs1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib05D2D9504CD5591CFCE5F98F11122EAAs1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib05D2D9504CD5591CFCE5F98F11122EAAs1
https://doi.org/10.1007/s00023-022-01186-w
https://doi.org/10.1007/s00023-022-01186-w
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib4567DC4F4CB6E3512C2D161F8D09A73As1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib4567DC4F4CB6E3512C2D161F8D09A73As1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib92C319D830525BC082E97A7BD6A85BB7s1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib92C319D830525BC082E97A7BD6A85BB7s1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib1421F02E7ED60FE3FA0954DF16DF5912s1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib1421F02E7ED60FE3FA0954DF16DF5912s1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib48D6D17C98CDBAB2C1B08FB6344425A9s1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib48D6D17C98CDBAB2C1B08FB6344425A9s1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bibD08CCBA50FFAD0F9121555DDB02FB1F1s1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib00DFA4DF96B2A6A68517E1A928F06D63s1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib9EEED5F3D2B76B8D562713999275A153s1
http://refhub.elsevier.com/S0022-1236(22)00324-X/bib9EEED5F3D2B76B8D562713999275A153s1

	Eigenvalues of the Birman-Schwinger operator for singular measures: The noncritical case
	1 Introduction
	2 Estimates in Sobolev spaces and singular Birman-Schwinger operators
	2.1 Sobolev spaces
	2.2 The case 2l<N
	2.3 An estimate in RN
	2.4 The case 2l>N

	3 Eigenvalue estimates for SVμ, and the CLR bound for singular measures
	3.1 Preparation
	3.2 Estimates in the subcritical case 2l<N
	3.3 The case 2l<N. The estimate in RN and the CLR-type estimate
	3.4 Eigenvalue estimates for S,2l>N
	3.5 The case 2l>N: the Birman-Borzov estimate in the whole space

	4 Pseudodifferential Birman-Schwinger operators with singular weight. Spectral estimates
	4.1 Operators in bounded domains
	4.2 Operators in RN and pseudodifferential CLR estimates
	4.3 Singular numbers estimates for non-selfadjoint operators

	5 Localization
	6 Eigenvalue asymptotics
	6.1 The asymptotic perturbation lemma
	6.2 Compact Lipschitz surfaces
	6.3 Eigenvalue asymptotics on uniformly rectifiable sets
	6.4 Eigenvalue asymptotics on noncompact locally Lipschitz sets

	Appendix A The approach by D. Edmunds and H. Triebel
	References


