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Abstract

Stroke is estimated to be the second most common cause of death with huge burdens and costs for the patient and society. Since the treatment given to a stroke patient depends on the type of stroke they have, a fast and reliable diagnosis of the stroke type is needed before any treatment can be started. In general, the treatment is more effective the sooner it is started. Thrombectomy is an interventional treatment for patients with an occlusion (thrombosis) in a large artery that is only performed in a limited number of hospitals, thus early detection can support the pre-hospital decision-making process and help decreasing the time to treatment start. The aim of this work is to investigate and develop a method for pre-hospital diagnosis of ischemic stroke by using a microwave diagnosis setup and Contrast-Enhancement Agent (CEA). We propose to exploit the asymmetry created in the brain as a result of partial or full blockage of the arteries due to thromboses. This asymmetry is enhanced with the use of CEA and can be captured by the EM waves transmitted and received by the antennas on the head.

The microwave diagnosis setup consists of several antennas placed on the body. The multipath interference caused by the waves traveling on the surface of the body is a factor that limits the detection accuracy of this system. In the present study, a Dielectric Rod Antenna (DRA) is designed to address this challenge with a Self Grounded Bow-Tie Antenna (SGBTA) as the wave exciter. It was shown that DRA can reduce the surface wave power up to 10 dB in comparison with that of SGBTA while increasing its bandwidth by 72.

Preliminary results obtained from measurements on sheep show are promising.
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Acronyms

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>DRA:</td>
<td>Dielectric Rod Antenna</td>
</tr>
<tr>
<td>SGBTA:</td>
<td>Self-Grounded Bow-tie Antenna</td>
</tr>
<tr>
<td>CEA:</td>
<td>Contrast-Enhancing Agent</td>
</tr>
</tbody>
</table>
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Part I

Overview
Stroke is a condition in which, blood flow to the brain is deficient. There are two main types of stroke: Ischemic and hemorrhagic. While in the former type, an occlusion prevents the blood to flow, in the latter case, bleeding has occurred in the brain due to a ruptured vessel as shown in Fig. 1.1. Both types of stroke are frequent around the world. In Fig. 1.2, the 2019 age-standardized stroke incidence rates per 100000 people are shown for different countries, first for all stroke types and then based on the type of stroke. Following the pattern of the shades of red colour in Fig. 1.2, the ischemic type is the most common type.

Stroke is estimated to be the second most common cause of death [3] and the third most common cause of disability-adjusted life years (DALYs) [4]. One DALY represents the loss of the equivalent of one year of full health and is considered to be a good measure of the burden of stroke [5]. Stroke is not only widespread but also costly. The total 2010 European cost has been estimated to be €64.1 billion [6]. The mean US lifetime cost of an ischemic stroke patient has been estimated to be around $140,000 [7].
1.1 Background

In this section, we will take a glance at the medical diagnosis and treatment of stroke. As it was mentioned before, ischemic stroke is when an artery is blocked by thrombosis i.e. a clot. Thrombolysis is one of the most common treatments given to patients with ischemic stroke with the aim to dissolve the thromboses. Another effective treatment for patients diagnosed with thrombosis in the bigger arteries is Thrombectomy. This is an interventional procedure where the thrombosis is removed mechanically by inserting a catheter into the cerebral arteries. Thrombectomy is most effective if it is done early, preferably, at least within 3 to 4.5 hours after the onset of symptoms.

Treatments for hemorrhagic stroke (bleeding) and ischemic stroke (clot) are quite different. While thrombolysis can save the life of a patient with an ischemic stroke, performing the same treatment on a hemorrhagic patient can have fatal consequences. Therefore, the correct early diagnosis of the type of stroke is vital. Furthermore, only a few specialist hospitals are able to perform Thrombectomy. For example in the Västra-Götaland region in Sweden, only
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Figure 1.2: Age-standardised stroke incidence rates per 100000 people by stroke type and country, for both sexes, 2019 (A) All strokes. (B) Ischaemic stroke. (C) Intracerebral haemorrhage.
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Sahlgrenska University hospital accepts patients for Thrombectomy \[11\]. In a recent study, it was shown that five times more patients could have been treated with thrombectomy than are treated today \[11\]. If a fast and reliable diagnosis could be made in the ambulance so that the right patient could be delivered to the right hospital faster.

Currently, one common practice to assess patients in order to identify candidates for thrombectomy in the ambulance is to use a clinical evaluation tool called Modified NIH Stroke Scale/Score (mNIHSS). This scale shows the severity of the stroke based on clinical observations of the patient. The fact that it only relies on observations, not measurements, suggests that adding objective measurements could complement and improve the triage of the patients.

Microwave diagnostics has been shown to be a complement to other diagnostic modalities \[12\]–\[15\]. As the microwave is non-ionizing it can be an alternative to ionized X-rays used in Computed Tomography (CT). This research has been enabled by recent development in microwave technology, mainly due to the demands of the telecommunication industry. Therefore, there today exists microwave technology that are fast in operation, small in size, and cost-efficient \[16\]. There are other diagnostic modalities in the area of pre-hospital stroke detection such as bioelectrical impedance \[17\] and near-infrared spectroscopy \[18\]. The advantage of microwave diagnosis over the two mentioned methods is the ability to detect both superficial and deep targets \[19\]. In a recent bibliometric analysis, it was shown that microwave imaging is among the top 3 studied modalities for pre-hospital stroke detection devices \[13\]. In the next section, the principles of microwave diagnostics and some examples of the methods are presented.

In the next two sections, the words used in the title of this thesis are explained and the connection between them is introduced. This is done first by defining the term "microwave" and then introducing "microwave diagnosis of stroke".

1.2 Electromagnetic Waves

In this section, an introduction to Electromagnetic (EM) waves is presented.

The propagation of EM waves is governed by Maxwell’s equations \[20\]. Maxwell’s equation for the time-harmonic fields in the phasor notation is as
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follows:

\[
\begin{align*}
\nabla \cdot \bar{D} &= \rho \quad \text{Gauss’s Law} \\
\nabla \cdot \bar{B} &= 0 \quad \text{Gauss’s Law for Magnetism} \\
\nabla \times \bar{E} &= -j\omega \bar{B} \quad \text{Faraday’s Law of Induction} \\
\nabla \times \bar{H} &= j\omega \bar{D} + \bar{J} \quad \text{Ampere’s Circuitual Law}
\end{align*}
\]

where \( \bar{D} \) and \( \bar{B} \) are electric and magnetic flux density and \( \bar{E} \) and \( \bar{H} \) are the electric and magnetic field intensity respectively. Volume charge density is shown by \( \rho \) and Surface current density \( \bar{J} \) is the sum of source currents \( \bar{J}_i \) and currents created because of the conduction in the material, \( \bar{J}_c \) which in the linear case is related to the electric field by the conductivity of the material \( \sigma \):

\[
\bar{J}_c = \sigma \bar{E}
\]

The relation between the flux density and the field intensity for a linear homogeneous isotropic material is as follows:

\[
\begin{align*}
\bar{D} &= \varepsilon_0 \varepsilon_r \bar{E} \\
\bar{B} &= \mu_0 \mu_r \bar{H}
\end{align*}
\]

\( \varepsilon_0 \) and \( \mu_0 \) are the permittivity and permeability of the vacuum respectively. \( \varepsilon_r \) and \( \mu_r \) are the relative permittivity and relative permeability of the material where the EM wave is propagating. In a source-free, \( \rho = 0 \), \( \bar{J}_i = 0 \), and nonmagnetic \( \mu_r = 1 \) medium Maxwell’s equations reduce to:

\[
\begin{align*}
\nabla \cdot \bar{E} &= 0 \\
\nabla \cdot \bar{H} &= 0 \\
\nabla \times \bar{E} &= -j\omega \mu_0 \bar{H} \\
\nabla \times \bar{H} &= j\omega \varepsilon_0 \varepsilon_{rc} \bar{E}
\end{align*}
\]

Where \( \varepsilon_{rc} \) is the complex relative permittivity of the medium and is defined as:

\[
\varepsilon_{rc} = \varepsilon_r + \frac{\sigma}{j\omega \varepsilon_0}
\]

Taking \( \nabla \times \) from both sides of (1.10) and substituting in (1.11) results in
the following equation:
\[
\nabla \times \nabla \times \vec{E} = \gamma^2 \vec{E} \tag{1.13}
\]

Where \(\gamma^2 = \omega^2 \mu_0 \epsilon_0 \epsilon_r c\). The left-hand side of the equation can be re-written as:
\[
\nabla \cdot (\nabla \cdot \vec{E}) - \nabla^2 \vec{E} = \gamma^2 \vec{E} \tag{1.14}
\]

From (1.8), the first expression in (1.14), becomes zero. Therefore, (1.14) results in the following equation which is called the wave equation:
\[
\nabla^2 \vec{E} + \gamma^2 \vec{E} = 0 \tag{1.15}
\]

The most simple solution to the wave equation is a 1-dimensional plane wave propagating in the z-direction.
\[
\vec{E} = (E_{x0}\hat{x} + E_{y0}\hat{y})e^{-j\gamma z} \tag{1.16}
\]

\(\gamma\) can also be written as \(\gamma = \beta - j\alpha\). In this case, \(\beta\) is the wave number and \(\alpha\) is the attenuation constant in the lossy material.

The wave propagating in a lossy media will lose power. This power is absorbed in the material and dissipated as heat. Yet another effect of the media on the propagation of the EM wave occurs when there is a discontinuity i.e. a change in the spatial distribution of the permittivity and conductivity of the media. Two phenomena that occur when at such a boundary are reflection and transmission as shown in Fig. 1.3. The EM wave in a multi-layer environment like the human body experiences multiple reflections and transmissions each of which changes its magnitude and phase. These changes can be sensed by a sensor i.e. an antenna, and further analyzed by proper signal processing algorithms. This makes the foundation of every electromagnetic-based diagnosis method.

Microwaves are a type of EM wave that corresponds to frequencies from 300 MHz to 300 GHz as shown in Fig. 1.4. the lower band of this range is shown to be more practical for biomedical applications since the attenuation of the waves in the biological tissues like the human body is lower in comparison with higher frequencies [21].
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Figure 1.3: Interactions of the EM Waves with Materials

Figure 1.4: Electromagnetic Spectrum
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In a generic microwave diagnosis system, as shown in Fig. 1.5, several antennas, shown by blue circles, operating in microwave frequencies are placed around the body, shown as a multi-layer ellipse. The antennas could in principle be operated in many different schemes, such as mono-static, bi-static, or multi-static. In this work, we use a multi-static scheme, where one antenna transmits an EM wave at a time while others receive. Then, the transmitting antenna is changed until all the antennas have transmitted once. Measured data is collected in form of scattering parameters [23]. The scattering parameters show the amount of change that occurred in the magnitude and phase of the transmitted wave when it passed through the medium. Therefore, it bears information about the dielectric distribution of the medium.

It has been shown that several changes related to diseases and traumas in the human body result in a change in the EM characteristics of the corresponding tissue. Therefore, these changes can be sensed by EM waves.

Other application areas where a dielectric contrast between healthy and non-healthy tissue can be utilized for diagnostic purposes include microwave imaging of breast tumors [24], [25], muscle quality [26], muscle rupture [27] and steatotic liver detection [28).

One such diagnostic scenario is stroke as shown in Fig. 1.6. For hemorrhagic stroke as the permittivity of the blood pool created in the brain is different from the brain tissue, EM detection is possible [29]. Extensive efforts in this area had been done by the group at the Chalmers University of Technology [12], [30], [31]. Several generations of a Stroke finder device have been developed and the current generation, shown in Fig. 1.7 is CE marked and ready to be used in supporting pre-hospital decision-making [15]. There are some other groups worldwide who are pursuing the same topic and have attained promising results [32]–[34].

For ischemic stroke, the blood clots blocking the vessels are so small that the effect caused by the change in the permittivity that they create is subtle and could be easily drowned in the noise or interference from the environment. On the other hand, the lack of blood in the infarction area can result in a change in the permittivity [36]. There had been some research studies mainly on simulated data and phantom measurements towards microwave diagnosis of ischemic stroke [37], [38].

The key challenge here is to differentiate between small vessel occlusions
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**Figure 1.5:** A Generic Microwave Diagnosis System

**Figure 1.6:** A Microwave-based Stroke Diagnosis System
that are treated with thrombolysis and the large vessel occlusions that are candidates for thrombectomy. A way to enhance the contrast between the area of the infraction and healthy tissue is to use Contrast-Enhancing Agents (CEAs). Using CEAs in other imaging modalities like MRI is common and dates back to decades ago $^{39}$. Various CEAs have been used in microwave diagnostics including iron nanoparticles $^{40}$, Zinc oxide nanoparticles $^{41}$, Superparamagnetic Iron Oxide Nanoparticles $^{42}$, and Saline $^{43}$. The use of nanoparticles in connection with microwave measurements has been tested on rabbits $^{40}$.

In the present work, we propose to exploit the asymmetry created in the brain as a result of partial or full blockage of the arteries due to thromboses. This asymmetry is enhanced with the use of CEA as it is injected venously and then transported to the brain through the arteries after passing through the heart and lungs. In the brain, it is distributed unevenly as a result of the blocked arteries. The artery that is blocked by the thrombus, makes the distribution of the contrast agent uneven in the brain. This change in the dielectric property of the region with and without the CEA can be captured by the EM waves transmitted and received by the antennas on the body.

As mentioned earlier, it is desired to operate in lower frequencies to ensure enough penetration of the wave to internal organs $^{21}$. On the other hand, the antennas operating at low frequencies are physically large and challenging to fit around the body. In this research, the radiating element of the antenna is
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immersed inside a medium with high relative permittivity to make the antenna physically small and to keep its electrical size constant [44–47].

A typical drawback of a microwave-based diagnosis system with several antennas around the body is mutual coupling through surface waves. The wave that is intended to penetrate through the body and received by the other antenna in the direct path travels around the body [48]. These will be received by the adjacent antennas and interfere with the direct-path wave [49]. This path deteriorates the diagnosis accuracy as it does not contain information from the areas of interest and is more sensitive to environmental changes.

In this work, we present a solution to minimize surface waves by moving the radiating element of the antenna at a distance from the surface of the body and placing a dielectric rod in between. It is shown that the power is confined inside the rod toward the body rather than propagating on its surface while the antenna is still matched to the body. The matching of the antenna to the body is important since it enables ultra-wideband operation which can improve the resolution of the diagnostics [50].

1.4 Aim of the Study and Thesis outline

The aim of this study is to investigate the possibility of a pre-hospital diagnosis of ischemic stroke by using a microwave diagnosis setup and contrast-enhancement agent. Another aim is to test it in an animal study. For this study, a wide-band low-interference body-matched antenna is designed. The design is explained thoroughly in paper A. In chapter 2 supplementary materials to the antenna design are given. In chapter 3 a report on the planned animal study is given. Some preliminary results of an unsupervised anomaly detection algorithm on the measured data of a previous animal study are also presented. Another aim is to develop this algorithm. Chapter 4 presents a summary of the appended papers. The conclusion of the first part of the thesis is given in chapter 5.
CHAPTER 2

Antenna Design

Several factors need to be considered in designing an antenna for biomedical diagnostics applications. To list a few:

- **Bandwidth:** The bandwidth of an antenna is characterized by the range of the frequencies where the reflection coefficient of the antenna falls below -10 dB. In this work, the goal is to have an ultra-wideband antenna that can operate at a large range of frequencies that enables high-resolution diagnostics [51].

- **Deep Penetration into the Tissue:** As the attenuation of the microwaves inside a lossy environment like biological tissues increases with the frequency of the signal, it is desired to operate in lower frequencies to ensure enough penetration of the wave to internal organs [21].

- **Compactness:** In a microwave-based biomedical diagnosis system several antennas are commonly placed around the body [52], [53]. Therefore, the antenna’s physical size should be small enough.

- **Interference Susceptibility:** One problem of on-body antennas is the existence of surface or creeping waves [48]. A part of the radiated wave
travels on the surface of the body and is then received by the adjacent antennas, interfering with the direct-path wave and deteriorating the diagnosis accuracy \[49\]. Therefore, the goal is to mitigate this multi-path signal.

It’s challenging to design an antenna that possesses all the above-mentioned features as attaining one can result in losing the other. For example, an antenna that operates at low frequencies is physically large, therefore it hinders compactness. Additionally, reaching a wide bandwidth at low frequencies is challenging \[54\].

To overcome the aforementioned challenges and meet the goals, a Dielectric Rod Antenna (DRA) is proposed. The antenna is composed of a radiating element, a Self-Grounded Bow-Tie Antenna (SGBTA), and a two-layer dielectric rod. The idea behind this antenna design is to move away the radiating element and guide the radiated wave toward the body by using the dielectric rod, so the surface wave is minimized. It is shown that the proposed new antenna design gives a wider bandwidth, stable near-field gain, and a more confined distribution of the power on the surface of the body. The design of this antenna is explained in detail in the following section and paper A in the appendix.

### 2.1 Dielectric Rod Antenna Design

In this section, the design of the DRA is introduced. This design begins with a 2-dimensional analytical solution to the wave propagation problem in a 2-layers cylindrical structure as shown in Fig. 2.1. This structure consists of a cylindrical core (blue) and cladding (gray) and is aligned with the z-axis. Parameters \(a\) and \(b\) are the radii and \(\epsilon_{r1}\) and \(\epsilon_{r2}\) are the relative permittivities of the core and the cladding respectively. In this analysis, we consider lossless materials with \(\epsilon_{r1} = 80\) and \(\epsilon_{r2} = 2\) which are close to the permittivity of water and plastic respectively. The surrounding medium is considered to be vacuum \(\epsilon_{r3} = 1\). It has been stated in \[55\], to only excite the fundamental mode of the DRA, the radius of the DRA should satisfy the following condition:

\[
2a < 0.626 \frac{\lambda_0}{\sqrt{\epsilon_{r1}}}
\]

where \(\lambda_0\) is the wavelength in vacuum. Considering 700 MHz which is among the frequency range of interest and \(\epsilon_r = 80\), \(a\) should be smaller than 1.5 cm. On the other hand, to have the field confined to the core, the diameter should be larger than \(\frac{\lambda_0}{4}\) \[55\], resulting in \(a > 5.3\) cm. This is in
contradiction with the first condition on \( a \) and the rule of thumb conditions that were mainly derived for antennas operating at higher frequencies can not be simply applied here. Instead, a more precise study is needed to evaluate the mode of excitation and field confinement in DRA in order to come up with a proper design. Therefore, an analytical solution to the wave propagation in an infinite 2D cylindrical structure is presented with emphasis putting on the radius of the core of the dielectric rod as it plays an essential role in the wave propagation in this structure. The field is not confined to the surface of the rod if the core radius is too small while a larger core radius may lead to the excitation of higher, unwanted modes. As a compromise, the value of the core radius is chosen in a way that the fields are confined in the rod and a higher-order mode is excited. Then a mode suppressor is designed to suppress that mode. Finally, numerical 3D simulations and experimental measurements confirm the design in paper A. The connection between the 2D analysis and 3D numerical simulations is investigated in paper B.

**Analytical Solution for a 2 layers DRA**

The first step of the dielectric rod antenna design is to understand the mechanisms of wave propagation in this structure. In this section, the wave propagation problem in a 2-dimensional cylindrical structure as shown in Fig. 2.1 is studied.

In [56], an analytical solution to the wave propagation problem in this structure is presented. According to the separation of variable technique [57], the solutions to the homogeneous wave equation are found and called the modes of the structure. The axial component of the electric and magnetic fields of these modes can be written as follows [56]:

\[
E_{z1} = A_{n1} Z_{n1}(k_1 r) P_n \quad 0 \leq r \leq a \\
H_{z1} = B_{n1} Z_{n1}(k_1 r) Q_n \quad 0 \leq r \leq a 
\]

\[
E_{z2} = [A_{n2} Z_{n2}(k_2 r) + A_{n3} Z_{n3}(k_2 r)] P_n \quad a \leq r \leq b \\
H_{z2} = [B_{n2} Z_{n2}(k_2 r) + B_{n3} Z_{n3}(k_2 r)] Q_n \quad a \leq r \leq b 
\]

\[
E_{z3} = A_{n4} Z_{n4}(k_3 r) P_n \quad b \leq r \\
H_{z3} = B_{n4} Z_{n4}(k_3 r) Q_n \quad b \leq r
\]
where $P_n = \cos(n\phi) \exp(-j\beta z)$ and $Q_n = \sin(n\phi) \exp(-j\beta z)$. The parameter $n$ determines the first mode number and $k_i, \; i = 1 - 3$ is the wavenumber in the radial direction. The functions $Z_{nj}, \; j = 1 - 4$ are Bessel and modified Bessel functions. The modes in this structure are classified based on where they start to attenuate in the radial direction into two groups. First, the cladding modes are the modes that are only being attenuated outside the cladding. The second type of mode is the core mode where the wave attenuation starts right after the boundary between the core and the cladding. To have a field attenuating in layer $i$, $k_i$ should be imaginary. Another way of formulating the fields is to keep all the equations and variables real and choose the appropriate function based on where we want the mode to be attenuated. Having all real variables makes upcoming computations easier. The always real $k_i$ is defined as follows\[56]\:

\[
(k_i)^2 = k_0^2 v_i (\epsilon_{ri} \mu_{ri} - \beta^2)
\]  

(2.4)

where $k_0 = \omega \sqrt{\epsilon_0 \mu_0}$ is the wave number in vacuum. Parameter $v_i$ is a variable.
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to keep $k_i$ real and is defined as follows:

$$v_i = \begin{cases} 
1, & \mu_r \epsilon_r \geq \bar{\beta}^2 \\
-1, & \mu_r \epsilon_r \leq \bar{\beta}^2 
\end{cases}$$

(2.5)

where $\bar{\beta} = \frac{\beta}{k_0}$ and $i = 1 - 3$. The equality condition in the definition of $v_i$ is not important as in this case $k_i = 0$. The choice of $Z_{nj}$ in the above equations determines the type of the mode. For the cladding modes $v_1 = v_2 = 1$ and $v_3 = -1$. For these modes $\sqrt{\epsilon_r 3} \leq \bar{\beta} \leq \sqrt{\epsilon_r 2}$ considering $\mu_i = 1$ for all layers. For the core modes $v_1 = 1$ and $v_2 = v_3 = -1$. For these modes we have $\sqrt{\epsilon_r 2} \leq \bar{\beta} \leq \sqrt{\epsilon_r 1}$. From Maxwell’s equations, The r and $\phi$ components can be found. According to the boundary conditions, the tangential component of the electric and magnetic field should be continuous at the boundaries. The continuity of $E_z$, $H_z$, $E_\phi$ and $H_\phi$ at $r = a$ gives 4 equations. The same field components should be continuous at $r = b$ which also provides 4 equations. These 8 equations alongside the 8 unknowns $(A_{nj}, B_{nj}, j = 1 - 4)$ make an 8 by 8 homogeneous linear system of equations.

$$D_{8 \times 8} C_{8 \times 1} = 0$$

(2.6)

where $D_{8 \times 8}$ is defined as follows:

\[
D_{8 \times 8} = \begin{bmatrix}
Z_{n1}(k_1 a) & 0 & -Z_{n2}(k_2 a) & -Z_{n3}(k_2 a) & \cdots \\
0 & Z_{n1}(k_1 a) & 0 & 0 & \cdots \\
\frac{\omega \epsilon_r \epsilon_1}{k_1} Z'_{n1}(k_1 a) & \frac{\omega \epsilon_r \epsilon_2}{k_2} Z'_{n2}(k_2 a) & \frac{\omega \epsilon_r \epsilon_2}{k_2} Z'_{n3}(k_2 a) & \cdots \\
\frac{n}{\beta k^2} \beta Z_{n1}(k_1 a) & \frac{n}{\beta k^2} \beta Z_{n2}(k_2 a) & \frac{n}{\beta k^2} \beta Z_{n3}(k_2 a) & \cdots \\
0 & 0 & Z_{n2}(k_2 b) & Z_{n3}(k_2 b) & \cdots \\
0 & 0 & 0 & 0 & \cdots \\
0 & 0 & -\frac{n}{\beta k^2} \beta Z_{n2}(k_2 a) & -\frac{n}{\beta k^2} \beta Z_{n3}(k_2 b) & \cdots \\
0 & 0 & \frac{\omega \epsilon_r \epsilon_2}{k_2} Z'_{n2}(k_2 b) & \frac{\omega \epsilon_r \epsilon_2}{k_2} Z'_{n3}(k_2 b) & \cdots 
\end{bmatrix}
\]
\[
\begin{bmatrix}
0 & 0 & 0 & 0 \\
-Z_n2(k_2a) & -Z_n3(k_2a) & 0 & 0 \\
\frac{\omega \mu a}{k_2} Z_n2(k_2a) & \frac{\omega \mu a}{k_2} Z_n3(k_2a) & 0 & 0 \\
\frac{n}{ak_2^2} \beta Z_n2(k_2a) & \frac{n}{ak_2^2} \beta Z_n3(k_2a) & 0 & 0 \\
0 & 0 & -Z_n4(k_3b) & 0 \\
Z_n2(k_2b) & Z_n3(k_2b) & 0 & -Z_n4(k_3b) \\
-\frac{\omega \mu a}{k_2} Z_n2(k_2b) & -\frac{\omega \mu a}{k_2} Z_n3(k_2b) & 0 & -\frac{\omega \mu a}{k_3} Z_n4(k_3b) \\
\frac{n}{bk_2^3} \beta Z_n2(k_2b) & \frac{n}{bk_2^3} \beta Z_n3(k_2b) & \frac{\omega \mu a}{k_3} Z_n4(k_3b) & -\frac{n}{bk_3^3} \beta Z_n4(k_3b)
\end{bmatrix}
\]

Where \((Z_{nj})' = \frac{\partial}{\partial (k_{1r})} (Z_{nj})\). Definition of the function \(Z_{nj}\) is given in the table below [56]:

<table>
<thead>
<tr>
<th>(Z_{n1})</th>
<th>(Z_{n2})</th>
<th>(Z_{n3})</th>
<th>(Z_{n4})</th>
</tr>
</thead>
<tbody>
<tr>
<td>IF</td>
<td>(v_1=1) (v_1=-1)</td>
<td>(v_2=1) (v_2=-1)</td>
<td>(v_2=1) (v_2=-1) (v_3=-1)</td>
</tr>
<tr>
<td>(=)</td>
<td>(J_n) (I_n)</td>
<td>(J_n) (I_n)</td>
<td>(Y_n) (K_n)</td>
</tr>
</tbody>
</table>

Where \(J_n\) and \(Y_n\) are the Bessel function of the first and second kinds respectively. \(I_n\) and \(K_n\) are the modified Bessel function of the first and second kind respectively. The appropriate function should be picked based on the type of mode (cladding or core) that is determined by the values for \(v_1\) and \(v_2\). The only nontrivial solution to this system of equations can be obtained by setting the determinant of \(D_{8\times8}\) equal to zero.

\[
\det(D_{8\times8}) = F(\beta) = 0. \quad (2.8)
\]

This equation is called the characteristics equation of the structure. Solving the characteristic equation for \(\beta\) yields the dispersion curves of the structure which show the variations of \(\beta\) versus \(a\), the core radius, or frequency. The solution to this equation is explained in detail in paper A.

In order to find the fields’ coefficients \(C_{8\times1}\), equation (2.8) should first be solved for \(\beta\). As the determinant of the \(D_{8\times8}\) is zero, then the the rank of \(D_{8\times8}\) is less than 8 and solving 2.6 is the same as finding the Null Space of \(D_{8\times8}\) [58]. There are several ways to find the Null Space of a matrix. One way is to find the normalized coefficients [59]. The first coefficient, \(A_{n1}\) is set.
to 1 and the other coefficients are found normalized to that. If \( A_{n1} = 1 \) then the first column of \( D_{8 \times 8} \) is named \( H_{8 \times 1} \) and the rest of the columns form matrix \( D'_{8 \times 7} \). Then the remaining seven coefficients, \( G_{7 \times 1} \) can be found by solving the following equation:

\[
D'_{8 \times 7}G_{7 \times 1} = -H_{8 \times 1}
\]  

(2.9)

This equation is solved for \( G_{1 \times 7} \) using the function \texttt{mldivide} in MATLAB R2020B which finds the solution that satisfies the least-square error condition [60]. Then, the full coefficient’s matrix is:

\[
C_{8 \times 1} = [1, G_{7 \times 1}^T]^T.
\]  

(2.10)

Another method to find the null space is by using Singular Value Decomposition (SVD) which results in the same coefficients as the normalization method.

With the coefficients calculated, the normalized field components for any given mode at every location in space can be obtained. The normalized amplitudes of the z-component \(|E_z|\) of \( HE_{11} \) and \((TM_{01})\), are plotted in Fig. 2.2. The two vertical dashed lines from left to right show the boundary of the core and cladding respectively. It can be seen that while the cladding mode \((TM_{01} \text{ at } 700 \text{ MHz})\) exhibits an ascending behavior in the cladding and then gets attenuated outside, for the core modes (The other three curves shown in Fig. 2.2) the attenuation starts right after the boundary between the core and cladding. This means that the core modes are more confined inside the core, rather than outside it. Therefore, from the confinement point of view, it is more desirable to have a rod with a larger radius. The choice of the radius is investigated in paper A, part II by calculating the Normalized Modal Radius (NMR).

### 2D Numerical Simulations

To verify the accuracy of the solution presented earlier, the wave propagation problem in this structure is studied by using a 2D numerical solver. This solver is also used to design a Mode Suppressor that is added to the structure to prevent the excitation of the higher-order modes. The Modal analysis study for Electromagnetic Waves Frequency (ewfd) in COMSOL Multiphysics 5.6 is
Figure 2.2: Normalized $|E_z|$ for a=22 mm. This figure shows the normalized $z$-component of the electric field for four modes (two core and two cladding modes) at two frequencies: 700 MHz and 900 MHz.
used. For the core and cladding modes, two different simulations were run. For the former, the solver finds $\bar{\beta}$, around $\sqrt{\epsilon_1}$ while for the latter the search for $\bar{\beta}$ is done around $\sqrt{\epsilon_2}$. In Fig. 2.3, the analytical and numerical dispersion curves are compared with each other. The cladding mode simulation returns only a single propagating mode but as can be seen in this figure, it is in fact three different modes at different frequencies. A good agreement is seen between the analytical solution and simulation for the core modes at frequencies higher than the cut-off of the core modes which is the frequency where the cladding mode of a type turns into the core mode of the same type. Around these frequencies, some gaps are seen in the numerical dispersion curves.

The magnitude of the electric field for these three modes at a frequency where they are cladding (540 MHz for $HE_{11}$ and 600 MHz for the other two) and core (900 MHz for all) are shown in Fig. 2.4. In each figure, the cladding and the core mode are shown in the left and right images respectively. Each mode is normalized to its maximum value. The arrows show the direction of
the tangential component of the field. From this figure, it can be seen that all of the modes become more confined inside the rod as the mode turns into a core mode.

2.2 Launching Efficiency of the 2D Modes in the 3D Structure

In this section, we investigate how much of the input power is guided through each of the modes. To show quantitatively how much the higher order modes $TE_{01}$ and $TM_{01}$ are excited, the method introduced in paper B can be used. The fields excited on a DRA can be written as follows [61]:

$$E^{3D} = \sum_{p=1}^{m} A_p E^{2D}_p + E_R$$  \hspace{1cm} (2.11)

Where $E^{3D}$ is the total 3D field, $E^{2D}_p$ is a 2D guided wave mode, $m$ is the number of the propagating modes, and $E_R$ is the radiating field, i.e. has an imaginary $k_3$. The unknown of this equation, $A_p$ can be obtained by applying the orthogonality of the guided fields to each other and the radiating field [61]:

$$\int (E^{2D}_p \times H^{2D}_q) \cdot \hat{z} da = 0 \text{ for } p \neq q. \hspace{1cm} (2.12)$$

$$\int (E_R \times H^{2D}_q) \cdot \hat{z} da = 0. \hspace{1cm} (2.13)$$

Combining (2.11)-(2.13), the coefficient of each mode can be found as:

$$A_p = \frac{\int (E^{3D} \times H^{2D}_p) \cdot \hat{z} da}{\int (E^{2D}_p \times H^{2D}_p) \cdot \hat{z} da}. \hspace{1cm} (2.14)$$

An important figure of merit for guided modes is the Launching Efficiency. It can be calculated for a single mode or the summation of the modes and is defined as follows [62]:

$$\alpha_p = \frac{1}{2} \int \left( \Re \left( \hat{E}_p^{3D} \times \hat{H}_p^{3D^*} \right) \right) \cdot \hat{z} da \hspace{1cm} \left( \frac{P_{in}}{P} \right)$$  \hspace{1cm} (2.15)
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Figure 2.4: The magnitude of the 2D simulated electric fields when they are a cladding (left) and a core (right) mode. The arrows show the direction of the tangential component of the field.
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Figure 2.5: The 3D simulated DRA, the sampling plane is shown with a green line. The sampling plane is in distance \( d \) from the start point of the DRA.

Where \( \ast \) shows the complex conjugate operation, \( \hat{E}_{p}^{3D} = A_{p}E_{p}^{2D} \) and \( \hat{H}_{p}^{3D\ast} \) are the approximated 3D electric and magnetic fields of each mode respectively. \( P_{in} \) shows the total power entered into the exciter. Here, it had been set to the value of the accepted power in the waveguide port in the 3D simulation to eliminate the effect of the variation in the performance of the exciter at different frequencies. The launching efficiency, \( \alpha_{p} \) of each mode are shown in Fig. 2.6 versus different distances from the start point of the DRA shown by \( d \) in Fig. 2.5. As seen in this Fig. 2.6, The efficiency of the excitation of the fundamental mode, \( HE_{11} \) is considerably higher than that of the two higher order modes and it is maintained along the rod. Therefore, the power that is coupled to the higher-order modes is small. To improve this, a mode suppressor is designed in paper A, to prevent the excitation of \( TE_{01} \).
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![Diagram]

**Figure 2.6:** Launching efficiency of each mode versus the distance of the sampling plane to the start point of the DRA, d.
In this chapter, the aim and summary, of an ongoing study on animals are presented. Some preliminary results of applying an anomaly detection algorithm on previously measured data are also presented.

3.1 The Necessity and Conditions of the Animal Study

As discussed in chapter 1, microwave diagnosis of stroke is a challenge. Since the thrombus does not introduce a significant change in the distribution of the permittivity in the brain, its effect on the EM wave is subtle. This subtle change is hard to detect given the noise and other limitations of the measurements. One solution to this challenge is to use antennas with lower susceptibility to interference and microwave transceivers with high Signal to Noise Ratio (SNR). Possible solutions for improving the antennas was discussed in chapter 2. The challenges and solutions for improved SNR will be discussed in the next section. Another way to increase the accuracy of the measurements is the introduction of a Contrast-Enhancing Agent (CEA). As mentioned in
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chapter 1 with CEA, the difference between the permittivity of the part of the brain that the CEA reaches and the part that it doesn’t reach increases. As this is an invasive method that has not been tested on humans before, it needs to be verified in an animal study first.

For this purpose, we have chosen a sheep model. Sheep have the advantage that the head is relatively similar to the human head. The animal study is performed at the SEARCH laboratory of the Faculty of Veterinary Medicine, Norwegian University of Life Sciences, Sandnes, Norway. In what follows, the regulations on the use of animals in research is reviewed.

The Use of Animals in Research

In Norway, the use of laboratory animals is governed by the Regulation concerning the use of animals for scientific purposes (FOR-2015-06-18-761) [63]. Based on those regulations, a set of ethical guidelines is given by the National Committee for Research Ethics in Science and Technology (NENT) [64]. According to the guideline, the ethical grounds for the moral duties regarding the animals come from the following three positions:

- Animals have intrinsic value which must be respected.

- Animals are sentient creatures with the capacity to feel pain, and the interest of animals must be taken into consideration.

- Our treatment of animals is an expression of our attitudes as moral actors.

This guideline defines 10 responsibilities and requirements for the researchers to use animals in the research. Among them, the three starting with R (Replace, Reduce and Refine) are emphasized as the other 7 are based on them. These three Rs are:

- **Replace**: Researchers need to do their best to find ways to replace animals with other methods for their research. In this research, the first step is to simulate the detection system in a computer simulation environment and test the system in the lab on phantoms. But in the end, as the detection method depends on the blood circulation system using animals is inevitable.
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- **Reduce**: The number of animals used in the research should be reduced as much as possible. In the case of clarity of success or failure of the project in the early stages, the experiments on animals should be stopped and no more animals shall suffer.

- **Refine**: Researchers are responsible to minimize the risk of suffering of the animals. In this project, most of the work concerning the state of the animal is administered by veterinarians. As they are experts in working with animals, they have more authority than engineers. What an engineer can do is to make the system more comfortable for the animal and make the measurement process faster so the animal suffers less although it is sedated.

The animal study is planned and performed following these regulations and guidelines.

## 3.2 The Plan for the Animal Study

In this section, the ongoing setup for the animal study is explained.

### Contrast-Enhancing Agent

In this study, we investigate the possibility of using saline. It has been shown that the injection of saline into in-vitro samples of canine blood can change the permittivity and conductivity\(^6\). Saline solutions are cost-efficient and easily accessible. Additionally, administering hypertonic saline solutions to stroke patients is an approved treatment in emergency medicine\(^6\). The volume and dosage of the injected saline solution and the speed of injection are the factors that play role in the detection accuracy and are to be investigated in the animal study.

### Numerical Simulations

In this section, the results of a numerical simulation as a proof of concept for the idea of enhancing the contrast by injecting a conductive solution are presented. The simulations are done using CST Microwave Studio 2020. The simulation setup is shown in Fig. 3.1. Six Antennas are placed around the numerical model of the sheep. The simulation is done once for the baseline
measurement and once for the injection measurement when the permittivity and conductivity of the left lobe of the brain are changed and are lossier. The transmission coefficient for these two simulations and the difference made by the injection in the transmission coefficient are shown in Fig. 3.2. The difference is shown by the subtraction of the baseline simulated coefficients from their corresponding coefficients in the injection simulation. As seen in Fig. 3.2, the change in the transmission coefficient in the lobe where the permittivity and conductivity have changed is stronger than that of the right lobe.

**Measurement Hardware**

The long-term goal of the study is to develop a fast and portable device to support the decision-making process in pre-hospital stroke detection when an ambulance arrives at a patient. Therefore, the microwave transceiver should be compact and portable. In this research, two devices are tested.

- Keysight N7081A Microwave Transceiver is a compact 2-port Vector Network Analyzer that has a high measurement speed in a wide range of
3.2 The Plan for the Animal Study

Figure 3.2: The Transmission Coefficient in the left and right lobe, before and after the injection (top) and subtraction of the baseline from the injection in the left and right lobe (bottom)
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Figure 3.3: N7981A (left) and USRP-2920 (right)

frequencies and is a pulsed system, based on Pseudo-random sequences.

- National Instrument USRP-2920 Software Define Radio (SDR) is a tunable single frequency RF transceiver with a high-speed analog-to-digital converter and digital-to-analog converter.

Both systems had been used before in microwave biomedical diagnostics and are shown in Fig. 3.3. In Table 3.1, a comparison between the specifications of these two devices is made.

In Table 3.1, the specifications of the two devices and the settings used in this study are compared. The dynamic range of N7081, depends on the number of hardware and software averaging. A higher number of averaging results in a higher dynamic range but slows down the measurement. The 70 dB dynamic range stated in the table is with 100 hardware averaging. This can potentially be increased to 105 dB if both hardware and software averaging are used. The measurement time in Table 3.1 shows the time of sweeping 200 frequency points. For SDR, another limiting factor is the time that it needs to save the received packet of data before sending the next one. Not allowing enough time for this might result in measurement failure.

<table>
<thead>
<tr>
<th></th>
<th>N7081A</th>
<th>USRP-2920</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency Range</td>
<td>100 KHz to 5 GHz</td>
<td>50 MHz to 2.2 GHz</td>
</tr>
<tr>
<td>Dynamic Range</td>
<td>70 dB</td>
<td>80 dB</td>
</tr>
<tr>
<td>Frequency accuracy</td>
<td>±5 ppm</td>
<td>±2.5 ppm</td>
</tr>
<tr>
<td>Measurement Time</td>
<td>0.8 s</td>
<td>5.6 s</td>
</tr>
</tbody>
</table>

Table 3.1: Comparison between the Specifications and Settings of Transceivers
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Two DP8T Solid State Switch Modules from RANAtch are used\footnote{71}. The first switch changes the transceiver and the second one switches between the antennas. Each switch introduces around 6 dB attenuation to the system.

A full measurement is when both of the two microwave transceivers have swept all the frequency range and $n-1$ antennas have transmitted the signal if $n$ is the total number of the antennas. The switching between the receiver antenna is done as follows. When antenna number $i$ is the transmitter, the receiver port should be switched between antenna number $i+1$ to $n$. In total $\frac{n(n-1)}{2}$ transmission coefficients will be measured. The other $\frac{n(n-1)}{2}$ transmission coefficients are the same due to reciprocity. These $n(n-1)$ transmission alongside $n$ reflection coefficients, create a full $n \times n$ scattering matrix. The schematic of the measurement system is shown in Fig. 3.4.

**Measurement Protocol**

The procedure for the previous animal experiment was according to the following protocol. First, the animal is sedated and fixed on the bed. The heartbeat and the blood pressure of the animal are measured continuously. The antennas are placed on the sheep’s head as shown in Fig. 3.5. Then, the Baseline measurement starts. Following that, the three-stage measurement begins and is repeated several times. The stages are:

- **Stroke**: A balloon had been inserted into one of the arteries of the animal before the baseline measurement starts. In this stage, the balloon is inflated to block the blood circulation in that artery and act as an...
induced stroke. Then, the signals are measured in this stage.

- **Injection** The CEA is injected into one of the veins of the animal. The signals are continuously being measured during this stage.

- **Opening** The artery becomes open again by deflating the balloon. The measurement is done after the artery opens up.

In each stage, 8-12 measurement instances are performed.

### 3.3 Preliminary Results of Anomaly Detection Algorithm

In this section, some preliminary results of applying an unsupervised anomaly detection algorithm on the previously measured data is presented. This algorithm follows the idea introduced in [34] and is based on the symmetry assumption between the left and right lobe of the brain. By calculating the distance Correlation (dCorr) between sets of transmitting channels, where one set is picked from the channels propagating through the left lobe and the other through the right lobe, the change due to anomaly is detectable.
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If \( X = [x_1, \ldots, x_p]^T \) and \( Y = [y_1, \ldots, y_q]^T \) are two data vectors of \( p \) and \( q \) dimensions respectively, and \( X^{(1)}, \ldots, X^{(n)} \) and \( Y^{(1)}, \ldots, Y^{(n)} \) are two \( N \) independent and identically distributed (i.i.d) random realizations of \( X \) and \( Y \), then the dCorr is defined as [72]:

\[
dC = dCorr(X, Y) = \begin{cases} \frac{v_N^2(X,Y)}{\sqrt{v_N^2(X)v_N^2(Y)}} & v_N^2(X)v_N^2(Y) > 0 \\ 0 & v_N^2(X)v_N^2(Y) = 0 \end{cases} \tag{3.1}
\]

where

\[
v_N^2(X,Y) = \frac{1}{N^2} \sum_{k,l=1}^{N} A_{kl}B_{kl} \tag{3.2}
\]

\[
A_{kl} = a_{kl} - \bar{a}_k - \bar{a}_l + \bar{a}.. \\
B_{kl} = b_{kl} - \bar{b}_k - \bar{b}_l + \bar{b}..
\]

with \( a_{kl} = ||X^{(k)} - X^{(l)}|| \), \( b_{kl} = ||Y^{(k)} - Y^{(l)}|| \) and

\[
a_{..} = \frac{1}{N} \sum_{l=1}^{N} a_{kl}, \quad \bar{a}_l = \frac{1}{N} \sum_{k=1}^{N} a_{kl}, \quad \bar{a}.. = \frac{1}{N^2} \sum_{k,l=1}^{N} a_{kl} \\
b_{..} = \frac{1}{N} \sum_{l=1}^{N} b_{kl}, \quad \bar{b}_l = \frac{1}{N} \sum_{k=1}^{N} b_{kl}, \quad \bar{b}.. = \frac{1}{N^2} \sum_{k,l=1}^{N} b_{kl} \tag{3.3}
\]

When \( dC \) between the two signals approaches 1, it means that the two signals are similar to each other. A \( dC = 0 \) translates to the statistical independence between \( X \) and \( Y \). The two important feature of the dCorr is that first it reveals the non-linear relation between the two signal \( X \) and \( Y \) and second, they can be of different dimensions.

In the anomaly detection algorithm, each of \( X \) and \( Y \) are a single s-parameter or a group of s-parameters. For instance \( X = S_{21} \) and \( Y = S_{31} \) or \( X = [S_{21}, S_{41}] \) and \( Y = [S_{31}, S_{51}, S_{71}] \). Each of the \( X^{(k)} \) and \( Y^{(k)} \) is a sample of the s-parameter in frequency or time. For example, if the first frequency that is sent is 400 MHz, then \( X^{(1)} = [S_{21}(400MHz), S_{41}(400MHz)] \) according to the previous example.

The number and configuration of the antenna on the animal head are shown in Fig. 3.4. The dCorr value between each pair of transmission channels, one passing through the left lobe of the brain and the other one through the right
is calculated at different stages of the experiment and shown in Fig. 3.6. The signals used for calculating dCorr are filtered between 560 and 880 MHz. In this figure, B stands for Baseline, S for Stroke, I for injection, and O for Opening. The number after each letter shows the repetition number. In this experiment, the three stages were repeated three times. As Fig. 3.6 shows, a clear decrease (7%) in the similarity between the two signals received from the left and right lobe of the brain is observable at the moment of the first injection. This change is more visible between channels $S_{13}$ and $S_{15}$. 
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\[ f_s = 560 \text{ MHz}, \quad f_e = 880 \text{ MHz} \]

![Figure 3.6: Distance correlation between different pairs of transmission coefficient. In each pair, one is transmission to the right and the other is to the left. The horizontal axis shows the measurement instance number.](image)
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This chapter provides a summary of the included papers.

4.1 Paper A

Seyed Moein Pishnamaz, Xuezhi Zeng, Hana Dobšíček Trefná, Mikael Persson, Andreas Fhager
Minimising the Surface Waves By Using a Dielectric Rod Antenna in Near-Field Biomedical Diagnostics
To be Submitted to IEEE Transactions on Antenna and Propagation.

In this paper, the problem of minimizing the surface waves on the surface of a tissue-mimicking phantom is investigated. It was shown that by moving a Self-Grounded Bow-Tie antenna at a distance from the surface of the body and placing a dielectric rod in between, the power on the surface is confined in the rod rather than propagating on the surface of the body. The rod is designed based on an analytical wave propagation method and modified by using of a 2D numerical solver to have a wide-single-core propagation bandwidth. The structure of the bow-tie antenna plus dielectric waveguide can be viewed as
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a Dielectric Rod Antenna. The minimization of the surface power is shown numerically and the distance where most of the surface power is confined inside is found to be half for DRA in comparison with SGBTA. The power on the surface of the tank is reduced up to 10 dB in an experimental setup. The addition of the dielectric rod to the SGBTA results in a better matching to the phantom, in other words, widening the -10 dB bandwidth of the system. Besides, it gives a stable gain in a wide range of frequencies. The dimensions of the antenna are $0.26 \times 0.18 \lambda_0$ at the center frequency and can be still considered as a compact antenna. Therefore, it can be used in a multi-antenna biomedical diagnosis system.

4.2 Paper B

Seyed Moein Pishanamz, Andreas Fhager, Mikael Persson
Analysis of the 2D Guided Mode Propagation in a 3D Dielectric Rod Antenna
Submitted to 17th European Conference on Antenna and Propagation.

This paper presents how the 2-dimensional guided mode propagation analysis relates to an analysis of a 3-dimensional dielectric rod antenna. An approximated model based on the summation of the guided modes multiplied by the coefficients obtained by projecting the 3D fields on the 2D fields is derived and the accuracy is investigated. The factors playing a role in the error of the approximation are studied and it is concluded that the main cause of error in the guided mode propagation approximation is the reflection from the truncation at the end of the rod rather than the radiating field along the rod.
In this thesis background and results of our work on the diagnostics of thromboses in the brain, using microwave technology were presented. The aim of this ongoing project is to develop a diagnostic device that is able to identify thrombectomy candidates so that this group of patients will, to a higher degree, be transported to thrombectomy centers faster than today.

In this thesis, the design and development of an antenna that creates fewer surface waves around the body were presented. The antenna was designed to deliver sufficient power to the body with a high gain and a low return loss. This was achieved by placing a dielectric rod in front of the radiating element and converting the original Self Grounded Bow-Tie Antenna (SGBTA) to a dielectric rod antenna (DRA). It was shown that with this design the power of the surface waves decreases up to 10 dB compared with the SGBTA. It was also shown that the DRA design had a considerably more stable gain throughout the frequency window of operation as well as a 72% increase in the bandwidth compared to the previous design.

The microwave transceivers that are used for the animal study were introduced and compared. Simulation results were presented as proof in preparation for the upcoming animal study. Preliminary results from using an
anomaly detection algorithm on data from performed measurements on sheep were also presented. The results were quite encouraging.

The next step in this research project is to develop an array of the designed antennas and test them on the phantom and animal models. The data will then be analyzed using the anomaly detection algorithm which will also be developed further as the project progresses. Another challenge that needs to be addressed is the measurement speed. As the time that it takes for the CEA to reach the brain is short, the detection device should be able to perform fast measurements to capture the effect of CEA injection. In the next step of the project, we will therefore evaluate the performance of the two microwave transceivers with the aim of minimizing the measurement speed while maintaining the accuracy level.
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