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A B S T R A C T

Overheating is a major issue especially in metal Additive Manufacturing (AM) processes, leading to poor surface
quality, lack of dimensional precision, inferior performance and/or build failures. A 3D density-based topology
optimization (TO) method is presented which addresses the issue of local overheating during metal AM. This is
achieved by integrating a simplified AM thermal model and a thermal constraint within the optimization loop.
The simplified model, recently presented in literature, offers significant computational gains while preserving
the ability of overheating detection. The novel thermal constraint ensures that the overheating risk of optimized
designs is reduced. This is fundamentally different from commonly used geometry-based TO methods which
impose a geometric constraint on overhangs. Instead, the proposed approach takes the process physics into
account. The proposed method is validated via an experimental comparative study. Optical tomography (OT)
is used for in-situ monitoring of process conditions during fabrication and obtained data is used for evaluation
of overheating tendencies. The novel TO method is compared with two other methods: standard TO and
TO with geometric overhang control. The experimental data reveals that the novel physics-based TO design
experienced less overheating during the build as compared to the two classical designs. A study further
investigated the correlation between overheating observed by high OT values and the defect of porosity.
It shows that overheated regions indeed show higher defect of porosity. This suggests that geometry-based
guidelines, although enhance printability, may not be sufficient for eliminating overheating issues and related
defects. Instead, the proposed physics-based method is able to deliver efficient designs with reduced risk of
overheating.
1. Introduction

The unprecedented design freedom offered by additive manufactur-
ing (AM) is ideal for fabricating performance optimized metal parts
that are typically highly complex in geometry. Therefore AM has found
extensive application in various industrial domains such as automo-
tive, aerospace, sports and biomedical [1]. Although beneficial, the
increased design freedom also makes the design process challenging
and requires re-consideration of traditional design practices. Moreover,
AM parts are typically utilized in hi-tech industry where the design
process is inherently complex. This aspect along with the desire to
capitalize on the increased design freedom, makes it advantageous
to use advanced computational design tools. Topology Optimization
(TO) is one such computational design method which aims to find the
optimal material layout for a given design objective [2]. It is especially
efficient for designing AM parts as it can address both functionality
and manufacturability in a mathematically rigorous setting. Due to this,
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the potential of combining TO and AM has been recognized by both
academia and industry [3].

Although AM processes offer several key advantages over conven-
tional methods, there are certain manufacturing constraints which,
if not addressed during the design stage, could lead to inferior part
quality or build failure [1]. One such constraint which has been ex-
tensively studied within TO frameworks is that of overhang avoidance.
Design rules associated with overhang angles, defined as the angle
between part surface and horizontal base plate, have been empirically
developed [4]. It is recommended that the overhang angle should be
higher than a certain critical value 𝜃cr, typically ranging between 40◦–
50◦ [5,6]. Features with acute overhangs are difficult to fabricate for
both polymer and metal based AM processes, although the fundamental
causes behind the difficulty of their fabrication vary. For extrusion
based polymer AM, such as fused deposition modelling (FDM), the
overhanging regions lack sufficient supports against gravity. On the
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other hand, in powder based metal AM processes, such as Laser Powder
Bed Fusion (L-PBF), loose powder beneath an overhanging feature
provides structural support but the low and non-uniform thermal con-
ductivity of powder does not allow for proper heat evacuation [4].
This leads to severe local overheating which manifests itself in form
of defects, e.g. dross [7], inferior mechanical properties [8], increased
surface roughness [7] and/or build failure [9]. In this paper, we aim to
investigate the issue of local overheating and hence, in the remainder,
we focus on the L-PBF process where this is a critical issue. Note that
in certain cases, for example Mohr et al. [8], the heat accumulation
over the layers may have a positive effect such as in-situ heat treatment
improving the properties. However, generally local overheating is asso-
ciated with increased risk of defects and therefore our focus is to reduce
the amount of overheating. In this context, recent advancements in L-
PBF machines allows for in-situ control of laser power reducing the risk
of overheating. However, this feature is currently under development
and not a default option. Hence, part geometries with low overheating
risks are still highly desirable.

In the context of TO, a significant number of studies have been
presented in literature which aim to integrate overhang avoidance
within TO algorithms, see, for example, Gaynor and Guest [10], Wang
and Qian [11], Langelaar [12], Langelaar [13] and van de Ven et al.
[14]. These methods prohibit or penalize overhanging features less than
the critical overhang angle during the optimization process, improving
the manufacturability of the optimized designs. For a detailed review
of these and related methods, see Liu et al. [3]. These formulations,
referred to as geometry-based TO, use overhang detection for avoiding
acute overhangs under the assumption that geometric overhang con-
trol ensures printability. However, recent experimental and numerical
findings indicate that overheating can occur even after avoiding acute
overhangs. For example, Adam and Zimmer [15] fabricated a funnel
shaped specimen in which overheating was observed in the form of
discolouration. Another specimen by Patel et al. [16] showed over-
heating induced dross. It is noteworthy that specimens in both cases
were free from acute overhangs. A recent numerical study by Ranjan
et al. [17] demonstrated that overheating behaviour associated with the
same overhang angle can vary significantly, depending on local ther-
mal conditions. These findings suggest that the relationship between
overhang and overheating is not straightforward. Hence, a TO method
which focuses directly on the issue of overheating will offer significant
advantages over geometry-based TO methods.

A detailed thermal L-PBF process model is required to capture the
overheating issues in a part during the additive fabrication process. It is
well known that L-PBF process models are computationally expensive
(see, for example, Denlinger et al. [18] and Keller and Ploshikhin [19]).
Moreover, integration of such elaborate models within TO is especially
cumbersome, as the simulation should be repeated for each design iter-
ation, and design sensitivities must be calculated in addition. Therefore,
developing simplified AM models which can capture essential aspects
of the thermal evolution is of paramount importance, making it possible
to integrate such models with TO. This leads to the so called physics-
based TO methods which incorporate to some extent the physics of the
AM process. Research presented by Amir and Mass [20] and Allaire
et al. [21] are examples of such approaches, where self-weight of the
manufactured part is considered in a layer-by-layer manner, mimicking
the real process. In the context of overheating control, Zhou et al.
[22] integrated simplified thermal AM simulation with density-based
TO for finding optimal supports, while keeping the part design fixed.
However, even with several simplifications, the computational cost
remained significantly high, even for a 2D implementation. More re-
cently, Boissier et al. [23] coupled a simplified thermal model with 2D
level-set TO where scanning path optimization is performed. Although
it provides insights about influence of scanning paths on temperatures,
it is expected that computational cost remains high. In this regard,
2

the simplified model presented by Ranjan et al. [17] which used a
localized slab based steady-state thermal analysis is suitable for detect-
ing overheating zones (hotspots) at relatively low computational cost.
Therefore, it has been integrated with density based TO and the concept
has been investigated in Ranjan et al. [24], where it is referred to as
hotspot TO. The aim of the present paper is to experimentally compare
the overheating tendencies associated with the hotspot TO design
against those observed for the designs obtained using other TO strate-
gies. In this context, the ‘AM-filter’ method presented by Langelaar [12]
and Langelaar [13], which is an example of geometry-based TO, and
standard TO without any AM constraint are considered for experimen-
tal comparison. For the experimental investigation, optical tomography
is used to monitor manufacturing conditions during fabrication.

Optical tomography (OT) is an in-situ technique to monitor the
L-PBF process and detect overheating resulting from the heat accumula-
tion. It is a camera-based measurement technique for the observation of
the thermal radiation over the process plane while the laser beam scans
the powder bed surface [25]. Deviations in the measured signals can be
derived from the OT images as implications of process anomalies where
internal defects can be formed in the manufactured products [26,27].
The detection of hotspots is of particular interest in this work for
the comparison of different TO strategies for avoiding overheating.
Additionally, to the best of our knowledge, this is the first research
study where a physics-based TO method is experimentally validated
using the OT technique.

The remainder of the article is organized as follows. The physics-
based hotspot detection method and formulation of overheating con-
straint are presented in Section 2. The simplified AM model which was
previously presented in Ranjan et al. [17] and Ranjan et al. [24] is
briefly summarized for completeness. Different TO strategies and the
test problem considered for comparing optimized designs are presented
in Section 3. The details associated with the experimental procedure are
given in Section 4, while the comparative results are presented in Sec-
tion 5. Finally, discussion and conclusions are presented in Sections 6
and 7, respectively.

2. Hotspot detection

Here, we first summarize our simplified L-PBF process model for
detecting heat accumulation. The model is taken from our previous
study [17] where several simplifications associated with thermal mod-
elling of the L-PBF process were investigated in context of detecting
overheating. It was established that hotspot detection is possible by
computationally inexpensive steady-state local thermal analyses near
the heat source [17]. Although the thermal fields in an actual L-PBF
process are more accurately predicted with a transient thermal model,
their integration with design optimization methods is highly cumber-
some as shown by Van Keulen et al. [28], making it computationally
intractable for real-size 3D parts. Consequently, the steady-state model
which correctly identifies overheating zones is a perfect candidate for
integration with topology optimization.

The part shown in Fig. 1(a) is used to demonstrate the simplified
L-PBF thermal model. This design results from an AM-filter geometry-
based TO method [13]. We purposefully choose this design for ex-
plaining the simplified model as it has several features with overhang
angles close to the threshold value of 𝜃cr = 45◦. Therefore, it enables
a close examination whether the same overhang angle leads to similar
overheating behaviour. Fig. 1(c)–(f) show subsequent stages of L-PBF
fabrication where the part is divided into a set of so-called slabs
epresented by yellow coloured bounding boxes with slab thickness 𝑠.

These slabs are defined such that subsequent slabs largely overlap,
compare for example, Fig. 1(c) and (d). The section of the part inside a
slab is subjected to a steady-state thermal analysis where the top surface
is subjected to a heat flux 𝐪0 (indicated by red arrows) and the bottom
of the slab acts as a heat sink (indicated by black boundary). These
boundary conditions are inspired by the L-PBF process where heat is

deposited from the top layer using a laser, while previously deposited
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Fig. 1. Simplified AM model for detecting heat accumulation using slabs [17]. (a) Part considered for explaining the method. (b) A solid slab used for obtaining normalized
temperatures is shown with corresponding temperature gradients. (c)–(f) Subsections of the geometry with contour levels of temperature attained with a steady-state thermal
analysis. For each slab heat flux is applied at its top (indicated by arrows) while its bottom acts as a heat sink (indicated by black boundaries). Part-powder interfaces are assumed
to be insulated. The maximum temperature for each material point is recorded and the resulting maximum temperature field is referred to as hotspot field 𝑇HS which is shown
from front (g) and back (h). The funnel shaped features which lead to high normalized temperatures are indicated with red arrows in (g).
layers and baseplate act as a heat sink. A list of simplifications which
are assumed in addition to the use of localized steady-state analysis is
given below:

• Laser scanning path is not considered for computational effi-
ciency, following layer-by-layer L-PBF modelling approaches [17,
29].

• Thermal properties are assumed to be constant and hence inde-
pendent of temperatures.

• Part-powder interface is assumed to be insulated as effective
conductivity for powder layer is reported to be around only 1%
of bulk conductivity [30,31].

• Phase transformations are not considered.
• Convective and radiative heat transfer from the top surface are

not considered.

In order to verify the usefulness of the simplified L-PBF model,
a brief comparison is presented between thermal predictions of the
simplified model and a higher-fidelity transient L-PBF simulation later
in Section 3.2.5. It shows that a model with these simplifications
can still correctly predict which design features are at the risk of
overheating. Additionally, a deeper and quantitative study of various
modelling simplifications is presented in Ranjan et al. [17] where
detailed rationalizations are provided about each of the above listed
simplification in the context of overheating detection.

Under these simplifications, the temperatures are calculated using
the 3D steady-state heat equation [32]. The partial differential equation
(PDE) is solved numerically using finite element analysis (FEA) and
3

resulting temperature fields are shown in Fig. 1(c)–(f). The details on
the finite element mesh for solving the thermal problems are given in
the next section. Due to the overlapping definition of slabs, every ma-
terial point is analysed multiple times within different slabs, leading to
multiple temperature values for each point. These temperatures depend
on the local effective conductivity of the neighbourhood and the maxi-
mum value attained for each point is attributed to the overheating risk
associated with that point. Due to the considered boundary conditions,
the maximum temperature for the steady-state thermal field always
occurs at the topmost layer of each slab. Therefore, temperatures found
at the topmost layer from each slab are assembled into a hotspot field
for the given geometry. The hotspot field for the considered geometry is
shown in Fig. 1(g) and (h) as seen from the front and back, respectively.
Note that all thermal fields are shown with a common scale ranging
from sink temperature 𝑇0 to the maximum value observed across all
slabs.

It is noteworthy that the funnel like features, marked with arrows
in Fig. 1(g), lead to high temperatures even though they comply with
the overhang design rule, yet their thermal response is not uniform. A
more quantitative analysis of the found hotspot field is given later in
Section 3.2.4, where hotspot fields for all topology optimized designs
are compared.

As the above summarized L-PBF model is a simplified steady-state
representation of the thermal interactions during the process, the result-
ing predictions do not quantitatively describe the actual temperature
field during the process. Instead, they simply give a qualitative in-
dication about the overheating risk associated with different design
features [17]. In order to formulate an overheating constraint in TO,
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a threshold value needs to be specified. Therefore, a normalization
step is introduced where temperatures from each slab are normalized
against those found using a solid slab containing no void with the
same thermal properties and subjected to the same thermal boundary
conditions. An example of such temperature field is shown in Fig. 1(b).
A solid slab with no void represents the ideal situation of unobstructed
heat flow. Thus, the hotspot temperatures normalized against such
a solid slab quantify the heat accumulation tendencies. This implies
that the normalized temperature is dimensionless and values greater
than 1 indicate overheating with increasing severity. Moreover, the
normalized temperature values are independent of the input heat flux
𝐪0, the sink temperature and the thermal conductivity as the solid slab
used for normalization has identical thermal properties and is subjected
to the same thermal boundary conditions.

The slab thickness parameter represents the thermal interaction length
𝜅 i.e., the distance up to which features influence the heat flow at
the newly deposited layer. For L-PBF, thermal interaction length is
significantly higher than the layer thickness [33]. From this observation
follows that subsequent slabs overlap each other considerably. The
slab thickness value depends on material and process parameters. For
example, a material with lower thermal diffusivity is better modelled
with thin slabs as compared to one with higher thermal diffusivity.
Alternatively, a slow moving laser would allow for more thermal in-
teraction time and hence, larger interaction distances. In Ranjan et al.
[17], using an analytical solution to the heat equation, it was shown
that thermal interaction length can be estimated as 𝜅 =

√

𝛼𝑡ℎ, where 𝛼
s the thermal diffusivity and 𝑡ℎ is the heating time for a given layer.
he heating time for a layer further depends on a number of factors, e.g.
layer area, laser speed, number of lasers etc. More recently in Ranjan
t al. [24], this concept was used for determining slab thickness in
ontext of TO and a detailed analysis was provided on the influence of
his parameter on TO results. In this paper, we used the same concept
o determine slab thickness and the methodology is summarized below
or the sake of completeness.

First, based on the building direction, maximum layer area 𝐴 is
etermined for the design domain which is then used for calculating
eating time as 𝑡ℎ = 𝐴∕ℎ𝑣, where ℎ is hatch spacing and 𝑣 is scan ve-
ocity. The parameters used in this study are reported later in Section 4.
ext, based on the concept of thermal characteristic length, slab thick-
ess is calculated as 𝜅 =

√

𝛼𝑡ℎ. The thermal diffusivity 𝛼 is calculated
using thermal properties reported at melting point temperatures [34].
This is motivated by the findings of Yang et al. [35] which showed
that using an 𝛼 value close to the melting point gives the best thermal
predictions when using temperature independent thermal properties.

3. Topology optimization

In this section, first the test problem considered for comparing
different TO strategies is introduced in Section 3.1. The mathematical
formulation for TO is also presented here and different TO algorithms
considered in this paper are described. The physics-based TO is ex-
plained in more detail than the other two more established approaches.
Next, the TO results for the test problem are presented in Section 3.2.

3.1. Test problem and TO approaches

In this paper, we consider topology optimized designs using three
different TO approaches, i.e., standard TO, hotspot TO (physics-based
TO) and AM-filter TO (geometry-based TO). As the main focus here is
to analyse the overheating tendencies of different designs during L-PBF
fabrication, the discussion is restricted to the commonly used linear
elastic compliance minimization problem with a volume constraint
which is a structural optimization problem.

The standard density based TO approach using SIMP interpola-
tion [2] scheme is applied as:

min ∶ 𝐶(𝝆) = 𝐮𝑇𝐊𝐮, (1a)
4

𝝆

Fig. 2. The test problem used for creating optimized designs using different TO
approaches.

subject to (1b)
𝑉 (𝝆)
𝑉𝑜

− 𝑓𝑜 ≤ 0, (1c)

𝐊𝐮 = 𝐟 , (1d)

𝟎 ≤ 𝝆 ≤ 𝟏. (1e)

Here, 𝐶 is the compliance, 𝐮 and 𝐟 are the arrays containing the
nodal displacements and forces, respectively, 𝐊 is the global stiffness
matrix, 𝝆 is the array of design variables assigned to FE elements,
𝑉 (𝝆) and 𝑉0 are the total material volume and design domain volume,
respectively, and 𝑓𝑜 is the maximum volume fraction allowed in the
design domain. The optimization problem is initiated with uniform
density of 𝝆 = 𝑓𝑜. The density filtering scheme presented by Bruns and
Tortorelli [36] is used with filter radius 𝑅 = 2 mm in order to control

inimum feature size and avoid checkerboarding. The Matlab 3D TO
mplementation presented by Liu and Tovar [37] is used for solving this
ptimization problem while the method of moving asymptotes (MMA)
s used as the optimizer [38].

A cantilever loading case is considered with a design domain with
imensions 120 × 40 × 40 mm as shown in Fig. 2. Here, a 40 N load
s uniformly distributed over the lower front edge while the back face
𝑥 = 0) remains fixed. The domain is discretized using isoparametric
ubic 8-node finite elements with tri-linear shape functions with 120,
40 and 40 elements in 𝑥, 𝑦 and 𝑧 directions, respectively. All common
TO parameters are listed in Table 1. Note that Fig. 2 only presents
the design domain and the resulting optimized cantilever beams are
presented later in Section 3.2.

In case of the physics-based TO, an additional constraint is formu-
lated which is referred to as the hotspot constraint. It is added in the
standard optimization problem given in Eqs. (1) and its formulation
is explained below. During physics-based TO, each intermediate de-
sign is subjected to the hotspot analysis described in Section 2. The
structured mesh used for solving the structural problem is also used
for the thermal analysis. All normalized temperatures from the hotspot
analysis are stored in an array denoted as �̂�. In order to avoid local
overheating, it is required that the normalized temperatures should
not exceed a critical value �̂� cr, i.e. max(�̂�)≤ �̂� cr. Note that the max
operator is non-differentiable whereas a smooth operator is required for
calculating the sensitivities needed in gradient based TO. Therefore, a
P-mean aggregation is performed over the array �̂� to define the hotspot
constraint:

𝑔 =

[

1
𝑛�̂� cr

𝑛
∑

𝑖=1
�̂� 𝑃
𝑖

]
1
𝑃

− 1 ≤ 0. (2)

Here, �̂�𝑖 is the 𝑖th member of array �̂�, 𝑃 is the exponent used for
defining the P-mean and 𝑛 is the total number of nodes considered.
Recall that the maximum temperature always occurs at the topmost
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Fig. 3. Schematic illustrating the hotspot TO framework and critical temperature calibration. (a) The steps associated with the TO algorithm with additional hotspot analysis and
constraint. (b) 2.5D wedge geometries are used to determine associated �̂� cr with a particular 𝜃cr.
Table 1
Topology optimization parameters.

Poisson’s ratio 0.3
SIMP penalization 3.0
Volume fraction 𝑓𝑜 0.3
P-mean exponent 𝑃 15
Slab thickness 𝑠 (mm) 12
No. of iterations 200

layer of each slab, hence, only top nodes from each slab are considered
in the aggregation. The sensitivity derivation for the hotspot constraint
is presented in Appendix A.

For determining the critical normalized temperatures �̂� cr, a cali-
bration step was proposed in Ranjan et al. [24] which is used here.
Typically, a critical overhang angle for a given L-PBF system is deter-
mined by experimental studies [5,6]. Here, an L-PBF system refers to
a combination of material and process parameters and such empirical
studies basically signify that the thermal conditions while manufactur-
ing overhangs with an overhang angle 𝜃 < 𝜃cr can lead to fabrication
difficulties. In order to determine the critical overhang angle for a
system, it is a common practice to use a 2.5D wedge shape where a
2D wedge with a certain overhang angle is simply extruded in the out-
of-plane direction [5,6]. Following a similar approach for numerically
determining �̂� cr, the calibration step presented for 2D wedges in Ranjan
et al. [24] can be directly applied to 3D. Wedge-shaped geometries, see
Fig. 3(a), with varying wedge inclinations were subjected to hotspot
analysis and corresponding normalized hotspot temperatures were used
as �̂� cr. It is worth emphasizing that this does not correspond to geomet-
rically prohibiting overhanging features less than a specific overhang
angle, as it is done in the geometry-based approaches [12]. Instead,
the thermal behaviour associated with an overhanging feature is used to
set the hotspot temperature threshold. A schematic is shown in Fig. 3
where the calibration process is pictorially presented in (a) while (b)
shows how the hotspot constraint is integrated with the TO process.
Using this calibration step, �̂� cr for three different values of 𝜃cr, i.e., 40◦,
45◦ and 50◦, are found to be 2.5, 2.1 and 1.8, respectively. These values
are later used in Section 3.2.3.

Next, it was highlighted in Ranjan et al. [24] that when a hotspot
constraint is implemented in combination with standard TO, this may
result in designs with significant amount of intermediate densities.
A design with high fractions of intermediate densities becomes prob-
lematic for fabrication [2]. In order to solve this issue, the robust
formulation presented by Wang et al. [39] and Sigmund [40] was used
with 𝑅 = 5 mm. Slab thickness 𝑠 = 12 mm is used for all the cases,
calculated in accordance with the concept of thermal characteristic
length using the constant thermal properties of Inconel 718 at melting
point.
5

Lastly, the AM-filter TO presented by Langelaar [12] is considered
as an example of geometry-based overhang control TO method. The
method basically imposes a progressive layer-wise filtering scheme
during TO iterations which results in fully self-supported optimized
designs. In this regard, the basic TO problem remains the same as
outlined by Eqs. (1) while one additional filtering step is added. For
the details of the mathematical formulation of AM-filter, readers are
referred to Langelaar [13] and Langelaar [12].

3.2. Optimized TO designs and hotspot fields

In this subsection, all the topology optimized designs which are
subsequently fabricated and monitored using OT are presented. The
density fields obtained from TO are post-processed for visualization by
extracting iso-surfaces with a threshold value of 0.5. As the standard
TO result is used as a benchmark for comparing compliances of the
optimized designs, it is presented first with compliance referred to as
𝐶ref. A comparison of hotspot fields for all TO designs is presented in
Section 3.2.4.

3.2.1. Standard TO
Fig. 4 shows the optimized beam while a section view with a

sectioning plane at 𝑦 = 20 mm is also given for clear visualization of
inner features. The build direction (𝑧) is marked and it is evident that
there is a long overhanging feature near the top region of the design
(marked in red). It is expected that fabrication of such a long overhang,
without any supports, will be extremely problematic due to excessive
heat accumulation.

3.2.2. Geometry-based TO for overhang avoidance
The test problem given in Section 3.1 was optimized in the original

paper by Langelaar [12] and the resulting design is presented in Fig. 5.
In order to clearly visualize the optimized design, a section view at
𝑦 = 20 mm is also presented. The method uses a structured mesh
with cubic elements leading to 𝜃cr = 45◦. It is evident that the
AM-filter design is free from the extensive overhangs present in the
standard TO design and it is expected that it can be realized without
the need of any additional supports. Typically, inclusion of additional
process constraints into the TO process leads to reduced performance,
i.e. higher compliance (for this case). This is seen as a compromise
between manufacturability and design freedom. Between the standard
and AM-filter TO designs, remarkably the latter slightly outperforms
the former. This has also been observed previously [12] and is caused
by potentially finding a better local optimum in combination with a
reduction of intermediate density elements at the structural boundaries,
due to the applied filter. Lastly, as highlighted in Section 2, this design
contains several funnel shaped features, where the overhang angle is
close to the limiting value, i.e. 𝜃cr = 45◦.
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Fig. 4. The optimized beam using standard TO outlined by Eqs. (1) with 𝐶 = 𝐶ref.
The highlighted red region shows significantly long overhangs that are present in this
design.

Fig. 5. The optimized design found using AM-filter [12] with 𝐶 = 0.92𝐶ref. It is
evident the method ensures manufacturability by avoiding long overhangs, present in
the standard TO design.

3.2.3. Hotspot TO
For the TO with hotspot constraint, three different values of �̂� cr are

used based on three values of 𝜃cr, i.e., 40◦, 45◦ and 50◦. As presented
in Section 3.1, �̂� cr for 40◦, 45◦ and 50◦ are found to be 2.5, 2.1 and
1.8, respectively. This leads to three optimized designs shown in Fig. 6
with �̂� cr used for 40◦, 45◦ and 50◦. In the remainder, these designs
are referred to as HS XX, where XX denotes the overhang angle used
for setting up �̂� cr. HS 40, HS 45 and HS 50 are shown in Fig. 6(a)–
(c) while their section views are shown in Fig. 6(d)–(f), respectively.
The HS 45 design is later compared with the AM-filter design as both
are based on 𝜃cr = 45◦ as threshold. The final compliances for HS
40, HS 45 and HS 50 are found to be 𝐶 = 2.3𝐶ref, 𝐶 = 2.6𝐶ref and
𝐶 = 3.2𝐶ref, respectively. The compliances show an increasing trend
with higher 𝜃cr or lower �̂� cr implying that a stricter constraint leads
to reduced design freedom and hence, a performance penalty. This was
also previously discussed in Ranjan et al. [24]. Next to the restriction
imposed by the hotspot constraint itself, unlike the standard and AM-
filter design, the hotspot TO process requires a robust formulation. This
results in additional restrictions on minimum length scale and solution
space [39]. The difference in mechanical performance is therefore
expected. However the primary focus on this paper is on the differences
6

in thermal behaviour during printing between designs produced by the
three TO methods, as analysed below.

3.2.4. Comparison of hotspot fields
This section is divided into three sets of comparisons between

hotspot fields of the presented TO designs. The first set compares
standard TO, AM-filter and HS 45 designs, with their corresponding
hotspot fields shown in Fig. 7(a)–(c). For sake of comparison, all
normalized temperatures are scaled between 0 and the maximum value
obtained across these designs which is found to be �̂� = 11.6 for standard
TO. It is clearly seen that the long overhang towards the back of the
standard TO design leads to extremely high normalized temperatures.
Contrary to this, the other two designs remain significantly cooler,
signifying that both geometry and physics-based TO methods enhance
printability. However, since both AM-filter and HS 45 designs are at
significantly lower normalized temperatures compared to the standard
TO, it is difficult to compare between Fig. 7(b) and (c). Therefore, in
Fig. 7(d)–(f), these two designs are shown again but with normalized
temperatures scaled between 0 and 4.2, which is the maximum value
obtained for AM-filter design. For the AM-filter design, the funnel like
features which remain close to the threshold overhang angle value of
45◦ lead to high normalized temperature values in Fig. 7(d). Note that
the critical temperature found for 𝜃cr = 45◦ using the calibration step is
�̂� cr = 2.1, which is used for defining hotspot constraint given by Eq. (2).
However, normalized temperatures for the AM-filter design exceed this
value, signifying that this design violates the hotspot constraint. The
AM-filter design with regions which overshoot beyond the �̂� cr = 2.1
are highlighted in Fig. 7(e). Compared to this, the HS 45 design,
shown in Fig. 7(f), remains below the highest value prescribed by the
hotspot constraint. Lastly, for presenting the thermal gradients within
the hotspot TO designs and highlighting the influence of �̂� cr, HS 40, HS
45 and HS 50 designs are shown in Fig. 7(g), (h) and (i), respectively.
Here, normalized temperatures are scaled between 0 and the maximum
value attained for each design. It is evident that short near-horizontal
overhangs which do not violate the hotspot constraint are allowed to
exists in these designs.

3.2.5. Evaluation using higher fidelity transient L-PBF model
In order to evaluate the thermal performance of different optimized

designs and to verify the performance of the simplified L-PBF model,
the three designs are subjected to a higher fidelity transient L-PBF
simulation based on a layer-by-layer deposition strategy. Unlike the
simplified approach, this model considers losses due to convection and
radiation. Moreover, variation of thermal properties with respect to
temperature is also considered. Details about the process parameters
used for higher fidelity simulation can be found in Ranjan et al. [17].
The material properties for Inconel 718 are taken from Agazhanov et al.
[34].

Following the same logic presented while discussing the simplified
steady-state L-PBF model, the maximum temperature is picked for each
spatial point across all time steps for preparing the hotspot field for
each design. Fig. 8 shows the found hotspot fields for the standard TO,
AM-filter and HS 45 designs. In order to compare, 8(a), (b) and (c)
present the results with common temperature scale ranging between
baseplate temperature and maximum attained for standard TO part.
Regarding hotspot location and relative intensity, the higher fidelity
simulation results are in agreement with those shown in Section 3.2.4
where the simplified model detected the worst hotspot in the standard
TO design. Next, in order to highlight the gradient within the part,
8(e) and (f) show the temperature fields ranging between baseplate
value and maximum obtained for AM-filter and HS 45, respectively.
Again, it can be observed that funnel shapes for the AM-filter design are
identified as hotspots with maximum temperature occurring at same lo-
cations as predicted by the simplified steady-state model (see Fig. 1(g)).
However, a deeper comparison between 8(e) and Fig. 1(g) shows that
overall spatial distribution of hotspot temperatures is different when
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Fig. 6. The optimized beam using hotspot TO presented in Section 2. These designs use three different critical normalized temperatures and hence, are referred to as HS XX, where
XX stands for the overhang angle used to set critical temperature. Using this nomenclature, designs shown in (a) HS 40 is found using �̂� cr = 𝑓 (𝜃cr = 40◦) resulting in 𝐶 = 2.3𝐶ref
(b) HS 45 is found using �̂� cr = 𝑓 (𝜃cr = 45◦) resulting in 𝐶 = 2.6𝐶ref (c) HS 50 is found using �̂� cr = 𝑓 (𝜃cr = 50◦) resulting in 𝐶 = 3.2𝐶ref. Section view with section at 𝑦 = 20 mm are
given in (d) (e) and (f) for HS 40, HS 45 and HS 50, respectively.

Fig. 7. Hotspot fields obtained for (a) standard TO design (b) AM-filter design (c) HS 45 design. For the sake of comparison, all three fields are shown with a common normalized
temperature scale with values ranging between 0 and maximum value obtained for these designs. For a closer comparison between AM-filter and HS 45 designs, same hotspot
fields are presented again in (d) and (f), respectively, with normalized temperature scale ranging between 0 and maximum value obtained between these two designs. The regions
of AM-filter design which violate the hotspot constraint with �̂� > �̂� cr(𝜃cr = 45◦) are highlighted in (e). Lastly, individual hotspot fields for HS 40, HS 45 and HS 50 designs are
shown in (g), (h) and (i), respectively.
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Fig. 8. The hotspot fields obtained using higher fidelity transient L-PBF simulation. (a) Standard TO (b) AM-filter and (c) HS 45 designs are shown with fields ranging between a
common scale for comparison. The same designs are shown again from the back side with (e) AM-filter and (f) HS 45 designs hotspot fields ranging between baseplate temperature
and maximum value obtained within respective designs.
found using simulation with different fidelity. The primary reason for
this discrepancy is the gradual accumulation of heat that occurs as
layers are deposited. A simplified steady-state model misses this aspect
and hence only highlights the features which are responsible for local
overheating. Nevertheless, in context of TO, the simplified model is able
to capture crucial worst-case scenario information in an inexpensive
manner, hence making it suitable for TO integration. Finally, using the
higher fidelity simulation, it can be observed that HS 45 design shows
lowest peak temperature of the three designs.

4. Experimental procedures

The L-PBF experiment was conducted using an EOS M290 machine
equipped with a continuous fibre laser of maximum 400 W powder
output. The feedstock powder used was Inconel 718 powder supplied
by Höganäs Germany GmbH, with particle size ranging from 15 μm to
45 μm. The platform pre-heating temperature was set at 80 ◦C. The
process chamber was flooded with argon gas and the oxygen level was
kept under 1000 ppm throughout the build process. The parts were
built with 310 W laser power, 800 mm/s laser scan speed, 0.11 mm
hatch distance and 80 μm layer thickness. This set of parameters was
previously optimized for nearly full density and high production speed.
A stripe scan strategy was employed with a stripe width of 10 mm
and 0.12 mm overlap between stripes. In each layer of the process,
the laser scanning of the stripes is specified to traverse against the gas
flow direction. The motivation behind this is to minimize the chances
of process by-products being directed by the gas flow towards the
laser scan pathway. This is achieved using the option available in
EOSPRINT 2.8 software named as ‘flow optimization’. Another machine
feature named as ‘downskin parameter settings’ allows to automatically
regulate laser power near overhanging features for better control of
overheating. However, it was disabled for our experiments in order to
clearly see and compare the overheating tendencies in different design
features.

Three separate build jobs were run with build chamber configura-
tions shown in Fig. 9. The first one is shown in Fig. 9(a) and referred
to as Build 1. It comprised of five parts including the standard TO
8

part, the three parts designed by the hotspot TO method, and the AM-
filter TO part. As seen in Fig. 9(a), the parts were placed close to one
another and occupy a large portion of the build area. It was found that
the processing conditions deviated for the parts that extended to the
edges and corners of the build plate. Similar observations have been
reported in literature for other L-PBF systems [41–44]. For the EOS
M290 machine used in the present study, the lower bottom corner
(close to powder overflow and gas outlet) and the top right corner
(close to the gas inlet and powder dispenser chamber) of the build
area where the AM-filter part and the HS-TO 40 reside (see Fig. 9(a))
show re-occurrences of random hotspots throughout the build height.
This could lead to local overheating issues not strictly related to the
geometric layout of the part. Considering this, two more build jobs
were run with two selected parts, namely the AM-filter part and the
HS 45 part, placed at the centre of the build plate. These two are the
most interesting samples in terms of overheating monitoring as they
provide a direct comparison between a geometry-based method and
a physics-based method. Note that, both relate to 𝜃cr = 45◦ with the
former explicitly prohibiting overhangs lower than 𝜃cr while the latter
uses the thermal conditions associated with 45◦ overhang as a threshold
for overheating. The second and third build, referred to as Build 2 and
3, respectively, have different orientations between the part edges and
the re-coating direction, see Fig. 9(b) and (c). This is motivated by the
desire of examining the influence of re-coater direction on the OT data.

The experiments were monitored by an EOSTATE Exposure OT
(optical tomography) system. The OT camera records near infrared
radiations from the process area with an sCMOS camera having a
band-pass filter at 900 nm ±12.5 nm. The sCMOS camera takes a long
exposure image of the entire build area for each layer of the process
with each pixel of the image corresponding to an area of 125 μm ×
125 μm. Considering the build area is 250 mm × 250 mm, there are
2000 × 2000 pixels in each OT image. All images are stored in 16 bit
format, hence the data ranges between 0 and 65 535. Due to this, this
highest value of 65 535 is used as a normalization parameter so that
all OT values are scaled between 0 and 1. The OT values from these
images basically correspond to the integrated radiation over the period
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Fig. 9. Build layout for the three experiments with 𝑋, 𝑌 and 𝑍 representing the global co-ordinate axes for the build chamber. (a) Build 1 comprising five parts: Standard TO,
AM-filter, HS 40, HS 45 and HS 50. (b) Build 2 with two parts: AM-filter and HS 45 such that long edges for the parts are oriented at +15◦ with respect to 𝑋 axis. (c) Build 3
with two parts: AM-filter and HS 45 such that long edges for the parts are oriented at −15◦ with respect to 𝑋 axis.
Fig. 10. Image of built parts in Build 1 configuration. The red arrow indicates the
long overhang in standard TO part which caused recoater jamming. The thin wall in
HS 40 design, marked with a red circle, fractured due to recoater collusion.

of time for each layer deposition. Hence, it is directly related to the
total radiated energy over time and is thus an indication for overheating
during the L-PBF process.

5. Results

Fig. 10 shows all the built parts in the Build 1 configuration where
the long overhang of the standard TO part is marked with an arrow.
There are a total 500 layers in each part, calculated as part height
(= 40 mm) divided by layer thickness (= 0.08 mm). Each layer is
recorded as one OT image which, when piled on top of each other,
leads to a 3D data set with resolution of 2000 × 2000 × 500 voxels
for the entire build chamber. Using the known location of samples,
data corresponding to every sample is first extracted. Recall that each
sample measured 120 mm × 40 mm × 40 mm and voxel size in 𝑥 and
𝑦-axes is 125 μm while that in 𝑧-axis is 80 μm. It can be worked out
that this leads to a resolution of 960 × 320 × 500 voxels in 𝑥, 𝑦 and 𝑧
directions, respectively, for each sample. This gives total 150 million
voxels for each part. In order to conveniently visualize the 3D dataset,
a convolution operation is performed over each layer where 3 and 2
voxels are averaged together in 𝑥 and 𝑦-directions, respectively. This
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operation leads to a 3D dataset with 26 million voxels and makes it
possible to easily visualize the obtained data. Note that this convolution
operation is done only for the 3D visualization purpose while all other
data analysis operations are performed on the non-convoluted data set.

The visualizations of 3D OT data is presented in Section 5.1. From
the visualizations, it is found that the scanning strategy directly influ-
ences the OT values. This effect is discussed in detail in Section 5.2.
Lastly, the data is used for comparing the overheating tendencies of
different designs and a quantitative discussion is given in Section 5.3.

5.1. Data visualization and first impressions

Fig. 11 presents the 3D OT data fields obtained using the afore-
mentioned convolution operation. The data is only shown for values
ranging between 0.5 and 1 as lower values are less significant and
obstruct the visualization of critical hotspots. As the standard TO makes
no consideration for the manufacturability of the L-PBF design, it is
as expected that some process issue would occur. In the experiment,
the standard TO part experienced severe overheating, which led to
significant thermal distortion and collision with the recoater. The build
process was interrupted when a significant thermal distortion happened
at the left edge of the TO part as the recoater was jammed at the
raised edge, as indicated in Fig. 10. The building of the standard TO
optimization was then cancelled manually at a build height of 34.7 mm
(layer no 433) and the building of the remaining four parts continued.
The 3D OT data field for standard TO design obtained from Build 1
is shown in Fig. 11(a) (front) and (d) (back). High OT values close to
1 can be seen near the long overhang. This is in accordance with the
hotspot field presented in Fig. 7(a) where this long overhang caused
high normalized temperatures. Lastly, the thin wall at the back of the
HS 40 part fractured due to recoater collision, encircled in Fig. 10.

Further, as discussed in Section 4, the OT data for the AM-filter
part obtained from Build 1 contained random noise due to improper
gas flow. Also, it was found by comparing the data from Build 2 and 3
that part orientation with respect to re-coater has negligible effect on
OT data. Hence, data from Build 2 and 3 were averaged for creating
visualizations shown for AM-filter and HS 45 parts in Fig. 11(b),(e) and
(c),(f), respectively. It can be seen in the AM-filter design that funnel
shaped 45◦ overhangs indeed lead to high OT values, i.e. they remain
at higher temperature for longer duration. This is in direct accordance
with the hotspot fields shown in Fig. 7(e) where these funnels were
identified as zones of heat accumulation using simplified L-PBF model.
Lastly, as a first observation, the HS 45 degree design shows reduced
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Fig. 11. Visualization of convoluted OT data for (a) and (d) Standard TO design obtained through Build 1 (b) and (e) AM-filter design obtained by averaging over Build 2 and 3
(c) and (f) HS 45 design obtained by averaging over Build 2 and 3. Here, only data above 0.5 is shown as it represents the possibility of overheating.
intensity of high OT values. A more quantitative comparison is given
in Section 5.3.

A close observation of the 3D hotspot fields for AM-filter and HS
45 parts reveals that one side of overhanging features shows a higher
tendency for overheating than the other side, even though, the parts
are symmetrical. For example, note that in Fig. 11(e), one side of the
funnels manifest high OT intensity (indicated by red arrow) while the
other symmetric side shows a lower intensity. A similar observation can
be made for HS 45 in Fig. 11(c) and (f). This directional distribution of
overheating is found to be caused by scanning strategy and the effect
is discussed in detail in the next section.

5.2. Influence of short hatches

As the local heat transfer conditions varies with part geometry, the
OT values are found to be higher at overhangs which is in accordance
with the simplified L-PBF thermal model. However, the overhangs are
not the only source of hotspots in the OT images and it is found
that high OT values or local overheating can also be caused by short
scanning vectors. Fig. 12(a) shows a schematic presenting the scanning
strategy used in this experiment. Here, the stripe scan strategy divides
the exposure area into a number of stripes with a fixed width of 10 mm
as specified by the operator. The scan vectors are placed perpendicular
to the strip boundaries and the laser moves in a serpentine pattern
shown in Fig. 12(a) starting from point S and terminating at point E.
Inevitably there are shorter converging scan vectors at the corners and
edges of the parts where a scan terminates, one such point marked by E
in Fig. 12(a). In a short-hatched corner, the laser scans back and forth in
a confined zone for a shorter period of time, allowing less time for heat
extraction from the melted zone. The laser heat therefore accumulates
locally and creates a hotspot. The starting spot for the laser, marked
as point S, also remains in vicinity of short hatches. However, in this
case, the scan vectors are increasingly larger, allowing more time for
heat dissipation. This leads to asymmetrical heat accumulation towards
the end of the laser path.

An OT image of layer number 456 for the AM-filter part is shown
in Fig. 12(b). Here, this asymmetrical effect is clearly seen with high
OT values only on one side of the overhangs. It is noteworthy here
that high OT values in Fig. 12(b) are a combined effect of an overhang
feature as well as short hatches. Another OT image for layer number 16
is shown in Fig. 12(d). Here also short hatches are present similar to
layer number 456. However, they alone do not lead to high OT values,
signifying the role of overhangs. Although, in case of thin features,
hatches are inevitably short and they alone can cause high OT values.
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For example, the thin wall marked in Fig. 12(c) shows high OT values
mainly due to short hatches. The stripe orientation is rotated by 67◦

between neighbouring layers. Therefore, the location of short hatches
keeps changing for consecutive layers. It is inevitable to avoid short
hatches and it is desirable that a design should not manifest overheating
even with presence of short hatches.

5.3. Comparison for evaluating overheating behaviour

In this subsection, data analysis is done on the OT values found for
the AM-filter and HS 45 designs. As discussed earlier, data from Build
2 and 3 is averaged for both the samples while data from Build 1 is
not considered due to noise. In order to analyse the spatial distribution
of OT data inside the samples, the normalized data is divided into
packets of equal size and the volume it occupies in different designs is
compared. This gives an idea about which design has a larger density
of high OT values signifying that a larger portion of it remained at an
elevated temperature for a longer duration during the build. Fig. 13(a)
presents this comparison where the percentage range of the OT data
is marked on the horizontal axis and the corresponding percentage
volume it occupies is shown in form of a bar chart. Once again, data
above 0.5 or 50% is used as it more critical and signifies possible
overheating. Moreover, Fig. 13(b) shows a closeup view for the same
bar chart for data above 70% as this is most critical for overheating. The
error bars signify the range of variation in corresponding percentage
volumes across Build 2 and 3. It is evident that for any given range
of OT data, the HS 45 design occupies less volume than that of the
AM-filter design. Also, it can be calculated by adding up percentage
volumes that 20% of the AM-filter volume is above 50% of the OT data
while only 12% volume is above 50% for HS 45 design.

Due to the gas flow issues with Build 1, the HS 40 design which
was placed in the top right corner suffered from noisy OT data, making
it difficult to draw any conclusions. The HS 50 design data from Build
1 was analysed and it showed a lower density of high OT values as
compared to HS 45, with 9% volume occupying OT data with 50%
value. This is as expected since increasing �̂� cr makes the design less
prone to overheating.

5.4. Correlation with defects

In order to analyse the correlation between overheating and part
quality, an investigation is carried out focused on identification of
defects within the printed parts. It is reported in the literature that
the excess energy deposited due to overheating can lead to keyhole
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Fig. 12. Influence of short hatches on OT data. (a) A schematic representation of the scanning strategy used in this experiment where entire layer is first divided into number of
stripes which are then scanned using a serpentine path. Short and converging hatches lead to local heat accumulation in vicinity of point E. (b) OT image for layer number 456
demonstrating high OT values near overhanging feature due to short hatch effect. (c) The 3D OT data field for AM-filter part showing the directional increase in high OT values
due to short hatch effect. The front thin wall also shows high OT values due to short scanning vectors. (d) OT image for layer number 16 demonstrating that short hatches alone
do not cause high OT values.
Fig. 13. Comparison of OT data distribution by part volume it occupies for the AM-filter and the HS 45 designs. The results are averaged over the data obtained from Build 2
and 3. The error bars indicate the variation in the values of percentage volumes over both the builds. (a) shows data above 50% while (b) highlights the distribution for data
above 70% as it is more critical from the context of overheating.
porosity [45,46]. Hence a quantitative analysis of porosity is performed
to identify the relationship between defects and overheating indicated
by high OT values. For this purpose, the fabricated pieces were cut
using Electron Discharge Machining (EDM) to obtain multiple cross-
sections for analysis of defects. The samples were mounted in polymer
resin, ground and polished to obtain mirror-finish following standard
metallographic sample preparation steps. Optical images were taken
using a ZEISS-AxioScope7 optical microscope across the entire cross
sections of samples by taking consecutive images with 10% overlap
between each. The images were then combined to form a single image
file for analysis.

Fig. 14 shows the AM-filter part with cuts marked at 𝑥 = 1.5 mm,
3.0 mm, 5.2 mm, 24.6 mm and 𝑥 = 44.6 mm and these sections are
subsequently labelled as AAM,BAM,CAM,DAM and EAM, respectively. The
cross-section locations are decided based on the OT observations such
11
that defects can be analysed across a wide range of OT values. As
suggested by thermal simulations in Section 3.2.4 and observed by
OT experiments in Section 5.1, the funnel like shapes in the AM filter
designs are identified as thermal bottlenecks. Hence, they are selected
for analysis in the obtained cross-sectional images. In Fig. 14, the OT
data maps corresponding to the cross-sections are presented. In order
to adequately quantify the OT values associated with a particular cross-
section, first a thresholding operation is performed. Since focus here
remains on keyhole defects which are typically associated with excess
energy deposition, it was deemed suitable to use a high threshold value
of 0.8. Recall that OT values ranges between 0–1 while the population
density of high OT values on a cross-section signifies the level of
overheating. Therefore, to quantify a cross-section’s OT value, the area
of the cross-section where the OT values are above the threshold value
0.8 is multiplied with the mean OT value of this area and indicated
by 𝑂𝑇 . The corresponding 𝑂𝑇 values are given in Fig. 14 for each
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Fig. 14. The AM-filter part is cut at 5 sections locations at 𝑥 = 1.5 mm, 3.0 mm, 5.2 mm, 24.6 mm and 44.6 mm on the 𝑦 − 𝑧 plane. The OT maps for the funnel like shapes are
shown and labelled in sequence of increasing 𝑥 coordinates. The critical OT area 𝑂𝑇 and total area of the funnel shapes 𝐴 are also provided in mm2 for each cross-section.
Fig. 15. The HS 45 part is cut at 4 locations at 𝑥 = 1.5 mm, 46.5 mm, 57.0 mm and 𝑦 = 20.0 mm. The OT maps for the sections are shown and these sections are labelled as AHS to
CHS with increasing 𝑥 coordinates while the section along 𝑥 − 𝑧 plane is numbered as DHS. Note that cross-section B and C provide two disjointed sub-sections each and they are
treated as an individual section, referred to as ‘1’ and ‘2’ in the analysis. Here, cross-section AHS shows relatively highest OT values while all other cross-sections have considerably
low OT values. This is also exemplified by the 𝑂𝑇 values provided for each cross section. Lastly, the surface area 𝛺 of the region enclosed within the dotted rectangles are also
reported. Both 𝑂𝑇 and 𝛺 are in mm2.
cross-section and it can be seen that cross-section AAM shows highest
𝑂𝑇 value. Similarly, the HS45 sample was cut at 4 locations located at
𝑥 = 1.5 mm, 46.5 mm, 57 mm and 𝑦 = 20 mm as shown in Fig. 15. These
are labelled as AHS,BHS,CHS and DHS and note that cross-section CHS and
DHS provide two disjointed sub-sections that are treated individually
for the analysis, hence in total six cross-sections are analysed. The OT
maps, critical OT area and 𝑂𝑇 values are also marked in Fig. 15. Lastly,
the total areas 𝛺 associated with the cross-sections are also reported
and used for defect calculation explained below.

The images for AAM and BAM are shown in Fig. 16(a) and (b),
respectively, while that for AHS is presented in Fig. 16(d). Here, only
12
images corresponding to the three highest critical OT area values 𝑂𝑇
are presented for the sake of brevity while all remaining images are
provided as supplementary material. In order to quantify the amount
of porosity, the cross-section images are subjected to a Matlab based
boundary tracing algorithm and pore boundaries found are indicated
in red colour in Fig. 16. The image resolution is such that each pixel
measures 0.88 μm ×0.88 μm. In order to develop a quantitative measure
of porosity associated with each cross-section image, first a shape
analysis step is carried out which uses the concept of Feret diameter
𝑑𝑓 for classifying pores as defects [47]. The Feret diameters associated
with pore shapes are calculated using the boundary information and
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Fig. 16. Cross-sectional images obtained for (a) AAM (b) BAM (c) CAM (magnified to highlight defects) and (d) AHS. A Matlab based boundary tracing algorithm is used to identify
pores indicated in red colour.
then pores with 𝑑𝑓 larger than 10 μm are considered while others
are discarded. Fig. 16(c) highlights two such pores from the image
obtained from CAM where large pores near the overhang surface can
be observed. Such pores can induce stress concentration and adversely
influence mechanical properties [45]. A parameter called pore area
fraction is calculated for every cross-section. It is given by

∑𝑛
𝑖=1 𝑎𝑖
𝛺 where

𝑎𝑖 represents area of the 𝑖th pore associated with a particular cross-
section while 𝛺 represents total area of the cross-section. The areas
for every cross-section are reported in Figs. 14 and 15. Given the
stochastic nature of pore formation, it is deemed more appropriate to
consider sections with similar area values across samples. Therefore,
sub-sections are considered from the larger sections of HS 45 design
so that the considered areas are similar to that of AM-filter design.
These sub-sections are marked on the OT maps in Fig. 15 using dotted
rectangles and areas of the regions enclosed within these rectangles are
also reported. It is ensured that these sub-sections also encapsulate high
OT regions.
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Finally, Fig. 17 shows the variation of pore fraction area with
respect to critical OT area for all 11 sections from both designs. The
data points in red are from the AM-filter design and data points in
green belong to the HS 45 design. It can be observed that propensity
of pore formation increases with increasing regions of high OT values.
For example, AM-filter cross-section A𝐴𝑀 in Fig. 14 has the largest 𝑂𝑇
value and is reported to have the highest pore area fraction as well. On
the other extreme, it can be seen that sections with lower 𝑂𝑇 values
tend to have a lower pore area fraction, signified by the data points
located in the lower left corner of Fig. 17. However, the data points
located in between these two extremes show a less consistent pattern.
The results presented here show a broad trend which is consistent
with the common understanding that higher energy density or high
OT values will increase the likelihood of pore formation. Nevertheless,
it is well-known that local melt-pool physics significantly influence
the mechanism of keyhole formation and there could be factors other
than geometry-induced local overheating which could influence pore
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Fig. 17. The variation of pore area fraction with respect to respective critical OT area
𝑂𝑇 . It is evident that 𝑂𝑇 values for HS 45 cross-sections remain on the lower side
esulting in lower pore formation as compared to the AM-filter design.

ormation, for example, anomalous behaviour of gas flow [45]. These
ffects require further investigation which is beyond the scope of this
aper.

. Discussion

The reported experimental investigation demonstrates that the pro-
osed physics-based hotspot TO method can efficiently generate de-
igns which are less prone to overheating and are less likely to manifest
he defects associated with overheating, such as porosity. On the other
and, widely popular geometry-based TO schemes do not ensure over-
eating avoidance as the thermal behaviour is not uniquely linked with
verhang angles. In order to emphasize this point, Fig. 18(a) and (b)
how the AM-filter and HS 45 designs, respectively, with STL facets
hich have overhang angles less than 𝜃cr = 45◦ marked in red colour.

t is evident that AM-filter design is largely free from such overhang
iolations and the combined area of such facets for AM-filter design is
ound to be 248 mm2. Note that all such facets are near the baseplate
nd it is suspected that these are results of iso-surface extraction as the
M-filter strictly prohibits such facets. Contrary to this, the combined
rea of facets with overhang angles less than 𝜃cr = 45◦ for the HS 45
esign is 438 mm2 and these facets are located in multiple zones. In spite
f this, as shown in Sections 5.3 and 5.4, the trend for overheating is
pposite where the HS 45 design has a lower density of high OT values.
his is due to the funnel shapes (marked with arrows in Fig. 18(a))

n the AM-filter design which, although satisfy the overhang criteria,
ct as a thermal bottleneck causing heat accumulation which leads to
igh OT values. This demonstrates that local thermal behaviour does
ot uniquely depend on overhang angle. Instead it is governed by the
ombined heat evacuation capacity of neighbouring features.

The hotspot TO focuses on geometry induced overheating and the
nfluence of scanning pattern is not included within the simplified L-
BF model. However, it is found from the OT data that short and
onverging scans can aggravate overheating tendencies associated with
eometric features. Note that the choice of a scanning pattern is mainly
ased on relieving the residual stresses in successive layers and often
redetermined. It is noteworthy that both the AM-filter and HS 45
esigns encountered short hatches during fabrication as both were sub-
ected to similar scanning patterns where laser movement was directed
gainst the gas flow. The AM-filter design has several funnel shaped
eatures close to 45◦ which, in combination with short hatches, lead
o high OT values. The HS 45 design, even with similar short hatches,
14
eads to lower OT values since it is designed for efficient heat evacua-
ion. Nevertheless, the findings here suggest that it will be beneficial to
onsider the influence of scanning strategy during designing the part.
lternatively, a scan pattern optimization can potentially be done based
n a given part design.

The main aim of this paper was to thoroughly examine the phe-
omenon of overheating in L-PBF and investigate its root causes. Over-
eating directly affects part quality, yet there are also several after
ffects associated with the thermal history, for example, development
f high residual stresses and associated part-distortions, which are
otentially critical and need attention for achieving defect-free parts.
n this context, several researchers have thoroughly investigated the re-
ationship between thermal history and residual stresses and it is estab-
ished that, typically, local overheating or heat accumulation increases
he magnitude of generated residual stresses. More precisely, Parry
t al. [48] presented numerical results demonstrating that zones prone
o local overheating lead to high residual stresses while Ali et al.
49] investigated this relationship experimentally and found that high
ooling rates are directly responsible for increasing residual stresses.
ased on these studies, it is anticipated that the designs generated by
he novel Physics-based TO method presented in paper will perform
etter in the context of residual stress formation as well. Nonetheless,
t is also observed that residual stress development during L-PBF does
ot exclusively depend on the part’s thermal history and mechanical
oundary conditions imposed by layer geometries also influence it. In
his regard, a TO method which includes a dedicated L-PBF model
hich accounts for the complete thermo-mechanical response during

he process is more likely to fully guarantee defect-free designs. How-
ver, such a model still remains computationally intractable and hence,
ts integration with TO remains a challenging endeavour.

Here, a quantitative investigation was done co-relating overheating
ith defects. For this purpose, a total of 9 cuts were made which

evealed useful insights. However, an even deeper analysis can be
arried out by performing volumetric analysis and analysing more
egions of the parts. For example, computer tomography (CT) can
e used to capture defects and associate them with high OT values.
nother possible option is to perform a microstructural evaluation of

he critical zones. These studies can potentially identify the limiting OT
alue which can be treated as threshold for a quantitative definition of
verheating.

While the numerical examples and experimental investigations
hown in this paper demonstrate that the novel physics-based hotspot
O can be applied successfully, its limitations should also be reported.
irst, the simplified L-PBF model which is integrated with TO here
aptures the overheating tendencies associated with design features
n a qualitative manner. However, it is an approximation of the ther-
al interactions which occur during the process and only focuses on

apturing overheating. A higher fidelity model, e.g. including transient
heat transfer and/or mechanical analysis, will be able to address
other important process characteristics, such as cooling rates, residual
stresses and deformations. A model which could include the influ-
ence of hatch scanning will also be beneficial in developing a design
which remains robust against process uncertainties. In this context,
the challenge of high computational cost associated with the higher
fidelity L-PBF models needs to be addressed. Another limitation is that a
single build orientation is considered, which cannot change during the
optimization. While there are multiple factors which dictate the choice
of build direction (part height, surface finish, support accessibility,
etc.), it would be beneficial to develop a generalized formulation where
build orientation is simultaneously optimized.

7. Conclusions

This paper presents a TO method which utilizes a simplified ther-

mal model of the L-PBF process for generating designs less prone to
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Fig. 18. STL facets which have overhang angles less than 𝜃cr = 45◦ are marked red
for (a) AM-filter and (b) HS 45 designs.

overheating defects. The simplified model makes it possible to inte-
grate L-PBF process physics within the optimization while remaining
computationally tractable. The capability of the novel TO method is
compared experimentally with two other TO approaches, standard TO
and geometry-based overhang control (AM-filter) TO. Designs obtained
using all three TO methods are fabricated using L-PBF and the process
is monitored using optical tomography (OT). It was found by compar-
ing OT data, which is an indicator of overheating, that standard TO
which does not address manufacturability, leads to severe overheating
and build failure. Further, comparing TO methods which include AM
constraints, the design obtained by the novel TO method presented in
this paper shows a significant reduction in overheating compared to the
AM-filter design. Finally, a correlation between overheating and defects
was shown. These observations reveal that overheating is not uniquely
linked to an overhang angle, and commonly used guidelines of avoiding
acute overhangs are insufficient for avoiding overheating.

The hotspot TO uses a simplified L-PBF model and realizes 3D
designs which show reduced risk of overheating. The proposed method
with experimental validation presents a promising opportunity for
addressing AM physics within the optimization loop with carefully
selected simplifications [17]. Nevertheless, there are certain improve-
ments that can be considered. As discussed in Section 3, a constant
slab thickness of 𝑠 = 12 mm is used in this paper which is calculated
based on the concept of thermal characteristic length. A more detailed
numerical study can be done to for estimating the slab thickness
value. For example, Moran et al. [33] presented a framework for
determining thermal interaction length using higher fidelity AM sim-
ulations. Next, the influence of machine parameters, such as downskin
settings, baseplate pre-heat temperature, laser power and velocity etc.
was not investigated here for simplicity but can be considered in
future. Further, it was found that short and converging hatches also
significantly influence the overheating behaviour. Since the hotspot TO
method is based on a layer-by-layer simulation, such detailed effects
related to specific scan patterns are not captured and inclusion of more
detailed models is necessary to address this. In this regard, developing
similar computationally inexpensive models which can accurately cap-
ture more complicated physics-based parameters, e.g. scanning effects,
15
residual stresses, deformation, is seen as an important avenue for future
research.
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Appendix A. Sensitivity analysis of the hotspot constraint

The sensitivity of the thermal constraint given by Eq. (2) with
respect to design variable 𝜌 is derived using the adjoint method. As
described in Section 2, design is divided into a set of overlapping
slabs and a steady-state heat equation is solved for each slab. For this
purpose, first the global conductivity matrix 𝐆 and thermal load vector
𝐐 are assembled. Next, a set of discretized steady-state heat equations
given by

𝐆(𝐽 )�̂�(𝐽 ) = 𝐐(𝐽 ) ∀ 𝐽 ∈ [1, 𝑚] (3)

is solved numerically using FEA and nodal temperatures �̂�(𝐽 ) are ob-
tained for Slab 𝐽 . Here, 𝐽 varies from 1 to 𝑚 with 𝑚 representing
total number of slabs. Recall that we are only interested in maximum
temperatures which occur at the topmost nodes. Next, the relation
between the temperature for the 𝐽 th slab �̂�(𝐽 ) and hotspot field �̂� is
defined as

�̂� =
𝑚
∑

𝐽=1
𝐋(𝐽 )�̂�(𝐽 ), (4)

where 𝐋(𝐽 ) is a matrix prepared for extracting top node temperatures
for the 𝐽 th slab and sequentially place them in �̂�. Next, the constraint
given by Eq. (2) is written in augmented form as

𝑔∗ = 𝑔 +
𝑚
∑

𝐽=1
(𝝀(𝐽 ))𝑇 (𝐐(𝐽 ) −𝐆(𝐽 )�̂�(𝐽 )), (5)

with 𝝀(𝐽 ) as the Lagrange multiplier vector for the J𝑡ℎ slab. Recall
that filtering schemes are employed and hence element density ̃̃𝜌 is
𝑒
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H

different from design variable 𝜌. First, differentiating the augmented
constraint with respect to element density ̃̃𝜌𝑒 gives

𝜕𝑔∗

𝜕 ̃̃𝜌𝑒
=

𝜕𝑔
𝜕 ̃̃𝜌𝑒

+
𝑚
∑

𝐽=1
(𝝀(𝐽 ))𝑇

(

𝜕𝐐(𝐽 )

𝜕 ̃̃𝜌𝑒
−𝐆(𝐽 ) 𝜕�̂�(𝐽 )

𝜕 ̃̃𝜌𝑒
− 𝜕𝐆(𝐽 )

𝜕 ̃̃𝜌𝑒
�̂�(𝐽 )

)

. (6)

Expansion of the first term in the RHS of Eq. (6) gives

𝜕𝑔
𝜕 ̃̃𝜌𝑒

=

[

1
𝑛
∑𝑛

𝑖=1 (�̂�𝑖)
𝑃
]( 1𝑃 )−1

𝑛𝑇 cr

[

(�̂�)𝑃−1
]𝑇 𝑚

∑

𝐽=1
𝐋(𝐽 ) 𝜕�̂�(𝐽 )

𝜕 ̃̃𝜌𝑒
.

(7)

In order to avoid computation of state sensitivities, all the terms
with 𝜕�̂�(𝐽 )∕𝜕 ̃̃𝜌𝑒 are combined. This leads to the following sensitivity
expression:

𝜕𝑔∗

𝜕 ̃̃𝜌𝑒
=

𝑚
∑

𝐽=1

(

𝝀(𝐽 )
)𝑇

(

𝜕𝐐(𝐽 )

𝜕 ̃̃𝜌𝑒
− 𝜕𝐆(𝐽 )

𝜕 ̃̃𝜌𝑒
�̂�(𝐽 )

)

. (8)

ere, 𝝀(𝐽 ) is the solution of following equation:
[

1
𝑛
∑𝑛

𝑖=1 (�̂�𝑖)
𝑃
]( 1𝑃 −1)

𝑛𝑇 cr

[

(�̂�)𝑃−1
]𝑇

𝐋(𝐽 ) − (𝝀(𝐽 ))𝑇𝐆(𝐽 ) = 0, (9)

where 𝐽 = 1,… , 𝑚. Furthermore, sensitivities with respect to the design
variables are calculated using the chain rule:

𝜕𝑓 ∗

𝜕𝜌
=

𝜕𝑓 ∗

𝜕 ̃̃𝜌𝑒

𝜕 ̃̃𝜌𝑒
𝜕𝜌

. (10)

Appendix B. Supplementary data

Supplementary material related to this article can be found online
at https://doi.org/10.1016/j.addma.2022.103339.
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