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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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1. Introduction

Additive manufacturing (AM) processes have revolution-
ized the manufacturing industry due to their ability to build
complex-shaped parts layer by layer. Of the many AM pro-
cesses, the laser-based powder bed fusion process (L-PBF) also
known as the selective laser melting (SLM) process has been
widely employed to produce aerospace, automotive, and medi-
cal components.

In the SLM process setup, metal powder is spread across a
build platform and is selectively melted with a laser as the heat
source. The laser rapidly scans across the powder layer as per
the pre-defined scanning path and melts the powder. This pro-
cess is repeated every layer where the rapid melting and cool-
ing cause the layers to fuse and thereby forming the desired
shape. While the rapid melting and cooling cycles weld the
layers together, they also cause large thermal gradients, gener-
ate undesired residual stresses, and distort the build geometry.
The complex thermo-mechanical phenomena of the SLM pro-
cess could also cause variation in melting and cooling cycles
leading to geometric variation among the builds.

Simulation approaches have been widely employed to pre-
dict and mitigate the aforementioned undesired effects of the
SLM process [1]. Finite element (FE) based detailed thermo-
mechanical simulations predict the residual stresses and distor-

tion from the SLM process with a decent level of accuracy.
However, it is computationally very expensive to run detailed
part-size FE simulations consisting of hundreds of layers and
requiring several iterations. Instead, a simplified faster simu-
lation approach commonly employed in the AM process sim-
ulations is the inherent strain (IS) approach [2]. The approach
consists of a two-level modeling framework, 1) A mesoscale
thermo-mechanical model with a small part geometry and the
specific process parameter settings that are representative of the
actual process is simulated to estimate the IS values, 2) The es-
timated IS values are then applied to a part scale mechanical
model to predict residual stresses and distortion in the desired
geometry.

Several simulation studies on the application of the IS
method to predict residual stress and distortion from the SLM
process of metals are reported in recent times. Buggati et al.
[3] implemented the IS method to understand its capabilities
and limitations. Their study considered a two-layer mesoscale
model to extract mean IS values and later applied it on a can-
tilever geometry part scale model to predict residual stress and
distortion. Their study observed that considering mean IS val-
ues lead to inaccurate prediction in the IS method. Chen et al.
[4] considered a three-layer mesoscale model to estimate the
IS values where each layer was rotated with a 67◦ hatch ro-
tation. A cantilever geometry and a canonical structure were
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Figure 1. Inherent strain (a) During heating and melting (b) During solidifica-
tion and shrinkage (c) Inherent strain of the processed element

considered in their numerical and experimental analysis. Their
proposed IS approach showed better predictability in compar-
ison with a commercial software but concern regarding over-
prediction when using mean IS values in their approach was
highlighted. Lu et al. [5] demonstrated the effect of various
process parameters on the IS values in the mesoscale model and
how they in-turn affect the distortion prediction in the macro-
scale model. While the effects were demonstrated in complex
part scale geometries, however, the variation in IS values due to
the varying thermal history was not considered. Similar studies
performed in [6–8] to predict distortion also considered mean
IS values and pointed out at the need to examine the differences
in thermo-mechanical history and the corresponding varying IS
values at different positions within a build. Another observation
made in the aforementioned studies is that IS values are not ap-
plied directly as an external load to a FE model in commercial
finite element analysis (FEA) codes. Instead, the IS values are
applied as thermal loads. This, however, inhibits the freedom
of the way IS values are applied.

Therefore in this paper, a two-level model framework is em-
ployed where a multi-layer (Five layer) mesoscale model is
considered to estimate the IS values at different positions. The
estimated varying IS values are then applied sequentially layer
by layer as external loads in the part scale model to predict ge-
ometric distortion. Selective laser melting of metals is the pro-
cess under focus. Simulation results are compared with experi-
mental results to draw conclusions. The rest of the paper is or-
ganized as follows. In section ”Theory”, the fundamentals of IS
method are presented. The experimental setup and the numer-
ical setup are described in the ”Method” section. The results
are presented and discussed in the ”Results” and Discussion”
sections respectively. The ”Conclusion” section concludes the
study and briefly touches upon the future work prospects.

2. Theory

The inherent strain method was initially developed to pre-
dict strain in welding processes [9]. The same method can be
applied in predicting strain in the metal AM process due to sim-
ilarities with the welding process [2].

Let us consider a powder track that is to be processed as
shown in Figure 1. The powder heats up as soon as it is exposed
to the laser. During heating, expansion and plastic strain occurs
when the stress exceeds the powder material’s yield stress. As
the temperature crosses the melt temperature, the plastic strain
is removed as the melting takes place, see Figure 1a. During
solidification, the melted material shrinks, and plastic strain oc-
curs mainly due to the restriction by the surrounding material
(Figure 1b). The total strain as a consequence of melting and

solidification can be expressed by the following equation:

εtotal = εe + εp + εth + εphc (1)

Where εe is the elastic strain, εp is the plastic strain, εth is the
thermal strain and εphc is the strain due to phase change. The
strain due to phase change is often small and is ignored here.
The thermal strain can be expressed as:

εth = αΔT (2)

Where α is the coefficient of thermal expansion (CTE) and
the ΔT is the difference in melt temperature and the reference
temperature (often taken to be the room temperature). Thus,
the IS value of the processed element E2 is the strain after step
Figure 1b when the residual stress is relaxed, as shown in step
Figure 1c. The inherent strain can be expressed as:

εinherent = εtotal − εe (3)

Hence, the equation 1 can be re-written as:

εtotal − εe = εp + αΔT = εinherent (4)

In this study, the IS values are applied in the part-scale sim-
ulations as presented in equation 4 using an in-house built FE-
based structural mechanics solver. This overcomes the limita-
tions of some of the commercial FE tools where the IS values
have to be applied in the form of thermal loads.

3. Method

In this section, the experimental and the numerical setup em-
ployed in this study is described.

3.1. Experimental setup

A strain bridge (Figure 2) fabricated using the SLM pro-
cess at the center for metal additive manufacturing (CAM2) in
Chalmers University was considered as the reference for the
simulations and comparison in this study. A low carbon case
hardening steel powder, 16MnCr5 from Högonäs AB [10] was
the material used to fabricate the strain bridge in an EOS M290
AM machine. The powder material composition and the pro-
cess parameters are presented in Table 1 and Table 2 respec-
tively. A stripe scan pattern with 67◦ hatch rotation (Figure 3)
was employed to build the part.

Figure 2. Dimensions of the strain bridge considered in the study
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Table 1. Chemical composition of 16MnCr5, in %

Cr Mn Si C O N Fe

1.0 1.1 0.3 0.16 0.07 0.10 balance

Table 2. Process parameter details

Parameter Value
Machine EOS M290
Laser power, P (W) 234
Scanning speed, V (mm/s) 1083.33
Hatch spacing, h (mm) 0.09
Layer thickness, t (mm) 0.04
Laser beam diameter, d (mm) 0.1
Volumetric energy density, VED (J/mm3) 60

3.2. Numerical setup

The values used in the IS method is often obtained either by
calibrating using experiments or simulation. The small scale of
the layers, and of the heat source together with the rapid scan-
ning speed puts high requirements on the resolution of the mesh
and the time steps in the simulation. It is therefore not feasible
to perform high-resolution simulation of the complete printing
process of macroscopic parts. Instead, either the effect from
heating and the mechanical response is applied simultaneously
in blocks or a smaller segment is used for a mesoscale simula-
tion [11]. In this work, a two-step procedure is followed where
a mesoscale simulation predicts the IS values which are then
applied in the part scale simulations for distortion prediction
[2]. A finite element method-based thermo-mechanical solver
developed at Fraunhofer Chalmers Center (FCC) was employed
to predict the resulting strains.

3.2.1. Mesoscale simulation
A multi-layer FE model was considered in mesoscale simu-

lation to capture the local IS values, see Figure 4. The com-
putational domain consists of a build platform of dimension
1 × 0.3 × 0.15625 mm and on this platform, layers of pow-
der to be printed of height 40 μm are added in the form of
meshed layers. The mesh elements are cubic of varying size,
from 0.05 mm for the build platform to 0.00625 mm for the
layers where the melting takes place. The process parame-
ters in Table 2 and scanning strategy described in Figure 3
were implemented. A small strain mixed hardening material
model was used with temperature-dependent material proper-
ties, which were generated using the JMatPro software for the
chosen material, 16MnCr5. The melted material was modeled
using the silent approach. Here, the melted material is given
a very compliant material such that it does not yield. This
way, the melted material does not impact any surrounding un-
melted material and the integrity of the mesh is kept intact [12].
When the material point solidifies after melting, several things
occur. All plastic strain is removed, the solidification tempera-
ture is set as the new reference temperature for thermal shrink-
age. Hence, the material point will experience thermal shrink-
age while cooling to room temperature. Furthermore, the stress
is removed. In effect, the total strain at the point of solidifica-
tion implies the geometry of the element at melting.

Figure 3. Scanning strategy consisting of stripe pattern with 67◦rotation

Figure 4. A section view of the FE model from the mesoscale simulation

A total of 5 layers were simulated in the mesoscale simu-
lation and the plastic strain values were extracted from every
layer as described in Figure 5. For every layer, the plastic strain
values at the center and the top surface were captured along
the longitudinal direction (X-direction). In addition, the plas-
tic strain values at the interface of the first layer bottom surface
and the build platform were captured as marked in Figure 5.
The extracted plastic strain values were then used to compute
the inherent strain values using the equation 4.

Figure 5. Mesoscale geometry details (top figure) and the plastic strain values
extraction points measured along the X-direction (bottom figure). Units in mm.

3.2.2. Part scale simulation
The computed IS values were then applied in the part scale

simulations to predict geometric distortion. The part geometry
was divided into 16 layers with mesh element size of 0.5 mm
(Figure 6). The part was constrained at the base when the IS
values were applied and then released to replicate the cut-off
from the build platform. The various strategies employed to
apply the IS values will be described in the results section.

4. Results

In this section the results from the experimental and numer-
ical setup are presented.
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3.2.2. Part scale simulation
The computed IS values were then applied in the part scale

simulations to predict geometric distortion. The part geometry
was divided into 16 layers with mesh element size of 0.5 mm
(Figure 6). The part was constrained at the base when the IS
values were applied and then released to replicate the cut-off
from the build platform. The various strategies employed to
apply the IS values will be described in the results section.

4. Results

In this section the results from the experimental and numer-
ical setup are presented.
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Figure 6. Part scale model setup

Figure 7. Measurement strategy before and after the cut-off.

4.1. Results - Experimental

The printed strain bridge was inspected at various measure-
ment points (MPs) as shown in Figure 7. The distortion in Z
direction was measured at the MPs before the cut-off and after
cut-off using a vernier caliper with the build platform as the ref-
erence. Only the support structures were cut-off from the strain
bridge instead of cutting off the entire strain bridge from the
build platform. Table 3 summarizes the distortion in Z-direction
where Z0 and Z1 are distortion before and after cut-off respec-
tively.

Table 3. Distortion measured in the build direction (Z-direction) before cut-off
(Z0) and after cut-off (Z1). Units in mm.

MPs
Distance in

X-direction
Znominal Z0 Z1 ΔZ (Z1 - Z0)

X1 0.5 7.5 7.11 7.1 -0.01

X2 14 7.5 7.01 7.21 0.2

X3 27.5 7.5 7.1 7.59 0.49

X4 41 7.5 7.09 8.07 0.98

X5 54.5 7.5 7.16 8.7 1.54

X6 68 7.5 7 9.8 2.8

4.2. Results - Numerical

The IS values extracted from the mesoscale simulation are
presented in Table 4 based on which, three strategies were con-
sidered for the part scale simulations. For the first strategy,
mean of layer center IS values from Layer 1-center to Layer
5-center was considered. The same mean IS value was applied
to every layer in the part scale simulation. In the second strat-
egy, variation in the IS value was considered by assigning each
layer with a layer- specific IS value. To elaborate, Layer 1 was
applied with Layer 1-center IS value, Layer 2 was applied with

Layer 2-center IS value, and so on. The process was sequen-
tially repeated every five layers. As mentioned, only the layer
center IS values were considered in the second strategy. In the
third strategy, more variation in IS values was incorporated by
assigning the first layer with the Layer 1 - build platform inter-
face IS value to replicate the interface between the build plat-
form and the first layer. From the second layer onwards, layer
center IS values of Layer 1, Layer 2, Layer 3, and Layer 4 were
considered. The process was repeated every four layers until
the final layer where, the Layer 5-center IS value was applied.
The total simulation times to run part scale simulations using
strategies 1, 2, and 3 were 12.29 minutes, 14.16 minutes, and
14.42 minutes respectively. The distortion in the Z direction at
the MPs before cut-off and after cut-off measured in the simu-
lations are presented in Table 5, Figure 8 and Figure 9.

5. Discussion

As per the experimental results from Table 3, the distor-
tion measured before cut-off (Z0) at the MPs reveal occurrence
of part shrinkage when compared to nominal geometry height
(Znominal). After the support structures are cut-off from the
strain bridge, the strain bridge tends to distort upwards (Z1)
along the strain bridge, i.e., from X1 to X6.

The mesoscale simulation captures the effect of varying ther-
mal history due to melting and re-melting of layers, which can
be seen in the inherent strain values extracted from the five-
layer simulation (Table 4). The part scale simulation strategies
based on the mean and varying IS values predict shrinkage and
part distortion at the MPs fairly accurately with error percent-
age under 5 % (Table 5), in comparison to the experimental
results.

Before the support structure cut-off stage, all the three strate-
gies identically under-estimate the part shrinkage (Z0) with
maximum error percentage of 3.2 % at the MPs. However, af-
ter the cut-off stage, the distortion prediction (Z1) of the three
strategies tends to differ. Strategies 1 and 2 under-predict distor-
tion at MPs X1 to X4 but are more accurate to the experimental
values at MPs X5 and X6. Strategy 3 (with varied IS values)
under-predicts at MPs X1 to X4 and over-predicts distortion at
MPs X5 and X6 with maximum error percentage of 4.3 %.

The differences in results where the strategies over or under
predict distortion before and after cut-off (Z1) could be due to
two possible reasons. One reason could be the choice of layer-
specific IS values considered in the strategies. For example in
strategy 3, Layer 5 - center IS values is assigned for the top
layer instead of assigning Layer 5 - surface IS values.

Another important reason could be the accuracy of the in-
herent strain values, which concerns the mesoscale simulation
setup. In the SLM process, the layer by layer powder spread-
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Table 4. Inherent strain values extracted from the mesoscale simulation at different positions.

Position �th �xx �xy �xz �yy �yz �zz

Layer 1 - build platform interface -3.47E-02 -1.53E-02 1.85E-03 7.59E-02 -7.06E-02 4.78E-03 -1.82E-02
Layer 1 - center -3.47E-02 -1.52E-02 -6.02E-04 4.26E-03 -4.30E-02 1.56E-03 -4.58E-02
Layer 1 - surface -3.47E-02 -1.65E-02 1.63E-03 1.07E-03 -4.25E-02 5.24E-03 -4.50E-02
Layer 2 - center -3.47E-02 -1.94E-02 -8.59E-04 -8.13E-03 -4.49E-02 3.38E-03 -3.97E-02
Layer 2 - surface -3.47E-02 -1.81E-02 2.28E-03 -1.33E-02 -4.57E-02 -1.86E-03 -4.03E-02
Layer 3 - center -3.47E-02 -2.10E-02 3.54E-04 -1.24E-02 -4.48E-02 -5.96E-04 -3.82E-02
Layer 3 - surface -3.47E-02 -1.97E-02 3.92E-04 -1.29E-02 -4.72E-02 9.82E-03 -3.72E-02
Layer 4 - center -3.47E-02 -1.87E-02 4.41E-04 1.26E-02 -4.59E-02 -3.53E-04 -3.94E-02
Layer 4 - surface -3.47E-02 -1.48E-02 -2.05E-06 2.62E-03 -4.15E-02 -5.37E-04 -4.77E-02
Layer 5 - center -3.47E-02 -1.58E-02 -3.21E-04 1.96E-03 -4.43E-02 -5.24E-04 -4.39E-02
Layer 5- surface -3.47E-02 -1.69E-02 -4.94E-04 7.62E-04 -4.49E-02 -3.59E-04 -4.22E-02
Mean IS value -1.77E-02 3.68E-04 -2.69E-03 -4.44E-02 1.79E-03 -4.19E-02

Figure 8. Distortion in Z at the measurement points (X1-X6) before cut-off (left) and after cut-off (right). All units in mm

Figure 9. Strain bridge distortion before the cut-off (left) and after the cut-off (right). All units in mm.

ing process coupled with the melting and shrinkage phenom-
ena, causes the layer thickness of the initial set of layers to
be lower than the nominal value. However, the layer thick-
ness reaches the nominal value after twelve to thirteen layers
[13,14]. This thickness variation in the initial set of layers can
affect the build height which can be observed in the experimen-
tal results. However, the effect of varying layer thickness, its
consequences on the varying thermal history and distortion are
not captured in the mesoscale simulation. That is because a uni-
form layer thickness is assumed for all the layers in mesoscale
simulation as a standard practice. Nevertheless, the IS values
extracted from the mesoscale simulation predict geometric dis-
tortion similar to the observations made in the experimental re-

sults with decent accuracy.
It must be noted that despite the little difference in the IS val-

ues extracted from a thinner layer deposition of 40 μm, the sen-
sitivity of the part distortion to such small variation in IS values
is evident from the simulation results of the strategies tested.
Hence, the strategy of considering varied IS values (strategy 2
and strategy 3) could be further explored to incorporate vary-
ing thermal history and predict geometric distortion more ac-
curately. But most importantly, the effect of varying IS values
on the geometric distortion can be rightly captured only if the
mesoscale simulation setup is able to simulate the varying layer
thickness of the first few layers.
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Figure 6. Part scale model setup

Figure 7. Measurement strategy before and after the cut-off.

4.1. Results - Experimental

The printed strain bridge was inspected at various measure-
ment points (MPs) as shown in Figure 7. The distortion in Z
direction was measured at the MPs before the cut-off and after
cut-off using a vernier caliper with the build platform as the ref-
erence. Only the support structures were cut-off from the strain
bridge instead of cutting off the entire strain bridge from the
build platform. Table 3 summarizes the distortion in Z-direction
where Z0 and Z1 are distortion before and after cut-off respec-
tively.

Table 3. Distortion measured in the build direction (Z-direction) before cut-off
(Z0) and after cut-off (Z1). Units in mm.

MPs
Distance in

X-direction
Znominal Z0 Z1 ΔZ (Z1 - Z0)

X1 0.5 7.5 7.11 7.1 -0.01

X2 14 7.5 7.01 7.21 0.2

X3 27.5 7.5 7.1 7.59 0.49

X4 41 7.5 7.09 8.07 0.98

X5 54.5 7.5 7.16 8.7 1.54

X6 68 7.5 7 9.8 2.8

4.2. Results - Numerical

The IS values extracted from the mesoscale simulation are
presented in Table 4 based on which, three strategies were con-
sidered for the part scale simulations. For the first strategy,
mean of layer center IS values from Layer 1-center to Layer
5-center was considered. The same mean IS value was applied
to every layer in the part scale simulation. In the second strat-
egy, variation in the IS value was considered by assigning each
layer with a layer- specific IS value. To elaborate, Layer 1 was
applied with Layer 1-center IS value, Layer 2 was applied with

Layer 2-center IS value, and so on. The process was sequen-
tially repeated every five layers. As mentioned, only the layer
center IS values were considered in the second strategy. In the
third strategy, more variation in IS values was incorporated by
assigning the first layer with the Layer 1 - build platform inter-
face IS value to replicate the interface between the build plat-
form and the first layer. From the second layer onwards, layer
center IS values of Layer 1, Layer 2, Layer 3, and Layer 4 were
considered. The process was repeated every four layers until
the final layer where, the Layer 5-center IS value was applied.
The total simulation times to run part scale simulations using
strategies 1, 2, and 3 were 12.29 minutes, 14.16 minutes, and
14.42 minutes respectively. The distortion in the Z direction at
the MPs before cut-off and after cut-off measured in the simu-
lations are presented in Table 5, Figure 8 and Figure 9.

5. Discussion

As per the experimental results from Table 3, the distor-
tion measured before cut-off (Z0) at the MPs reveal occurrence
of part shrinkage when compared to nominal geometry height
(Znominal). After the support structures are cut-off from the
strain bridge, the strain bridge tends to distort upwards (Z1)
along the strain bridge, i.e., from X1 to X6.

The mesoscale simulation captures the effect of varying ther-
mal history due to melting and re-melting of layers, which can
be seen in the inherent strain values extracted from the five-
layer simulation (Table 4). The part scale simulation strategies
based on the mean and varying IS values predict shrinkage and
part distortion at the MPs fairly accurately with error percent-
age under 5 % (Table 5), in comparison to the experimental
results.

Before the support structure cut-off stage, all the three strate-
gies identically under-estimate the part shrinkage (Z0) with
maximum error percentage of 3.2 % at the MPs. However, af-
ter the cut-off stage, the distortion prediction (Z1) of the three
strategies tends to differ. Strategies 1 and 2 under-predict distor-
tion at MPs X1 to X4 but are more accurate to the experimental
values at MPs X5 and X6. Strategy 3 (with varied IS values)
under-predicts at MPs X1 to X4 and over-predicts distortion at
MPs X5 and X6 with maximum error percentage of 4.3 %.

The differences in results where the strategies over or under
predict distortion before and after cut-off (Z1) could be due to
two possible reasons. One reason could be the choice of layer-
specific IS values considered in the strategies. For example in
strategy 3, Layer 5 - center IS values is assigned for the top
layer instead of assigning Layer 5 - surface IS values.

Another important reason could be the accuracy of the in-
herent strain values, which concerns the mesoscale simulation
setup. In the SLM process, the layer by layer powder spread-
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Table 4. Inherent strain values extracted from the mesoscale simulation at different positions.

Position �th �xx �xy �xz �yy �yz �zz

Layer 1 - build platform interface -3.47E-02 -1.53E-02 1.85E-03 7.59E-02 -7.06E-02 4.78E-03 -1.82E-02
Layer 1 - center -3.47E-02 -1.52E-02 -6.02E-04 4.26E-03 -4.30E-02 1.56E-03 -4.58E-02
Layer 1 - surface -3.47E-02 -1.65E-02 1.63E-03 1.07E-03 -4.25E-02 5.24E-03 -4.50E-02
Layer 2 - center -3.47E-02 -1.94E-02 -8.59E-04 -8.13E-03 -4.49E-02 3.38E-03 -3.97E-02
Layer 2 - surface -3.47E-02 -1.81E-02 2.28E-03 -1.33E-02 -4.57E-02 -1.86E-03 -4.03E-02
Layer 3 - center -3.47E-02 -2.10E-02 3.54E-04 -1.24E-02 -4.48E-02 -5.96E-04 -3.82E-02
Layer 3 - surface -3.47E-02 -1.97E-02 3.92E-04 -1.29E-02 -4.72E-02 9.82E-03 -3.72E-02
Layer 4 - center -3.47E-02 -1.87E-02 4.41E-04 1.26E-02 -4.59E-02 -3.53E-04 -3.94E-02
Layer 4 - surface -3.47E-02 -1.48E-02 -2.05E-06 2.62E-03 -4.15E-02 -5.37E-04 -4.77E-02
Layer 5 - center -3.47E-02 -1.58E-02 -3.21E-04 1.96E-03 -4.43E-02 -5.24E-04 -4.39E-02
Layer 5- surface -3.47E-02 -1.69E-02 -4.94E-04 7.62E-04 -4.49E-02 -3.59E-04 -4.22E-02
Mean IS value -1.77E-02 3.68E-04 -2.69E-03 -4.44E-02 1.79E-03 -4.19E-02

Figure 8. Distortion in Z at the measurement points (X1-X6) before cut-off (left) and after cut-off (right). All units in mm

Figure 9. Strain bridge distortion before the cut-off (left) and after the cut-off (right). All units in mm.

ing process coupled with the melting and shrinkage phenom-
ena, causes the layer thickness of the initial set of layers to
be lower than the nominal value. However, the layer thick-
ness reaches the nominal value after twelve to thirteen layers
[13,14]. This thickness variation in the initial set of layers can
affect the build height which can be observed in the experimen-
tal results. However, the effect of varying layer thickness, its
consequences on the varying thermal history and distortion are
not captured in the mesoscale simulation. That is because a uni-
form layer thickness is assumed for all the layers in mesoscale
simulation as a standard practice. Nevertheless, the IS values
extracted from the mesoscale simulation predict geometric dis-
tortion similar to the observations made in the experimental re-

sults with decent accuracy.
It must be noted that despite the little difference in the IS val-

ues extracted from a thinner layer deposition of 40 μm, the sen-
sitivity of the part distortion to such small variation in IS values
is evident from the simulation results of the strategies tested.
Hence, the strategy of considering varied IS values (strategy 2
and strategy 3) could be further explored to incorporate vary-
ing thermal history and predict geometric distortion more ac-
curately. But most importantly, the effect of varying IS values
on the geometric distortion can be rightly captured only if the
mesoscale simulation setup is able to simulate the varying layer
thickness of the first few layers.
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Table 5. Distortion in the Z direction from the implemented strategies. Z0 displacement before the cut-off, Z1 is the displacement after cutoff, and ΔZ is the
difference. Units in mm.

MPs Strategy 1 Strategy 2 Strategy 3
Prediction error:
before & after cut-off %

Z0 Z1 ΔZ Z0 Z1 ΔZ Z0 Z1 ΔZ Strategy 1 Strategy 2 Strategy 3
X1 6.916 6.912 -0.004 6.917 6.913 -0.004 6.917 6.913 -0.004 2.7 & 2.6 2.7 & 2.6 2.7 & 2.6
X2 6.930 6.975 0.044 6.931 6.976 0.045 6.931 6.978 0.047 1.1 & 3.3 1.1 & 3.2 1.1 & 3.2
X3 6.930 7.256 0.325 6.931 7.264 0.332 6.932 7.295 0.363 2.4 & 4.4 2.4 & 4.3 2.4 & 3.9
X4 6.931 7.788 0.857 6.932 7.806 0.874 6.932 7.906 0.974 2.2 & 3.5 2.2 & 3.3 2.2 & 2.0
X5 6.932 8.610 1.678 6.933 8.644 1.711 6.933 8.851 1.918 3.2 & 1.0 3.2 & 0.6 3.2 & -1.7
X6 6.923 9.809 2.886 6.924 9.870 2.947 6.924 10.217 3.294 1.1 & -0.1 1.1 & -0.7 1.1 & -4.3

6. Conclusion

The inherent strain (IS) method is commonly employed to
predict geometric distortion occurring in metal AM such as the
selective laser melting process. However, the method is often
restricted to considering mean IS values which are then applied
as thermal loads due to limitations in some of the commercial
FE software packages. Thus, considering varying IS values in
the IS method and its consequences on the distortion prediction
accuracy is a less explored subject.

Therefore, in this paper, an approach to consider and apply
varying IS values to predict geometric distortion was presented.
A two-level model framework was employed wherein variation
in IS values were captured from a mesoscale simulation and
then applied as inherent strains in the part scale simulations,
using an inhouse-built FE solver. Specifically, three part scale
simulation strategies, one with mean IS value and two strategies
with varying IS values were tested. The simulation strategies
were then compared with experimental results for their predic-
tion accuracy.

The part scale simulations estimated the geometric distor-
tion before and after the cut-off stage with an error percentage
under 5 %, in comparison to the experimental results. How-
ever, the overall differences among the three strategies (mean
and varying IS values) were found to be minor in nature for
the chosen geometry. This was due to the mesoscale simulation
setup in this study which did not consider variation in the layer
thickness and its consequences on the accuracy of the resulting
inherent strain values.

The proposed approach of capturing the effect of variation in
thermal history on the geometry by applying varied IS values as
demonstrated in strategy 2 and strategy 3 could become more
significant to predict geometric variation in a batch production
scenario. This will however require more accurate represen-
tation of the AM process in the meso scale simulation setup
where the variation in layer thickness is incorporated.

Therefore, future studies will include distinctive capturing of
elastic, plastic, and thermal strains considering the layer thick-
ness variation in the mesoscale simulations to estimate the in-
herent strain values more accurately. The study will also be
extended to different geometries and possibilities of variation
simulation will be explored.
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