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A B S T R A C T   

Differences in the physiological response to treatment, such as dietary intervention, has led to the development of 
precision approaches in nutrition and medicine to tailor treatment for improved benefits to the individual. One 
such approach is to identify metabotypes, i.e., groups of individuals with similar metabolic profiles and/or 
regulation. Metabotyping has previously been performed using e.g., principal component analysis (PCA) on 
matrix data. However, metabotyping methods suitable for more complex experimental designs such as repeated 
measures or cross-over studies are needed. We have developed a metabotyping method for tensor data, based on 
CANDECOMP/PARAFAC (CP) tensor decomposition. Metabotypes are inferred from CP scores using k-means 
clustering, and robustness is evaluated using bootstrapping of metabolites. As a proof-of-concept, we identified 
metabotypes from metabolomics data where 79 metabolites were analyzed in 8 time points postprandially in 17 
overweight men that underwent a three-arm dietary crossover intervention. Two metabotypes were found, 
characterized by differences in amino acid metabolite concentration, that were differentially associated with 
baseline plasma creatinine (p = 0.007) and with the baseline metabolome (p = 0.004). These results suggest that 
CP decomposition provides a viable approach for metabotype identification directly from complex, high- 
dimensional data with improved biological interpretation compared to the more simplistic PCA approach. A 
simulation study together with results from measured data concluded that several preprocessing methods should 
be taken into consideration for CP-based metabotyping on complex tensor data.   

1. Introduction 

Non-communicable diseases (NCDs), such as cardiovascular dis-
eases, cancers, diabetes, and chronic lung diseases, account for 71% of 
global deaths each year according to the World Health Organization [1]. 
Diet is one of the main modifiable risk factors for the prevention of NCDs 
[2]. Official dietary guidelines are issued by governmental agencies to 
promote healthy eating habits for the entire population, but there are 
large differences in inter-individual responses to the same diet. This calls 
for new strategies to improve the effectiveness of prevention. Providing 
foods or diets that are tailored to groups or individuals offers such a 
strategy [3]. 

Personalized nutrition (PN) can be defined as providing the right diet 
to the right person at the right time [4]. Different factors will determine 
how individuals or specific groups respond to a certain food or diet. Such 
factors include health status, metabolome, medication, gut microbiota, 

behavior, and the exposome [5]. To provide PN, the different factors 
affecting the response across individuals need to be considered. One 
approach towards PN is to fit diet to groups of individuals that have a 
similar metabolic profile, so-called metabotypes [6]. Although different 
definitions have been used [7], we define metabotyping as the grouping 
of individuals that have fundamental similarities in their metabolic 
phenotype, reflected by similar response to the same diet. The identifi-
cation of metabotypes or metabolic phenotypes usually entails clus-
tering individuals according to variables such as diet, lifestyle, 
anthropometric measures, clinical parameters, metabolic data, and gut 
microbiota [6]. The metabolic system can be exited in many ways and 
constitutive differences in metabolic profile is more probable to be 
captured using many dietary interventions on the same individuals 
rather than solely one. In this paper we use the metabolic response to 
three diets as an indicator of metabolic phenotype. 

Metabolomics refers to the comprehensive measurement of small 
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organic molecules in biological samples and has shown promise as a tool 
to capture metabotypes [8]. Metabolomics data may reflect dietary 
intake as well as dynamic metabolic responses to such intakes [9]. 
Metabolomics data thus provide a more intelligible identification of 
clusters of metabolic phenotypes than solely anthropometric and clinical 
data [10]. 

Different clustering methods have been proven useful to group in-
dividuals into distinct metabotypes [11,12]. Clustering is usually per-
formed on two-mode data, i.e., a feature table where the first mode 
(typically the rows) is constituted by observations (e.g., individuals) and 
the second mode (typically the columns) by phenotypic variables (e.g., 
anthropometric measures and clinical parameters) [10,13]. Dimen-
sionality reduction methods, like principal component analysis (PCA), 
non-negative matrix factorization, and singular value decomposition, 
are often used to compress the data and to identify clusters [14–16]. 

These dimensionality reduction methods operate by matrix de-
compositions and are thus well suited for such study designs that 
generate matrix data. However, several experimental designs, involving 
e.g., crossover or repeated measures, can generate datasets that can 
conveniently be thought of as multidimensional arrays, also known as 
tensors or multiway arrays, and can naturally be addressed using more 
than two indices (one for each mode or dimension). One way to analyze 
such data is to unfold higher dimensions in such a way that a matrix is 
obtained and then apply matrix analysis methods (Fig. 1). 

However, unfolding higher dimensions into a matrix format inevi-
tably decouples parts of the structure inherent in the data, which 
potentially leads to a loss of information. Thus, there is a need for 
methods specifically adapted to more complex study designs. One class 
of methods meeting this criterion is tensor analysis, which keeps the 
structure of the data intact and therefore holds potential to capture more 
information than the matrix analysis of corresponding unfolded data. 
Tensor decompositions were recently used for exploring the dynamics in 
simulated time-resolved metabolomics data [17], showing promising 
results. Here, we hypothesize that tensor analysis could be a useful tool 
to identify metabotypes from complex data consisting of more than two 
modes. 

Tensor decomposition can be accomplished using e.g., Tucker 
decomposition [18] or CANDECOMP/PARAFAC (CP) [19,20]. While 
Tucker decomposition can provide a better fit to the data (due to 
orthogonal components and more parameters), it is normally also more 
challenging to interpret biologically since it does not necessarily provide 
an equal number of components between modes and also provides a 
so-called core tensor to address the interaction between components 
that does not intuit easily for our purposes. Furthermore, the orthogonal 
components can impair the interpretation of the biological data if the 
true underlying features are not orthogonal to each other. For these 
reasons, we chose to investigate CP for metabotyping. 

CP can suffer from two-factor degeneracies which is an artifact of 
optimization, where components are mirrored and do not provide 
further information about the data [21]. Such degeneracies indicate that 
the best reconstruction of the data having r components does not exist 

and that the decomposition consequently should not be used for analysis 
[22,23]. However, these limitations can be addressed by imposing 
modeling constraints, such as non-negativity [24]. Moreover, the pre-
processing of the tensor data prior to applying CP is not straightforward 
and should ideally be investigated on a study-specific basis [25]. 

Our aim was therefore to investigate the potential of CP to infer 
metabotypes, observed as groups of differential responders to treatment, 
with special emphasis on the effects of preprocessing data. We applied 
this methodology to time-resolved tensor data from an acute post-
prandial dietary intervention crossover study measuring 79 metabolites 
(from GC-MS metabolomics) at 8 time points (0–7 h) for 17 individuals, 
each undergoing the same three dietary interventions (pickled herring, 
baked herring, and baked beef), i.e., a dataset having four modes (in-
dividuals, time, metabolites, and diet) [26]. Obtained clusters were 
associated to anthropometric and clinical baseline data as a means to 
assess their metabolic relevance. The robustness of the clusters was 
further assessed using bootstrapping. The workflow was compared to 
using the de facto field standard PCA on the unfolded tensor. We also 
applied the method to simulated data, with a structure similar to the 
measured data, to investigate how the workflow and preprocessing 
methods would perform in an ideal case with known (a priori) ground 
truth. Code in Matlab to perform the proposed CP-based metabotyping 
workflow on generated synthetic data is freely available at https://gith 
ub.com/FraunhoferChalmersCentre/MetabotypingUsingTensorDeco 
mposition. 

2. Materials and methods 

The metabotyping workflow was subdivided into five steps as illus-
trated in Fig. 2:  

(I) Time-resolved metabolomics data was obtained from a crossover 
acute postprandial dietary intervention study and organized as a 
tensor having four modes (individuals, time, metabolites and 
diets) (Fig. 2 (I), Sec. 2.2).  

(II) The data was preprocessed to eliminate outliers that could affect 
the tensor decomposition, and to normalize the variables prior to 
decomposition (Fig. 2 (II), Sec. 2.3). 

(III) The preprocessed data were decomposed using tensor decompo-
sition to reduce the dimensionality of the data, using the "N-way 
toolbox for MATLAB" [27] (Fig. 2 (III), Sec. 2.4). A heuristic 
tensor rank assessment was performed on the preprocessed data 
(Fig. 2 (III), Sec. 2.5).  

(IV) The scores (representing the individuals) of the decomposition 
were clustered while loadings were used for dynamical inter-
pretation of the data (Fig. 2 (IV), Sec. 2.6).  

(V) The clusters were investigated for associations with baseline 
clinical data to inform potential metabotypes. Additionally, 
cluster robustness was assessed by bootstrapping of metabolites 
and the metabolic relevance between cluster associations and 

Fig. 1. PCA on the tensor 𝒳 unfolded into a matrix, where the individuals are kept in one mode (rows, size I) and time, metabolites, and diets are concatenated into 
the same "variable" mode (columns size T × M× D). Scores and loadings of the PCA components can then be used for the identification of metabotypes as well as for 
visualization and interpretation. 
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metabolite loadings were investigated to further justify the pro-
posed metabotypes (Fig. 2 (V), Sec. 2.7). 

The metabotyping workflow was applied to two data representa-
tions: i) the original metabolite time series data and; ii) baseline- 
subtracted data, i.e., where the first measurement value in each 
metabolite time series was subtracted from the measurement values of 
the rest of its data points, effectively making these preprocessed 
metabolite time series all start at zero. Parts (II)-(V) were also performed 
on a simulated dataset created with the tensor decomposition structure, 
to investigate how the preprocessing methods and workflow performed 
on ideal data. All calculations and analyses for metabotyping were 
performed in MATLAB version R2019a. 

2.1. Dietary study design and data structure 

2.1.1. Measured data 
The metabolomics data used in this study originated from a ran-

domized crossover intervention study examining acute postprandial 
metabolomic profiles and regulation associated with three different di-
etary meal exposures: Baked herring, pickled herring, and beef [26]. In 
the original study, targeted metabolites were measured from blood 
plasma using gas chromatography-mass spectrometry (GC-MS). The 
blood samples were taken from 17 middle-aged overweight men (BMI 

25–30 kg/m2, 41–67 years of age). 
For each treatment, 79 metabolites were measured from baseline to 

7 h after consumption at 1 h intervals, (Fig. 2). In addition, several 
plasma clinical and anthropometric measures were taken at baseline, 
including alanine aminotransferase (ALAT), aspartate transaminase 
(AST), gamma-glutamyl transferase (GGT), cholesterol (CHOL), low- 
density lipoprotein (LDL), creatinine(CR), thyroid stimulating hor-
mone (TSH), and body mass index (BMI) [28]. 

The metabolomics data constituted a multiway array with four 
modes. Individuals (n = 17), time points (n = 8), metabolites (n = 79), 
and diets (n = 3) were stacked in a fourth order tensor 𝒳 ∈ RI×T×M×D 

where I, T, M, and D denote the number of individuals, time points, 
metabolites, and diets, respectively, (Fig. 3). The data is most easily 
viewed as three third order tensors where each tensor is 79 matrices of 
17 rows and 8 columns (metabolite slabs) stacked to constitute a fourth 
order tensor of metabolite matrices. Three examples of the plotted slabs 
are seen above the tensor 𝒳 (Fig. 3). The matrix slabs corresponding to 
different metabolites generally have different overall scales and offsets, 
as is common for GC-MS data. 

2.1.2. Simulated data 
Fourth order tensor data was generated as a tensor using the CP 

model and contained 17 individual time series with 8 time points per 
metabolite (n = 79) and 3 diets, to emulate the measured data. 

Fig. 2. Metabotyping workflow with indicated section numbers for further detail.  
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To generate realistic data, metabolites were constructed in distinct 
clusters representing discrete metabolite patterns. Three CP components 
(three outer product terms) were used to construct the data as in Eq. (1) 
with the general definition in Eq. (11). 

𝒳 s = afast∘ bfast∘ cfast∘ dall + aclusters∘1∘ cclusters∘ dfirst + aslow∘ bslow∘ cslow∘ dall

(1)  

Where a, b, c and d are design vectors representing individual time series 
amplitude, type of dynamic time series from a continuous linear 
dynamical system, scaling of slabs, and scaling of third order tensor 
representing one diet. The outer product operator is denoted ∘ . 

The vectors afast , aslow have length 17 and were drawn from a uniform 
distribution between 0 and 1 and aclusters is a vector of the same length, 
where the first ten elements were 3 and the rest 1, representing a dif-
ference in amplitude to create two clusters of individuals. The vectors 
bfast and bslow (lengths 8) were computed from the dynamical system 
(Eqs. (2) and (3)). Here, two dynamic profiles were used: a fast dynamic 
profile (bfast) with an absorption rate ka = 4 t− 1 and an elimination rate 
ke = 1 t− 1, and a slow dynamic profile (bslow) with ka = 0.5 t− 1 and ke =

0.01 t− 1. The dynamical system consisted of a linear compartment 
model containing two states (x1, x2) where the second represents 
metabolite concentration used to create dynamical profiles and the 

absorption and elimination rate are represented by ka and ke (Eqs. (2) 
and (3)). 

dx1

dt
= − kax1 (2)  

dx2

dt
= kax1 − kex2 (3) 

The initial state values of x1(0) and x2(0) were 10 C and 1 C, 
respectively, where C is the state unit. The second component (second 
outer product term in Eq. (1)) was modeled using a constant dynamic 
profile represented by 1. The scalings per slab are represented by cfast, 
cclusters and cslow which have length 79 and are encoded as zero vectors in 
all elements except for the first twenty, the first ten, and the last 59, 
respectively. The non-zero elements were drawn from a uniform distri-
bution between 0 and 100 and represent the scale of each metabolite 
slab. The vectors dall and dfirst are the vectors [1 1 1] and [1 0 0], 
respectively. 

Thus, the simulated data were made to contain two dynamic 
response patterns represented by two groups of mutually similar me-
tabolites, one fast (containing ground truth clusters of individuals) and 
one slow dynamic pattern. Consequently, the first component models a 
group of highly correlated metabolites with fast dynamics (#1–20), with 
amplitudes drawn from the distribution afast in all three diets and uni-
formly random scaling per metabolite slab. The second component 
models two constant offsets only applied to the first ten fast metabolites 
in the first diet, creating two clusters of individuals (#1–10 and 
#11–17). The third component models a group of highly correlated 
metabolites with slow dynamics (#21–79), with amplitudes drawn from 
the distribution aslow in all three diets and uniformly random scaling per 
metabolite slab. A graphical overview of the structure of the simulated 
data is found the supplementary material (Fig. S1). 

Scalar offsets per metabolite slab μi,j were also added as: 

𝒳 s+(:, :, i, j)=𝒳 s(:, :, i, j)+ μi,j11⊺ =APi,jB⊺ + μi,j11⊺  

where A and B are the matrices created by the column-wise collected 
vectors a and b and Pi,j is a diagonal matrix with the element-wise 
product of the i : th and j : th rows of matrices C and D as its diagonal, 
where C and D are the matrices of the column-wise collected vectors c 
and d. The offsets per slab μi,j were drawn as integers from a uniform 
distribution between 1 and 100. Uniform random noise between 0 and 
0.1σi,j was added to each time series at every time point, where σi,j is the 
scalar overall standard deviation per slab before adding the offset and i 
and j are the metabolite and diet indices, respectively. 

2.2. Preprocessing 

Outliers in the measured data were identified as points or time series 
lying farther than three standard deviations from the population mean 
per metabolite. Outlier points were imputed and time series were scaled, 
to lie within three standard deviations from the mean, to reduce their 
impact on the tensor decomposition. 

To address the amplitude and offset differences in metabolites when 
using CP decomposition, three preprocessing methods were investigated 
(named (P1), (P2) and (P3)). The first method (P1) consisted in scaling 
all data per metabolite (scaling within the metabolite mode) to unit 
variance as in Eqs. (4) and (5), where μm is the scalar overall average of 
the metabolite and xi,t,m,d denotes the tensor element-wise. 

x̂i,t,m,d =
xi,t,m,d

sm
(4)  

sm =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅(
∑I

i=1

∑T

t=1

∑D

t=1

(
xi,t,m,d − μm

)2

I T D

)√
√
√
√ (5)  

Fig. 3. Schematic of the experimental design. All subjects consumed all three 
test meals on different occasions in a crossover design. Breakfast was served 3 h 
before the test meals. Baseline blood samples were taken just before the test 
meals and then every hour for 7 h. One week of washout period was included 
between each meal. Collected data forms a fourth order tensor (𝒳) with in-
dividuals (I), metabolites (M), time points (T), and diets (D), i.e., four 
modes (axes). 
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When preprocessing only by scaling within the metabolite mode we used 
the scaling to unit variance (Eq. (4)) instead of to unit mean square (Eq. 
(7)) as we observed offsets between metabolites which is assumed when 
scaling to unit variance [25]. 

The second method (P2) used centering across the individual mode 
(Eq. (6)) (effectively removing the average individual from the data) 
prior to scaling within the metabolite mode (Eq. (7) and (8)) as in the 
first preprocessing method but scaling to unit mean square [25]. 

xi,t,m,d = xi,t,m,d −
∑I

i=1

xi,t,m,d

I
(6)  

x̂i,t,m,d =
xi,t,m,d

sm
(7)  

sm =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅(
∑I

i=1

∑T

t=1

∑D

t=1

x2
i,t,m,d

I T D

)√
√
√
√ (8) 

The third preprocessing method (P3) consisted in centering each slab 
𝒳(:, :,m, d) to have an overall zero mean (Eq. (9) and (10)) prior to 
scaling within the metabolite mode as in the second preprocessing 
method. 

𝒳(:, :,m, d) = 𝒳(:, :,m, d) − μ̂m,d11⊺ (9)  

μ̂m,d =
∑I

i=1

∑T

t=1

xi,t,m,d

I T
(10) 

Notice that the centering of slabs in the third preprocessing method 
does not reduce the rank of a CP model but only replaces potentially 
large offsets with smaller ones and is not commonly used for pre-
processing in tensor decomposition [25]. 

2.3. Tensor decomposition 

CP decomposes a tensor 𝒳 into a sum of outer products of vectors. In 
the case where the data has four modes 𝒳 ∈ RI×T×M×D, the decomposi-
tion is 

𝒳 ≈
∑R

r=1
ar∘br∘cr∘dr. (11)  

Here the factor vectors of each component r are ar ∈ RI, br ∈ RT , cr ∈ RM,

dr ∈ RD for r = 1,…,R and R is the number of components used to 
approximate the data 𝒳 . The factor vectors of a CP component are 
analogous to the score and loading vectors of a PCA component. Hence, 
we will refer to the factor vectors of the individual mode as scores while 
the ones corresponding to the remaining modes will be referred to as 
time, metabolite, and diet loadings. We also refer to a CP decomposition 
as a “model” interchangeably. Contrary to PCA, the components of an 
unconstrained CP model are not orthogonal which implies that the 
components in a 2-component model are not necessarily found in a 3- 
component model. Furthermore, since CP does not suffer from rota-
tional freedom (contrary to matrix decompositions, unitary trans-
formations change the fit of the model in CP), it can be assumed to be 
unique (apart from permutations of components and scalings of factor 
vectors) [19,20]. 

2.4. Rank assessment 

We investigated methods for assessing the rank of the tensor, since 
this is not as straightforward as in the matrix case [29]. The rank of a 
tensor provides information about how many CP components are 
needed to reconstruct the tensor and we used four heuristic methods for 
this purpose. 

The first method was the minimal cosine similarity between CP de-

compositions initialized from random starting points, which represents 
the stability of the decomposition, similar to the method described in 
Wiliams et. al, 2018 [30]. Low similarity suggests that the tensor 
decomposition is sensitive to initial values of the components, conse-
quentially breaking the assumption of uniqueness and therefore should 
not be used for analysis (non-valid models). The second method was the 
core consistency introduced in Bro and Kiers, 2003 [31], which makes a 
similarity comparison with the Tucker decomposition. Valid models 
range from a core consistency of 50% (acceptable) to 100% (optimal). 
The third method assessed the reconstruction error between the 
decomposition and the data [32]. A stagnation in reconstruction error 
with an increasing number of components may indicate that noise is 
being modeled, similar to the use of Scree plots in PCA [30]. The fourth 
method consisted of examining the models for two-factor degeneracies. 
We used the indicator for degenerate models given by the parafac() 
function in the N-way toolbox while using an optimization convergence 
criterion of 10− 8 relative change of fit [27]. 

Additionally, we compared CP time loading vectors to dynamic 
metabolite time series in the raw data visually [24]. High similarity in 
these time profiles could suggest that the decomposition captures the 
dynamic behavior of the data and that the model is valid. 

In addition to the best approximative model, lower rank models were 
also used for investigating metabotyping under the rationale that they 
represent the learning of overarching features of the data that may not 
be captured in higher rank approximations. 

2.5. Clustering and dynamic interpretation 

In every CP decomposition (model), one score (individuals) and 
three loading vectors (time, metabolites, and diets) were obtained per 
component. Potential metabotypes were identified from k-means clus-
tering (50 repetitions) of individuals from all combinations of the score 
vectors (number of i-combinations for all i going from 1 to R, resulting in 
2R − 1 combinations). As an example, a two-component model would be 
used to identify potential metabotypes from clustering of either com-
ponents 1, component 2, or the combination of 1 and 2. Resulting in 22 −

1 = 3 spaces in which k-means clustering is performed. The cluster 
count k ranged from 2 to 7 clusters for the k-means clustering algorithm. 

The time loadings represent metabolite dynamics (therefore plotted 
as curves), whereas metabolite and diet loadings represent the contri-
bution to the dynamics per metabolite and diet. As an example, a CP 
component representing a fast dynamic would have a time loading 
vector representing the fast dynamic, a metabolite loading vector 
showing larger values for metabolites with fast dynamics, and a diet 
loading vector indicating in which of the diets the fast dynamics are 
present. The weight of the CP scores (representing individuals), 
metabolite and diet loadings are interpreted as PCA scores and loadings. 

2.6. Identification of potential metabotypes 

Inference of potential metabotypes in the measured data was ach-
ieved using three different methods. In the first approach, we investi-
gated associations of individual clusters with the baseline measured 
clinical parameters using one-way ANOVA. In the second approach, we 
assessed the biological plausibility of the observed associations between 
clinical parameters and metabolites (metabolite loadings) contributing 
most strongly to the clusters. Robustness of clustering was assessed by 
re-performing metabotyping for 1000 random subsets of the metabo-
lites, selecting from 2 to 79 metabolites in each subset without repeats. 
To further investigate the predictability and metabolic relevance of the 
obtained clusters, we also investigated association between clusters and 
PCA scores of baseline metabolome using ANOVA. Finally, we compared 
the results obtained from CP decomposition with a PCA on the pre-
processed unfolded tensor data in matrix format, i.e., with the in-
dividuals (n = 17) in the rows and all other modes combined in the 
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columns (Fig. 1). 

3. Results and discussion 

3.1. Preprocessing 

3.1.1. Simulated data 
From the simulation study, we observed that centering across the 

individual mode prior to scaling within the metabolite mode (P2) 
changed the dynamics of the data while the other preprocessing 
methods did not (Fig. 4). When scaling only within the metabolite mode 
(P1), static metabolite offsets still remained. Conversely, they were 
removed when using (P2) or when centering each metabolite slab prior 
to scaling within the metabolite mode (P3). 

3.1.2. Measured data 
Not attenuating outliers resulted in non-stable decompositions with 

components dominated by the outliers rather than the major discernible 
trends in the data. Attenuation of outliers was therefore deemed effec-
tive and consequently performed to improve tensor decomposition and 
subsequent metabotyping. 

In this work, analysis was performed on baseline-subtracted data, 
which gave clearer metabotyping results in terms of associations to 
clinical parameters compared to baseline-included data. Baseline- 
subtraction places a clearer focus on the postprandial dynamics, 
although as a drawback, it might potentially propagate measurement 
errors throughout the time series. Results from baseline-included data 
were considered beyond the scope of this proof-of-concept study but 
should be explored in future studies. 

The effects of using preprocessing methods P1–P3 on measured data 
were similar to those described for simulated data. 

3.2. Rank assessment 

3.2.1. Simulated data 
After preprocessing of simulated data, three CP components were 

expected to recover the design vectors as the data was in fact created 
using three components. This assumption was confirmed for pre-
processing methods (P1) and (P2) by visual inspection of the model 
components. But for preprocessing method (P3), four components were 
needed. However, it should also be noted that the number of modelling 
components is not unequivocally clear from the rank assessment plots 
(Fig. 5): Core consistency dropped markedly after one component using 
all preprocessing methods, making it dispensable for rank assessment. 
Although visual inspection indicated three components should be suf-
ficient, using scaling only (P1), four components should be optimal 
when judging from the stagnation of decrease in the reconstruction error 
and decrease in stability (Fig. 5A). Using scaling after centering across 
individuals (P2) or metabolite slab centering (P3), three and four com-
ponents were suggested, respectively when judging from the stagnation 
of decrease in the reconstruction error and decrease in stability (Fig. 5B 
and 5C) 

3.2.2. Measured data 
Models with 3-components gave the best approximation without 

degeneracy with 39% and 27% explained variance using preprocessing 
methods (P1) and (P3), respectively (Fig.6A,6C). A 2-component model 
was found to be the best approximate model without degeneracy using 
preprocessing method (P2) with 16% explained variance (Fig. 6B). All 
models with more components showed degeneracies. 

3.3. Clustering and dynamic interpretation 

3.3.1. Simulated data 
Since all preprocessing methods aimed to normalize the metabolite 

Fig. 4. Raw simulated data and the three preprocessing methods: scaling within the metabolite mode (P1), centering across the individual mode prior to scaling 
within the metabolite mode (P2) and centering each matrix slab prior to scaling within the metabolite mode (P3),exemplified for two metabolites (#1 and #79)) in 
the first diet. The red and blue time series represent the two inherent clusters. The overall mean of the matrix is shown as the green dashed line. 

V. Skantze et al.                                                                                                                                                                                                                                 



Chemometrics and Intelligent Laboratory Systems 233 (2023) 104733

7

amplitude, optimally reconstructed design vectors c (Eq. (3)) should be 
the one-hot encoded vectors for the metabolite mode, representing in 
which metabolite each dynamic is present (1 if present and 0 if not 
present). 

The 3-component model on the simulated data using preprocessing 

(P1) recovered the design vectors, although the metabolite loadings 
were noisy since no metabolite slab offsets were removed with this 
preprocessing method (Fig. 7A). Three components recovered the design 
vectors nearly perfectly for preprocessing (P2) (Fig. 7B), but not for 
preprocessing (P3). However, a 4-component model captured all the 

Fig. 5. Heuristic rank assessment results on the three preprocessing methods of the simulated data, i.e. A) scaling within the metabolite mode (P1), B) centering 
across the individual mode prior to scaling within the metabolite mode (P2) and C) centering each matrix slab prior to scaling within the metabolite mode (P3). For 
each preprocessing method, core consistency reconstruction error and model stability for CP models having 1–10 number of components are visualized. Black dots 
indicate valid models while red crosses indicate degenerate models. 

Fig. 6. Heuristic rank assessment results on the three preprocessing methods of the measured data, i.e. A) scaling within the metabolite mode (P1), B) centering 
across the individual mode prior to scaling within the metabolite mode (P2), and C) centering each matrix slab prior to scaling within the metabolite mode (P3). For 
each preprocessing method, core consistency reconstruction error and model stability for CP models having 1–10 number of components are visualized. Black dots 
indicate valid models while red crosses indicate degenerate models. 

Fig. 7. Ground truth design vectors in transparent red and recovered scores and loadings from the CP models in blue. A) scaling within the metabolite mode (P1), B) 
centering across the individual mode prior to scaling within the metabolite mode (P2), and C) centering each matrix slab prior to scaling within the metabolite mode 
(P3). Design vectors are visually most easy to see in red in Fig. 7B where aslow, bslow, ĉslow, d̂all are shown in components 1, afast , bfast , ĉfast , d̂all in component 2, and, 
aclusters, 1, ĉclusters, d̂first in component 3, where vectors ĉ and d̂ are one-hot encoded versions of c and d. 
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design vectors but also modeled a constant offset in the slow dynamic 
metabolites (Fig. 7C, component 2). Clustering using k-means could 
easily identify the inherent clusters in aclusters from the scores of the 
models in component 3 using (P1), component 3 using (P2), and 
component 4 using (P3) 

We hypothesized that the constant component (component 2, 
Fig. 7C) modeled the constant offsets remaining from the centering of 
each slow dynamic metabolite slab. To show this we considered an 
arbitrary slow metabolite slab with metabolite index i and diet index j. 

𝒳 s( :, :, i, j) + μi,j11⊺ = APi,jB⊺ + μi,j11⊺

= afastb⊺
fast*c(i)fast*d(j)all + aclusters1

⊺*c(i)clusters*d(j)first

+ aslowb⊺
slow*c(i)slow*d(j)all + μi,j11⊺  

Since c(i)fast and c(i)clusters were both zero due to i being a slow metabolite 
index, we were left with the matrix (metabolite slab) aslowb⊺

slow*c(i)slow* 
d(j)all + μi,j11⊺. We could rewrite the matrix using the centered design 
vectors where aslow and bslow defined as 

bslow = bslow + μbslow
1 and aslow = aslow + μaslow

1,

yielding 

c(i)slowd(j)all*
(
aslow + μaslow

1
)(

bslow + μbslow
1
)⊺

+ μi,j11⊺.

When we centered the matrix, we removed the overall average 

Moverall = c(i)slowd(j)allμaslow
μbslow

11⊺ + μi,j11⊺,

and we were left with  

This showed that centering the matrix removed the added offset μi,j11⊺ 

but got replaced by the offset of the design vectors 

c(i)slowd(j)all

(
μbslow

aslow1⊺ + μaslow
1b⊺

slow

)

which was then needed to be modeled even after scaling within the 
metabolite mode, although scaled differently. We consequently hy-
pothesized that the constant component (component 2 Fig. 7C) was 
modeling the offsets of the design vectors of the slow metabolites. When 

using this preprocessing method, one thus needs to take into consider-
ation that the number of components needed to model the data will not 
be reduced and that other offsets and noise can be modeled instead of 
slab offsets. 

When the data is constructed using a CP model with additional slab 
offsets, only scaling the data within the metabolite mode (preprocessing 
(P1)) can lead to noise in the recovered design vectors, while centering 
the data across individuals prior to scaling within the metabolite mode 
(preprocessing method (P2)) can lead to nearly perfectly recovered 
design vectors. Centering each matrix slab prior to scaling within the 
metabolite mode (preprocessing (P3)) can lead to a nearly perfect 
reconstruction of the design vectors while also modeling undesired 
offsets. 

3.3.2. Measured data 
Two dynamic profiles in the time loadings were predominantly 

observed among the measured metabolites: Metabolites with either fast 
dynamics (primarily amino acids and sugars) or slow dynamics (pri-
marily fatty acids). The fast and slow metabolite dynamics could be 
identified in the first two component time loadings of the 3-component 
model on data using preprocessing method (P1) (fast dynamics in the 
first component and slow dynamics in the second component) (Fig. 8A). 
Similar dynamics were identified in the first and third components when 
using preprocessing method (P3) (Fig. 8C). A third dynamic profile was 
identified in the third, first and second components using preprocessing 
methods (P1), (P2), and (P3), respectively (Fig. 8A, 8B, 8C). We hy-
pothesize that these components approximate a mixture of two features 
in the data, one being the fast dynamical profile observed in the time 
loadings which is present in all the diets, and the other being a time- 
varying separation between individuals observed in the beef diet. The 

second component time loadings from preprocessing method (P2) 
showed a dynamical profile that has not been observed in the data 
(Fig. 8B). 

Centering across the individual mode as in preprocessing (P2) should 
remove offsets present in each metabolite slab and not affect the load-
ings, but in theory only center the scores, as was shown in the simulated 
case (Sec. 3.3.1) (mathematically shown in Supplementary Section S.1) 
[25]. However, this is only true when the data conforms closely to the CP 
structure (Eq. (11)), which we believe not to be the case for the 

Fig. 8. (A) 3-component model using preprocessing method (P1) on measured data. (B) 2-component model using preprocessing method (P2) on measured data. (C) 
3-component model using preprocessing method (P3) on measured data. The pink dots represent the “slow” dynamic metabolites, the black represent “fast” dynamic 
metabolites. 

𝒳 s(:, :, i, j) + μi,j11⊺ − Moverall = c(i)slowd(j)all*
(
aslowb⊺

slow + μbslow
aslow1⊺ + μaslow

1b⊺
slow

)
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measured data. Thus, removing the average individual from the data 
arguably emphasizes differences between individuals, which may be 
beneficial for metabotyping. However, it may also distort the time 
loadings such that overarching dynamics cannot be recovered (such as 
the fast and slow dynamic profiles in Fig. 8A and C) 

3.4. Clustering of individuals into potential metabotypes from measured 
data 

Clustering of score vectors was performed on all non-degenerate CP 
models, using all combinations of available factors, thus entailing 
models with 1–3, 1–2, and 1–3 components using preprocessing 
methods (P1), (P2), and (P3), respectively. Associations of all clusterings 
with clinical measures were found using ANOVA and indicated that only 
aspartate transaminase (AST), gamma-glutamyl transferase (GGT), and 
creatinine (CR) were significantly linked to the scores of the different 
models (Table 1). No biological relevance was found between clusters 
relating to AST or GGT when inspecting the metabolite loadings of the 
models. However, resulting clusters associated most often and most 
strongly to creatinine (Table 1), with the strongest associations observed 
for a clustering obtained both from a 1-component model on data from 
preprocessing method (P2) (Fig. 9A) and a 2-component model from 
preprocessing method (P3) (second component Fig. 9B). For clarity, we 
refer to this clustering as Cc. 

The two clusters in Cc differed in creatinine (89.2 ± 6.9 (mean ± sd) 
vs 78.5 ± 6.4 μmol/L; p = 0.007). Furthermore, investigation of loadings 
indicated that the clustering Cc related predominantly to amino acids in 
plasma after consuming the beef diet. The cluster with higher levels of 
creatinine (Fig. 9A and 9B) also had higher levels of several amino acids, 
especially taurine, phenylalanine, L-allothreonine, threonine, proline, 
tyrosine (Fig. 9C). Since creatine is derived from amino acids (glycine, L- 
arginine, and S-adenosyl-l-methionine) and is metabolized to creatinine, 
we speculate that the clustering could be driven by differing absorption 
and/or metabolism of the amino acid in the assay. This hypothesis was 
strengthened by the association to distribution in fasting creatinine [33]. 
Bootstrapping of the metabolites in the measured data prior to clustering 

was performed to investigate if clustering was due either to an artifact of 
optimization or possibly due to high correlation between metabolites 
used in the CP decomposition. Results showed that clustering was 
remarkably similar using preprocessing methods (P2) and (P3) down to 
approximately randomly selected 10 variables (Fig. S2), indicating that 
established underlying patterns in the data corresponding to potential 
metabotypes were stable. This clustering stability further suggest that 
the obtained clusters are not likely to reflect artifacts from either algo-
rithm optimization or variable clusters. In addition, preprocessing (P1) 
notably did not result in clusters with biologically significant associa-
tions to clinical data, even though clusterings similar to Cc were found. 
This result suggests that not taking metabolite offsets into account may 
impede the potential to infer metabotypes using a CP-based workflow. 

We also further investigated the metabolic relevance of dynamic 
clusters (Cc) by assessing whether they could be predicted from the 
baseline metabolome, represented by PC scores from the metabolome at 
time point 0. Interestingly, we observed an association in the PC1 score 
vector in both the meat (p = 0.0042) and the pickled herring diet (p =
0.0458) where PC1 loadings resembled the CP loadings corresponding 
to Cc, representing the separation between fast and slow dynamic me-
tabolites (Figs. S3 and S4). That the strong association in the meat diet 
was also reflected in the baseline state from another diet indicates par-
tial robustness of the associations. However, the fact that the dynamic 
response did not associate to baseline conditions in all diets could reflect 
that the metabolome baseline is not stable over time or that the clus-
tering Cc was artifactually related to propagation of measurement errors 
from baseline subtraction. The latter option cannot be fully ruled out, 
although we deem it more likely that the baseline metabolome was not 
stable, which was supported by our data (not shown), and also that the 
association to Cc was observed both in the baseline metabolome mea-
surement of two diets as well as the fasted creatinine levels measured at 
screening. The results thus indicate that dynamic metabotypes could 
potentially be predicted from baseline measurements, which could be a 
cost-efficient and practical tool for a priori determination of metabotypes 
e.g. for personalized health strategies. Albeit with the caveat that 
baseline metabolome stability over time represents a potential issue. 

Table 1 
Total number of significant (p < 0.05) ANOVA associations between clusterings and clinical variables for all the non-degenerate models of the three preprocessing.  

Preprocessing ALAT AST GGT CHOL CR LDL TSH BMI 

(P1) 0 1 1 0 2 0 0 0 
(P2) 0 0 0 0 1 0 0 0 
(P3) 0 0 0 0 2 0 0 0  

Fig. 9. A) 1-component model using preprocessing method (P2) on measured data. B) 2-component model using preprocessing method (P3) on measured data that 
resulted in the clustering Cc with the strongest association to clinical data not involved in the C/P and clustering procedure. The clustering Cc was further 
strengthened from bootstrapping. The pink dots represent the “slow” dynamic metabolites, the black and green dots represent “fast” dynamic metabolites and the 
green dots represent amino acids. Clusters of scores marked as red and blue triangles associate to baseline creatinine. C) Amino acids time series color-coded by 
clustering indices from clustering of scores (red and blue) (no preprocessing method applied). 
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3.5. Comparison to PCA 

Other methods have been developed to analyze metabolomic time 
series data to cluster dynamic profiles, like the timeOmics and Metab-
oClust frameworks [34,35]. However, so far, no framework has reached 
general acceptance as a field standard, and most methods, including 
timeOmics and MetaboClust, actually employ PCA for dimension reduc-
tion. We therefore compared our results to PCA on the unfolded tensor, 
partly to show the common model-interpretability between PCA and CP 
but also the advantage of using CP on tensor data compared to PCA. 

As a consequence of the unfolding procedure, PCA imposes several 
limitations: The modes are not kept intact, which hampers the discovery 
of overarching patterns, such as the relationship between clusters, diets, 
and metabolites or the existence of intelligible dynamical profiles 
inherent in the data. This is a consequence of that each time point of a 
metabolite is interpreted as a new variable while they ideally should be 
analyzed as one. Additionally, visualization and interpretability of the 
loadings become challenging since the loading vector per component 
contains (T×M×D) elements instead of the loading vectors with 
(T+M+D) total elements in the CP case per component. The loading 
plots of the PCA is interpreted as the weight of the variable with the 
absolute value (as in the metabolite and diet loadings of the CP) but the 
time loadings using CP is far more interpretable for dynamic interpre-
tation since they are separated from the metabolite and diet loadings. 

Interestingly, the exact same clustering Cc (as the one found in Fig. 9) 
was also apparent when analyzing the preprocessed unfolded tensor 
data using PCA (Fig. 10 A). However, it is difficult to interpret dynamic 
profiles from the loading plot as time, metabolites and diets are mixed. 
For instances, it is clearly more challenging to interpret that the cluster 
Cc is prominent in the amino acids from inspecting the loading plot of 
the unfolded PCA (Fig. 10 A) compared to CP (Fig. 9). However, the 
drawbacks with PCA seem to relate predominantly to interpretability, at 
least in this measured data, since the same clustering Cc was identified 
from associations to clinical data. 

It should be acknowledged that identifying potentially viable 
metabotypes using unsupervised analysis is a challenging task, espe-
cially when data on hard endpoints (such as disease conditions or time to 
diagnosis) are lacking. As validation-by-proxy, we tested associations 
between a range of clustering solutions with clinical and anthropometric 
variables not used for the actual clustering. By doing so, we have 
introduced the possibility of finding associations due to chance which 

might not reflect actual metabotypes. However, in this proof-of-concept 
study, the evidence from associations of clusters to clinical data, bio-
logical interpretability and robustness from bootstrapping suggest 
clustering based on tensor decomposition as a viable approach to infer 
potential metabotypes from data. We believe that also Tucker de-
compositions could be relevant for metabotyping in this context, 
although interpretation becomes more challenging. Since CP is a very 
restricted yet interpretable model, it may not give a good fit to all tensor 
data and Tucker decompositions or unfolded PCA could be better al-
ternatives if a better fit is desired. 

4. Conclusions 

We have investigated CP tensor decomposition as an unsupervised 
tool to infer metabotypes, i.e., clusters of individuals with similar 
metabolic profiles and/or regulation, in complex biological data that 
may arise from Omics studies with e.g., time-resolved data or crossover 
designs. Although more complex than PCA, CP decomposition uses far 
fewer parameters than PCA and preserves the data structure better, 
which greatly enhances the visualization and interpretability of results. 
We further showed that data preprocessing and tensor rank assessment 
are critical for CP decomposition. Using both synthetic and measured 
data, we showed that scaling within the metabolites (P1) or combining 
scaling either with centering across individuals (P2) or with centering 
each metabolite matrix (P3) highlight different aspects of the data. 
Whereas all these preprocessing methods could be considered for CP- 
based metabotype identification, centering (P2 and P3) presents ad-
vantages if the measured metabolites have different offsets in concen-
tration, like e.g. in metabolomics. Both these preprocessing methods can 
be used to investigate the data for metabotypes. Furthermore, P3 pre-
serves dynamics, thus facilitating interpretation. On the other hand, 
while distorting this dynamic, P2 can be better suited for focusing on 
differences between individuals. Subtracting baseline (T0) values from 
time series data uncovered dynamic profiles better compared to non- 
subtracted data, thus facilitating potential metabotype discovery. 
However, this comes at an increased risk of propagating measurement 
errors. Finally, we found associations between baseline metabolome and 
clusters representing dynamics, showing the utility of our method to 
predict dynamic clusters from baseline values. The presented CP-based 
workflow for metabotyping was demonstrated for fourth order tensor 
data. However, the workflow is generalizable to tensor data of different 

Fig. 10. A) A two-component PCA model on the unfolded baseline-subtracted tensor as in Fig. 1. The scores are color-coded by metabotype 1 (red triangles) and 
metabotype 2 (blue triangles). Loadings (T x M x D) are color-coded by fast (black), slow (pink) dynamic metabolites and the green dots represent amino acids. B) 
Amino acids time series color-coded by clustering indices from clustering of scores (red and blue). 
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order and resolution, corresponding to complex experimental designs 
including time-resolved data and crossover interventions. 
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