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ABSTRACT
In this paper, we compared the linear and nonlinear motion pre-
diction models of a long combination vehicle (LCV). We designed a
nonlinear model predictive control (NMPC) for trajectory-following
and off-trackingminimisation of the LCV. The used predictionmodel
allowed coupled longitudinal and lateral dynamics togetherwith the
possibility of a combined steering, propulsion and braking control
of those vehicles in long prediction horizons and in all ranges of
forward velocity. For LCVs where the vehicle model is highly non-
linear, we showed that the control actions calculated by a linear
time-varying model predictive control (LTV-MPC) are relatively close
to those obtained by the NMPC if the guess linearisation trajectory
is sufficiently close to the nonlinear solution, in contrast to linearis-
ing for specific operating conditions that limit the generality of the
designed function. We discussed how those guess trajectories can
be obtained allowing off-line fixed time-varying model linearisation
that is beneficial for real-time implementation of MPC in LCVs with
long prediction horizons. The long prediction horizons are necessary
formotion planning and trajectory-following of LCVs tomaintain sta-
bility and tracking quality, e.g. by optimally reducing the speed prior
to reaching a curve, and by generating control actions within the
actuators limits.
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1. Introduction

The growing demands of road freight transport [1] require the deployment of long and
heavy vehicles on roads [2]. Compared to tractor-semitrailers, long combination vehicles
(LCVs) occupy less space on the roads, cause less road wear [3], consume 17% less fuel
on average and exhibit 30% reduced total cost of ownership on average [4,5]. However, in
Europe, approximately 10%of road accident fatalities in 2016were related to heavy vehicles
[6,7]. In addition, the LCVs are longer and can be heavier than the tractor-semitrailers,
and thus, they may cause more severe accidents. Therefore, understanding and controlling
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their dynamic behaviour is crucial for avoiding instability and safety-critical situations on
the roads [8–10].

Moreover, driving automation systems [11] can help the road safety [12–15] by either
providing driving-assistance functions or performing the complete or part of the dynamic
driving task, i.e. driving automation of level-3 and higher. In particular, level-4 and -5
automation reduces the total cost of ownership of the heavy vehicles including the LCVs by
approximately 20–78%, depending on the transportation mission, and excluding the cost
of the transport mission management systems, e.g. the cost of control tower and dispatch-
ers [4,5]. Therefore, successful motion planning and control of the heavy vehicles such
as LCVs for driving automation will increase road safety and help the environment and
economy.

There exists an extensive literature on the motion planning and vehicle control of pas-
senger cars. By contrast, relatively few studies have been performed for heavy vehicles
despite the differences in dynamic behaviour of heavy vehicles due to their dimensions,
height of centre of gravity (COG) and articulated units [16]. These features make the
direct implementation of the methods used for motion planning and vehicle control of
the passenger cars infeasible for the heavy vehicles, and particularly for LCVs.

In driving automation of level-3 and higher, motion planning refers to computing
dynamically feasible and collision-free trajectories [17], where trajectories refer to time (or
distance) trajectories of all the state variables, such as the position and orientation of all the
vehicle units as a function of time (or distance). Then, a feedback controller is responsible
for determining suitable actuator inputs to track a trajectory generated by themotion plan-
ner. For the articulated vehicles and LCVs, both of the control layers are also responsible for
maintaining the vehicle lateral stability; i.e. the motion planner generates a trajectory fea-
sible for the vehicle feedback controller to stabilise the vehicle. In this case, the two control
layers can be merged into a single highly constrained control layer [18].

The instability of an articulated vehicle (including an LCV) refers to the vehicle-driver
closed-loop instability and the loss of control in terms of the deviation from the desired
path and/or an unbounded articulation angle, whereas the vehicle itself may be stable in
free response to disturbances. It means that articulated heavy vehicles are designed, in
terms of sizing thewheelbase and drawbar and location of the articulation joints, so that the
linearised system is dynamically stable, i.e. the eigenvalues of the linear system are strictly
negative [19]. Moreover, according to ISO 14791 [20], the lateral stability of the articulated
commercial vehicles related to a forced response is characterised by rearward amplification
and dynamic off-tracking. The rearward amplification is the ratio between the maximum
lateral acceleration (or yaw rate) of the last vehicle unit and that of the first vehicle unit
during a specific manoeuvrer. Off-tracking is the lateral deviation of the path of, e.g. the
centre-point of the last rear axle from the path of the front axle centre-point in a specific
manoeuvrer. Therefore, in articulated vehicles, a good feedback controller generates input
actions such that all the vehicle units track the desired trajectory with the minimum devi-
ation, which is equivalent to minimising the deviation of the first unit from the desired
trajectory, and, at the same time, performing the minimisation of the off-tracking, which
is one of the objectives of this paper.

Model predictive control (MPC) solves constrained multi-input multi-output control
problems. It determines the optimal control inputs over a prediction horizon.Moreover, in
the case of the coupled steering, propulsion and braking control investigated in this paper,
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a trajectory-following and off-tracking minimisation problem benefits from the informa-
tion of the upcoming trajectory to enable the vehicle to react prior to reaching a curve,
e.g. by reducing speed, or by deviating the first unit from the trajectory in order to keep
the other units close to the desired trajectory. In addition, low- and high-speed motion in
all manoeuvrer scenarios can be controlled by the same optimal controller; therefore, the
trade-offs between contradictory design goals, i.e. low-speed manoeuvrability and high-
speed lateral stability discussed in [21,22], do not exist if NMPC is used. These properties
of MPC make it a suitable method for solving the trajectory-following and off-tracking
minimisation of LCVs.

However, the general equations of vehiclemotion are nonlinear, as is also the case in this
paper for LCVs, requiring the implementation of nonlinearMPCs (NMPCs). AnNMPC is
computationally expensive,making it impractical for the online control applications. In the
literature, an NMPC is often solved either by using real-time iterations (RTIs) [23,24] or by
system linearisation around the operating point (or the current measured states) followed
by the conversion of the NMPC to a linear time-varyingMPC (LTV-MPC) [25–29]. In this
paper, we also propose to convert the NMPC to LTV-MPC (or linear space-varyingMPC),
but instead of the system linearisation around the operating point, we use the linearisation
around a state-input guess reference trajectory, that is essential for combined optimal con-
trol of steering, propulsion and braking in horizons of 20–300 m. The RTI approach is an
efficient method for solving NMPCs of this kind. However, it requires the online lineari-
sation of the model that is computationally expensive for the highly nonlinear LCVmodel
used in this paper, as well as the consideration of a long prediction horizon. However, our
proposed LTV-MPC allows off-line time-varying linearisation that does not need to be
updated in every time (or distance) step.

We defined the initial guess of the reference trajectories used for linearisation (IGRTL)
of the system by using a simpler controller consistent with the system dynamic equation
that followed either the desired trajectory defined by the motion planner or the centre-line
of the lane along the road. The benefit of the latter is that the determination of the IGRTL
and the system linearisation can be performed off-line. In addition, system linearisation
around an IGRTL introduces less linearisation error along the prediction horizon than
when the linearisation is performed around the operating point. Therefore, we were able
to include long prediction horizons, e.g. 300 steps, in the space domain. The off-line lineari-
sation around an IGRTL is beneficial for considering a general vehicle nonlinear equation
of motion of LCVs, including a nonlinear tyre model together with combined slip, and
coupled equations for the longitudinal and lateral motion, enabling the application of an
integrated optimal control of steering, propulsion and braking that was implemented in
this paper.

In addition, in open-loop simulations where the control inputs were known in advance,
we showed that the nonlinear dynamic equations can be solved by the Newton iterative
method. We also showed that if the problem is warm-started, i.e. if the IGRTL is close
to the nonlinear solution, the Newton method converges within a single iteration. We
demonstrated how the warm-started IGRTL can be obtained for LCVs in certain driving
scenarios.

Moreover, for the closed-loop control problem, we showed that the control actions of
the proposed LTV-MPC, linearised off-line around the IGRTL, are relatively close to the
control actions of the NMPC, found by sequential quadratic programming (SQP) where
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we defined the LTV-MPC as the first full-step Newton iteration of the SQP [23,24]. There-
fore, it can be used instead of the NMPC and RTI method to avoid the online expensive
linearisation of LCV equations.

To limit the scope of this paper, the desired trajectory was assumed to be available either
from the higher motion planning layer or from the road geometry in the case of cruise
in-lane on a curved road. However, the proposed methodology is general and motion
planning can be also included, similar to [18], by adding additional linear constraints and
quadratic convex terms in the objective function.

The importance of our approach in vehicle modelling and the implementation of MPC
can be justified by a real-world application. This application is an LCV with an electric
dolly converter [30], where a long prediction horizon for the optimal control of the electric
propulsion is needed for energy minimisation. The coupling of lateral and longitudinal
dynamics is crucial in this case because the vehicle speed control is coupled with energy
minimisation and these have a contradictory objective to the vehicle stability and tracking
quality, in certain manoeuvrers. Moreover, energy optimisation should be constrained by
the battery state of charge and the electric actuator limits over the horizon and by the tyre
slip and the lateral stability limits. These objectives cannot be met by methods that use
short prediction horizons such as control allocation.

The rest of the paper is organised as follows. Section 2 provides a short background on
motion planning and off-tracking minimisation of the LCVs and a clearer contribution
of this paper. Section 3 outlines the nonlinear vehicle model used in this paper. Section 4
defines the NMPC problem and its solution methods. Section 5 presents the solution of
the vehicle nonlinear implicit ODEs of A-double LCV motion in open-loop simulations
by using the Newton iterative method and discusses conditions where a single iteration
is sufficient for the convergence of the Newton method. Section 6 defines and solves the
trajectory-following and off-tracking minimisation of the A-double LCV. This section is
followed by the conclusion, and finally, Sections 1, 2 and 3 in the Appendix present the
derivation of the LCV nonlinear equations of motion, provide the relevant parameters,
and list of abbreviations, respectively.

2. Background

A model of vehicle dynamics represents a real-world plant vehicle. The complexity of the
dynamical models is determined by the trade-offs between the computational effort and
model accuracy that varies based on the applicationwhere the vehicle is studied/controlled.
For the sake of reducing the computational complexity, the models, that are commonly
used for the control design and optimisation of articulated vehicles and LCVs are as simple
as possible in terms of linearity [19,22,31–40]. Although linearisation simplifies the model
and reduces the computational efforts, the nonlinear terms that describe essential dynamic
behaviours may be neglected; for example, the relationship between the longitudinal and
lateral dynamics, and the accuracy in state estimation during driving on a curved road are
lost. Consequently, the model is valid only for limited scenarios with a constant speed and
short prediction horizons.

For the articulated vehicles and LCVs, single-track linear (STL) models are often used
for active steering [21,22,41–44] and motion planning [45–47]. The STL lateral models
neglect longitudinal dynamics and are derived assuming a linear tyremodel, small steering
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and articulation angles, and a constant speed. It means that individual longitudinal tyre
force or torque cannot be controlled in STL models.

Active steering of LCVs involves controlling a steered axle different from the front axle,
with the purpose of reducing the off-tracking. In the active steering literature, it is assumed
that a driver is present and controls the first axle steering, and usually,MPC is not used. For
example, Kharrazi et al. [42] used an STL model to reduce the off-tracking. The authors
compared the model with the experimental data. Their proposed controller did not need
an observer to estimate the vehicle state.

The contradictory design goals of active steering, i.e. path-following at low speeds and
lateral stability at high speeds, were discussed by He et al. [21] for active trailer steering,
where the authors designed different control settings for different scenarios by using an
STL model. Similar works were performed by Islam et al. [22].

Kati [48] designed a robust high-speed active steering controller for LCVs by using STL
models that tolerated model uncertainties. Moreover, a gain-scheduled control synthesis
that used the longitudinal velocity as the scheduling parameter was developed in this work.

Differential braking has also been investigated in the literature for reducing the off-
tracking in the LCVs; however, it has not been examined within the optimal control
framework, but rather using heuristics and simulations [49,50].

Bin et al. [51] solved an MPC for reducing the off-tracking of a tractor-semitrailer. The
authors decoupled the longitudinal and lateral dynamics and used a nonlinear single-track
model and a linear tyre model. They built an LTV-MPC by piecewise linear approximation
of the model for different values of the trailer angle.

A rich literature on motion planning and obstacle avoidance of passenger cars and
single-unit vehicles is currently available; for example, Gutjahr et al. [52] used LTV-MPC
for a smooth trajectory generation. They neglected longitudinal dynamics, assumed small
angles and treated the vehicle velocity variation in time according to the desired veloc-
ity. Lima [53] investigated the motion planning of single-unit heavy vehicles by using the
LTV-MPC strategy. He used a single-track vehicle model and assumed a constant forward
velocity and a linear tyre model and performed amodel linearisation around the operating
point. A survey of motion planning and vehicle control strategies was performed by Paden
et al. [17].

However, for the articulated vehicles, only a few studies on motion planning have been
reported in the literature. Ghilardelli et al. [45] proposed a path-planning method for a
truck and trailer through solving a multiobjective optimisation problem. Nilsson et al.
[46,47] proposed a framework for automated highway driving of an A-double LCV. The
authors decoupled the longitudinal and lateral dynamics by using an STL model. The
acceleration was controlled via a first-order model of the powertrain.

Van et al. [18] proposed a real-time trajectory planning for an A-double LCV by using
NMPC and RTI. They neglected the coupling between the longitudinal and lateral dynam-
ics and assumed that all the vehicle units remained at the same longitudinal position.
TheirNMPCobjective function included the trade-offs between the tracking performance,
driver comfort andmaintaining a safe distance from the roaduser in the front of the vehicle.

The closed-loop feedback control by LTV-MPC may be unstable. The stability of LTV-
MPC was investigated in [27,54,55]. Reviewing the current literature, the following gaps
can be identified.
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– In motion control of LCVs, the vehicle model is simplified and the lateral and longi-
tudinal dynamics are decoupled, therefore the vehicle speed is assumed constant or
separately controlled, and thus, maintaining the vehicle stability and tracking quality
are separated.

– The tracking control of LCVs is limited to the control of steering of different axles and
the combined optimal control of steering, propulsion, and braking is not performed.

– If the motion of the vehicle is controlled by an LTV-MPC, the system dynamics is
linearised around the current operating point for a very short prediction horizon,
reducing the ability of the vehicle to react prior to reaching a critical driving situation.
A similar problem exists if STL models are used.

Therefore, themain contribution of this paper is the proposedmethodology for optimal
integrated motion control, i.e. combined optimal control of distributed steering, propul-
sion, and braking of the LCVs, where the vehicle model and the used tyre model were
nonlinear and allowed coupled longitudinal and lateral dynamics and could capture an
accurate behaviour of the tested LCV with varying velocity during steering, e.g. on curved
roads.Moreover, the proposedNMPC can be solved using long prediction horizons, allow-
ing the vehicle to react optimally prior to reaching a curve in order to increase tracking
quality and safety of driving with the purpose of driving automation. In addition, we
demonstrated that the NMPC, used for the LCV motion control, can be converted to
an LTV-MPC by performing off-line time-varying linearisation that does not need to be
updated in every time (or distance) step and allows efficient solving of the problem and its
real-time implementation; the off-line linearisation was necessary because it is computa-
tionally expensive to linearise the full dynamics of LCVs for a long prediction horizon; we
also demonstrated that the STL vehicle models of LCVs are not suitable for such integrated
control applications. As the LTV-MPCwith an off-line linearisation is an abstraction of the
original NMPC, the both NMPC and LTV-MPC needed to be solved and compared.

The connection and similarity between LTV-MPC and NMPC are known in the lit-
erature [24,56,57]. Gros et al. [24], based on a tutorial approach, defined and compared
the performance of LTV-MPC and NMPC as well as the solution of NMPC using RTI
algorithm, where a simple dynamic system was controlled. We followed a similar proce-
dure for comparing the performance of LTV-MPC and NMPC for motion control of an
LCV.

3. Nonlinear vehicle model

The vehicle considered in this paper is an A-double, i.e. a four-unit LCV that is a tractor-
semitrailer-dolly-semitrailer. It is modelled as a nonlinear single-track vehicle, as shown
in Figure 1, including a nonlinear tyre model and considering the combined slip. The
single-track models capture the important vehicle dynamics behaviours that are sufficient
for trajectory tracking and motion planning in normal driving conditions, e.g. the lateral
acceleration up to 2 m

s2 . Ghandriz et al. [58] validated the nonlinear single-track model
using the experimental data with different driving manoeuvrers.

The derivation of the vehicle nonlinear dynamic equation by using Lagrangianmechan-
ics is presented in Appendix 1 and is based on [58]. The benefit of using the Lagrangian
mechanics is that the dynamic equation can be derived in the minimum order, i.e. with
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Figure 1. Single-track representation of an A-double. The figure illustrates the vehicle dimensions, i.e.
the axle positions xaij , units front coupling positions xci1, and units rear coupling positions xci2 relative
to the units COGs, where, i and j are unit and axle indices, respectively. Moreover, the figure shows the
articulation angles θi between unit i and i+ 1, steering angles δij , units masses mi , units moments of
inertia Ji and the examples of the forces acting on the vehicle, i.e. the axles longitudinal forces from
the propulsion/braking actuation Fxwij , the lateral forces Fywij , air resistance Fair, rolling resistance forces
FwRRij and the gravitational forces caused by road banking Fgi .

the least number of states and equations. We used the following assumptions during the
derivation of the vehicle model:

– the motion is limited to the yaw-plane, i.e. the roll-motion has a negligible effect;
– the articulation joints are yaw moment-free with no friction;
– the propulsion and brake actuation inputs are axle forces on the ground plane rather

than the engine or electric motors torques, and they are same on the right and left
sides such that they do not create a yaw moment;

– a longitudinal wheel slip controller provides the requested longitudinal force by con-
trolling the longitudinal slip so that the wheel rotational inertia is handled by this
controller;

– the air resistance force acts only on the front ground level of the first unit, and no other
aerodynamic force is modelled;

– there is no actuator delay;
– the vehicle longitudinal speed cannot be zero.

The nonlinear dynamic equation of the vehicle is a system of implicit ordinary dif-
ferential equations (ODEs) or a differential algebraic equations (DAEs) in the form
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of

F
(
x(s),

dx(s)
ds

, u(s), s
)
= 0, (1)

where s is the distance travelled, and x and u are the state and input vectors, respectively.
The independent variable of the dynamic system (1) is the distance travelled s rather than
the time t, because the road curvature and grade are described by s.

In (1), the state vector is

x =
[
X1,Y1,φ1, θ1, θ2, θ3, vx1, vy1,

dφ1

ds
,
dθ1
ds

,
dθ2
ds

,
dθ3
ds

]
, (2)

where X1 and Y1 are the global coordinates of the first units’ COG, φ1 is the angle of the
first unit with respect to the global Y -axis, vx1 and vy1 are the velocity components of the
first unit’s COG in the first unit’s local system of coordinates, and θ1, θ2, and θ3 are the
articulation angles as shown in Figure 1. We defined the input vector as

u = [Fxw11, Fxw12, Fxw21, Fxw31, Fxw32, Fxw41, δ11, δ31] , (3)

where Fxwjr is the jth unit’s rth grouped-axle longitudinal force caused by the propulsion
or braking actuation, δ11 is the steering angle of the first axle of the first unit, and δ31 is the
steering angle of the first axle of the third unit, i.e. the steering angle of the dolly converter.
The axle propulsion is provided either by engine or by electric motors.

It should be noted that the system dynamic equation is implicit since the explicit form
derived for the four-unit subject vehicle in this paper has substantially more terms than
the implicit form, making the Jacobian evaluation computationally expensive.

4. NMPC problem formulation

The nonlinear optimal control problem in the continuous form is defined as

find u(s), s ∈ [s0, se[

to minimise C̄ = Ct(x(se), se)+
∫ se

s0
L
(
x(s), u(s), s

)
ds, (4a)

subject to F
(
x(s),

dx(s)
ds

, u(s), s
) = 0, (4b)

h
(
x(s),

dx(s)
ds

, u(s), s
) ≤ 0, (4c)

x(0) = xinit,

where C̄ is the cost function, Ct is the terminal cost, L is the stage cost, F is the vehicle
dynamic equation constraint, h is a function representing the limits on states and inputs,
as well as, e.g. actuators and path limits, xinit is the initial state, and s0 and se are the start
and end distances, respectively.

We first perform the discretisation and then the linearisation of the optimal control
problem (4) for constructing an NMPC. Then, we solve the NMPC by using the SQP or
LTV-MPC approaches [24].We discretise the space to a equidistant grid with a step size�s
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assuming a zero-order-holder that maintains the controls constant within a discretisation
step. The system derivatives must be approximated using a numerical method. While the
explicit Euler method is the most straightforward approximation, it is inefficient and for a
large step size �s it may become unstable. Multistep methods can also be used, but they
require additional care for initialisation. On the other hand, Runge–Kutta methods are not
suitable for implicit ODEs such as (1). Therefore, we used the Euler approximation in this
paper, i.e.

dx
ds

k
= xk+1 − xk

�s
, (5)

where, in this paper, for�s ≤ 1m, the numerical solution is stable, and the system Jacobian
defined in later sections is not singular. Larger step size than 1 m might result in singu-
lar Jacobian and hence divergence of the numerical solution depending on the selected
manoeuvrer.

We assume that the stage cost L is (or can be approximated as) a quadratic convex func-
tion of the states and inputs. Then, we define the discretised form of the NMPC at distance
step i, and for the prediction horizon of length N, as

find xi(k+1), uik, k = 0, . . . ,N − 1

to minimise C̄i = Ct
(
xiN , xiNdes

)+
N−1∑
k=0

[
xik − xikdes
uik − uikdes

]T

Wik

[
xik − xikdes
uik − uikdes

]
(6a)

subject to for k = 0, . . . ,N − 1,

F(xik,
xi(k+1) − xik

�s
, uik, k) = 0, (6b)

h(xik,
xi(k+1) − xik

�s
, uik, k) ≤ 0,

xi0 = x̂i, (6c)

where the first term of C̄i is the terminal cost, subscript ‘des’ indicates the desired path,
Wik is a weighting positive semidefinite matrix, and x̂i is the state estimate at distance step
i. We note that in (6), we used the same notation as in the continuous optimal control
problem (4).

4.1. NMPC solution using SQP

The system dynamic equation can be linearised using different methods. A common
approach in the literature that results in an STL model is to simplify the system by assum-
ing small angles and removing all high-order terms. STL models are limited to exclusively
steering control and constant longitudinal speed and small angles. Another approach for
linearisation is to simplify the equations by assuming small angles and then to carry out
linearisation around the operating point at the current state. Therefore, the optimal control
problem can be implemented for a very short horizon, usually for less than 1 s or 15 m. For
longer prediction horizons, the linearised prediction model becomes inaccurate.
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An alternative approach is to linearise the nonlinear system dynamics around an IGRTL
without performing any simplifications. The IGRTL can be either the same as the desired
trajectory, can be obtained by a simpler computationally efficient controller, or can be taken
from a set of the previously saved references in an look-up table for specific manoeuvrers
and driving conditions, e.g. payloads. This approachmakes the combined steering, braking
and propulsion optimal control possible in long horizons with varying road curvature and
vehicle states.

The linear dynamic equation can be derived by using the first-order Taylor expansion
of (6b) around the guess states and inputs [xik0 , u

ik
0 , x

iN
0 ], k = 0, . . . ,N − 1, as described by

Flin(xi(k+1), xik, uik, k) =
F(xi(k+1)0 , xik0 , u

ik
0 , k)

+ JF(xi(k+1))|(xi(k+1)0 ,xik0 ,u
ik
0 )

(xi(k+1) − xi(k+1)0 )

+ JF(xik)|(xi(k+1)0 ,xik0 ,u
ik
0 )

(xik − xik0 )

+ JF(uik)|(xi(k+1)0 ,xik0 ,u
ik
0 )

(uik − uik0 ) = 0,

k = 0, . . . ,N − 1, (7)

where JF(·) is the Jacobian matrix of F, whose entries are defined as, e.g. for a vector
argument y, JFjl(y) = ∂Fj

∂yl
, j = 1, . . . ,N, l = 1, . . . ,M, where N is the number of single

functions in F, andM is the number of function arguments, i.e. the size of the y vector.
Note that if the guess states and inputs satisfy the system dynamics, then the term

F(xi(k+1)0 , xik0 , u
ik
0 ) is equal to zero.

Let us define

yik = [xi(k+1), xik, uik]T

yik0 = [xi(k+1)0 , xik0 , u
ik
0 ]

T . (8)

Then, (7) can be written as

F(yik0 )+ JF(yik)|yik0 (yik − yik0 ) = 0. (9)

If the cost function is not convex and quadratic, then it should be approximated by a
quadratic convex function around the guess states and inputs [xik0 , u

ik
0 , x

iN
0 ], k = 0, . . . ,N −

1, [59]. However, in this paper, we assumed a convex and quadratic cost function given the
desired trajectory.

Let us define

xi = [xi0, xi1, xi2, . . . , xiN] ui = [ui0, ui1, ui2, . . . , ui(N−1)].

After performing the same linearisation steps (7)–(9) for h in (6c), the quadratic pro-
gramme (QP, or the LTV-MPC) can be written as
QPNMPC(x̂i, xi0, u

i
0, x

i
des, u

i
des) =
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find xi(k+1), uik, k = 0, . . . ,N − 1

to minimise C̄i = Ct
(
xiN , xides

)+
N−1∑
k=0

[
xik − xikdes
uik − uikdes

]T

Wik

[
xik − xikdes
uik − uikdes

]
(10a)

subject to for k = 0, . . . ,N − 1

F(yik0 )+ JF(yik)|yik0 (yik − yik0 ) = 0, (10b)

h(yik0 )+ Jh(yik)|yik0 (yik − yik0 ) ≤ 0,

yik = [xi(k+1), xik, uik]T

yik0 = [xi(k+1)0 , xik0 , u
ik
0 ]

T

xi0 = x̂i. (10c)

The optimal control problem defined in (10) is an LTV-MPC. The solution of the LTV-
MPCproblemQPNMPC(x̂i, xi0, u

i
0, x

i
des, u

i
des) can be used to define a new states-inputs guess

[xi1, u
i
1]. The NMPC can then be linearised again around the new guess to define a new

LTV-MPC QPNMPC(x̂i, xi1, u
i
1, x

i
des, u

i
des). Continuing this procedure forms the SQP that

gives the solution of the NMPC upon convergence [24], according to Algorithm 1.

Algorithm 1 SQP at distance-step i
Input: x̂i, xi0, u

i
0, x

i
des, u

i
des;

Initialisation : j← 0;
1: while not converged do
2: Evaluate Jacobians JF(yik)|yikj and Jh(yik)|yikj , for k = 0, . . . ,N − 1, and linearise the

constraints;
3: Solve QPNMPC(x̂i, xij, u

i
j, x

i
des, u

i
des) by calling a QP solver (e.g. [60,61]) to find x

i and
ui;

4: Update the states-inputs guess [xij, u
i
j] to ensure descent in the Newton direction by

using step size α ∈]0, 1] [62]:
[xi

(j+1), u
i
(j+1)] = [xij, u

i
j]+ α([xi, ui]− [xij, u

i
j]);

5: j← j+ 1;
6: end while
7: return [xi, ui].

The SQP is computationally expensive for most of the real-time NMPC applications.
The number of sequential iterations; i.e. the iterations in Algorithm 1 prior to convergence
indicates the quality of the chosen initial linearisation guess trajectory. It can be reduced if
the SQP is warm-started. The RTI method is an efficient approach for solving an NMPC
where Algorithm 1 is iterated only once at distance-step i by using a full Newton step, α =
1. The solution is then used as a warm, i.e. good-quality, linearisation guess for the NMPC
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linearisation at distance-step (i+ 1) [23,24]. RTI reduces the computational cost of SQP
considerably; however, step 2 of Algorithm 1, i.e. evaluating the Jacobians and linearisation
of constraints, must be performed online. This step is computationally expensive for the
nonlinear vehicle model of the articulated vehicles, e.g. the A-double model used in this
paper. To overcome this problem, we proposed to perform step 2 of Algorithm 1 off-line
by using an off-line linearisation guess that is relatively close to the NMPC solution.

4.2. LTV-MPC and off-line linearisation

Algorithm 1 solves an LTV-MPC, if it is executed with a single iteration, and for a full
Newton step, α = 1. Algorithm 2 describes the LTV-MPC, where the NMPC linearisation
is performed off-line.

Algorithm 2 LTV-MPC and off-line linearisation at distance-step i
Input: x̂i, xi0, u

i
0, x

i
des, u

i
des, JF(y

ik)|yikj , and Jh(yik)|yikj , for k = 0, . . . ,N − 1;

1: Solve QPNMPC according to (10) by calling a QP solver (e.g. [60,61]) to find xi and ui;
2: return [xi, ui].

Algorithm 2 provides a solution close the solution of Algorithm 1 if either the initial
linearisation guess is good or the system dynamics equation is not highly nonlinear. In the
following, we study the level of the nonlinearity of the dynamic equation of motion of the
chosen articulated vehicle by examining the number of iterations prior to convergence in
the open-loop simulations and closed-loop control.

5. Open-loop simulations

In this paper, open-loop simulation refers to the integration of the system of ODEs where
the inputs u are known in advance and no optimisation of the trajectories is performed. In
this section, we provide examples of the IGRTL of the LCV motion that yield the solution
of system of ODEs by a single iteration of the Newton method.

Sequential programming is based on Newton’s iterations used for finding a root of a
function, e.g. F(x).

xj+1 = xj −
F(xj)
JF(x)|xj

, (11)

where x is the function argument. If ||xj+1 − xj|| ≤ ε, the convergence is reached and xj
can be taken as a root of the function system F, where ε is a small number. In (11), x0 is the
initial guess. We note that (11) has the same form as (9) where we redefined the function
argument.

DAE solvers commonly use Newton-type methods for solving DAEs [63]. In this
case, the unknowns are algebraic variables, states, and the state derivatives that must be
expressed in terms of the states. If no analytical solution is available, which is the case for
most problems, the problemmust be discretised, and the state derivatives must be approx-
imated by a difference formula such as Euler, Runge–Kutta, or backward differentiation.
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Therefore, the DAE solution also depends on the discretisation method used and its prop-
erties. The Newton’s method combined with the integration (in distance) of the implicit
ODE equations (6b) can be expressed according to the following at distance-step k, where
the inputs uk are known in an open-loop simulation:

xkj+1 = xkj −
F(xkj )

JF(xk)|xkj
, (12)

where x00 is the initial condition of the integration, which is the same as the Newton’s
method initial guess at the first distance-step, and j denotes the iteration number. At
distance-step k+ 1, the converged solution of the previous distance-step works as an initial
guess for the Newton’s iteration, i.e. xk+10 = xk.

The objective of the above introduction lies in the following. Instead of integrating (12)
forward in distance, all the initial guesses of all the distance-steps xk0, for k = 0, . . . ,N can
be gathered in a global vector x0, and the same procedure can be performed for the known
inputs to form the global input vector u. Consequently, the global system of equations F of
all the distance-steps with the corresponding Jacobian matrix JF can be defined such that

xj+1 = xj −
F(xj)
JF(x)|xj

, (13)

where x0 is the IGRTL. If convergence is reached, i.e. if ||xj+1 − xj||2 ≤ ε, then the global
vector xj contains the solution of the implicit ODE (or the DAE), i.e. the same solution that
can be obtained by solving (12).

The main benefit of solving the problem in the form given by (13) is that F(x0) and
JF(x)|x0 can be calculated off-line in advance so that if a good initial guess x0 is selected, the
final solution can be found by a single iteration, that is, by solving (13) only once.Moreover,
if more iterations are needed, the solution can still be obtained more efficiently than that
obtained by the distance-integration according to (12).

It should be noted that the singularity of the global Jacobian matrix can be avoided by
removing the rows and columns corresponding to the known states and moving them to
the right-hand side, i.e. by adding them to F.

The importance of a good choice of the IGRTL is studied using two different driving
manoeuvrers for the nonlinear single-track four-unit and six-axle A-double LCV model.
Themanoeuvrers are a single-lane change and aU-turn. If the IGRTL are far from the non-
linear solution, a single Newton iteration does not provide a solution close to the nonlinear
solution.

5.1. Examples of ‘bad’ initial guesses

A simple linearisation is a linearisation around zero steering inputs and a constant (or zero)
braking and propulsion forces. Examples are shown in Figures 2 and 3. In these figures, the
IGRTL comprises the vehicle states when the vehicle drives straight, i.e. with no steering
input. This means that no information about the manoeuvrer was used to generate the
IGRTL. The convergence is reached if the rootmean square (RMS) of the velocity difference
between the two successive iterations is less than 0.1 m

s . We selected these convergence
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Figure 2. A single-lane-change manoeuvrer. Comparison of the different vehicle states (at COG)
obtained by the two different solution methods: the nonlinear method (given by the last Newton itera-
tion) and linearmethod (given by the first Newton iteration). The lower right plot shows the convergence
of the linear solution to thenonlinear solutionbyperformingNewton iterations in termsof theRMSof the
velocity difference (ms ) between the two successive Newton iterations. The IGRTL comprises the states
of a vehicle that drives straight with zero steering, braking and propulsion inputs.

criteria because the error of a lower level driver model for controlling the speed is more
than 0.1 m

s [64]. It is observed from Figures 2 and 3 that two and four Newton iterations are
necessary to obtain the nonlinear solution of the vehicle equation of motion for the single-
lane change and U-turn manoeuvrers, respectively, starting from the given linearisation
guesses.

5.2. Examples of ‘good’ initial guesses

If the selected IGRTL is close to the nonlinear solution then the solution of the linearised
problem, i.e. the solution obtained after the first Newton iteration, is relatively close to
the nonlinear solution, satisfying the convergence criteria, as seen in Figures 4 and 5. The
IGRTL comprises the states of a vehicle driving in a sample manoeuvrer rather than in the
straight road driving. Moreover, the IGRTL does not need to be ‘so close’ to the nonlinear
solution in order to reach the convergence by a single Newton iteration. As observed from
the figures, the velocity of the IGRTL is different from the nonlinear solution. In addition,
the IGRTL can be generated with the different inputs than those used in the modelled
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Figure 3. AU-turnmanoeuvrer. Comparison of the different vehicle states (at COG) obtained by the two
different solutionmethods: the nonlinearmethod (givenby the last Newton iteration) and linearmethod
(given by the first Newton iteration). The lower right plot shows the convergence of the linear solution
to the nonlinear solution in terms of the RMS of the velocity difference (ms ) between the two successive
Newton iterations. The IGRTL comprises the states of a vehicle that drives straight. The propulsion input
Fxw12=20 kN is the same for all the cases.

vehicle. If the difference in the inputs is not ‘large’ then the linearised model can result in a
solution very close to that of the nonlinear model, as shown in Figures 6 and 7, where the
modelled vehicle brakes during the manoeuvrer.

Therefore, according to the above discussion,MPC controllers can be designed by using
the linearised system of equations of motion of the articulated vehicles with no need of
sequential iterations of the linearised system, if a ‘good’ IGRTL is selected. How ‘good’
depends on the manoeuvrer, driving cycle and the controlled inputs. For instance, if a
representative driving cycle is known, the reference state trajectories that is used for lin-
earising the nonlinear system of equations, i.e. IGRTL, can be generated by solving the
nonlinear equations only once off-line, for the given driving cycle, and by using a sim-
ple control law. Then, an advanced MPC controller can be designed for improving the
control law by using the linearised system of equations. Some deviation from the linearisa-
tion reference states-inputs, caused by, e.g. disturbances, does not invalidate the linearised
equations.
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Figure 4. A single-lane-change manoeuvrer. Comparison of the different vehicle states (at COG)
obtained by the two different solution methods: the nonlinear method (given by the last Newton itera-
tion) and linear method (given by the first Newton iteration). The IGRTL comprises the states of a vehicle
that drives in a sample (or guessed) single-lane-changemanoeuvrerwithnobraking andpropulsion. The
reference vehicle used for generating IGRTL and the vehicle simulated by performing Newton iterations
have the same steering inputs but different velocities.

6. Trajectory-following and off-trackingminimisation of LCVs by using
NMPC and LTV-MPC

6.1. NMPC formulation

Off-tracking is a maximum deviation of the path of the vehicle units (or axles) compared
to the path of the first unit (or the first axle). It is one of the measures for the evaluation
and standardisation of LCVs performance on the road [20,65,66]. Minimisation of the off-
tracking is an application of the optimal control problem defined in (10). We define the
stage cost function in the space domain as

L(x(s), u(s), s) =
nu∑
i=1

((
Xi

(
x(s), s

)− Xdesi(s)
)THX

(
Xi

(
x(s), s

)− Xdesi(s)
)

+ (
Yi

(
x(s), s

)− Ydesi(s)
)THY

(
Yi

(
x(s), s

)− Ydesi(s)
))
, (14)
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Figure 5. AU-turnmanoeuvrer. Comparison of the different vehicle states (at COG) obtained by the two
different solutionmethods: the nonlinearmethod (givenby the last Newton iteration) and linearmethod
(givenby thefirstNewton iteration). The IGRTL comprises the states of a vehicle that drives in a sample (or
guessed) U-turn manoeuvrer. The steering and propulsion inputs are the same in the reference vehicle
used for generating IGRTL and in the vehicle simulated by performing Newton iterations, but they have
different velocities.

with a generalisation that the stage cost also includes the deviation cost of the first unit from
its own path, where nu is the number of vehicle units, [Xi,Yi] are the global coordinates
of unit i COG, [Xdesi,Ydesi] are the global coordinates of the desired path of COGs, and
HX and HY are the weighting matrices. The objective is to reduce the distance between
the trajectory of all the units and the given desired trajectory. We assumed that the desired
trajectory of the first unit is known either from the road, or by simulating the nonlinear
vehicle motion using a simple driver model for controlling the steering of the first axle, and
for a specific manoeuvrer. Therefore, given the desired trajectory of the COG of the first
unit [Xdes1,Ydes1], the desired trajectories of COGs of the other units can be defined as

Xdesi(s) = Xdes1(si), i = 2, . . . , nu
Ydesi(s) = Ydes1(si), i = 2, . . . , nu, (15)

where

si = s+
i−1∑
l=1

xcl2 −
i∑

l=2
xcl1, i = 2, . . . , nu, (16)
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Figure 6. A single-lane-change manoeuvrer. Comparison of the different vehicle states (at COG)
obtained by the two different solution methods: the nonlinear method (given by the last Newton itera-
tion) and linear method (given by the first Newton iteration). The IGRTL comprises the states of a vehicle
that drives in a sample (or guessed) single-lane-changemanoeuvrerwithnobraking andpropulsion. The
reference vehicle used for generating IGRTL and the vehicle simulated by performing Newton iterations
have the same steering inputs. However, the vehicle was simulated by performing Newton iterations
brakes in some axles.

where xcl1 and xcl2 are the vehicle unit local x-coordinates of the front and rear coupling
points relative to the unit’s COG, respectively.

Moreover, [Xi,Yi] are nonlinear functions of states. These must be linearised around
the IGRTL in order to make the cost function convex and quadratic and suitable for defin-
ing the QPNMPC problem. The IGRTL can be defined using a simple vehicle controller
following the desired trajectory.

Let us discretise the space and define

ȳk(xk, k) = [X1(xk, k),Y1(xk, k), . . . ,Xnu(x
k, k),Ynu(x

k, k)]T , k = 0, . . . ,N, (17)

and

ȳkdes = [Xk
des1,Y

k
des1, . . . ,X

k
desnu ,Y

k
desnu]

T , k = 0, . . . ,N. (18)

The linearisation of ȳk by finding its Jacobian with respect to state xk evaluated at xk0 yields

ȳklin(x
k, k) = Āk

0 x
k + b̄k0. (19)
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Figure 7. A U-turn manoeuvrer. Comparison of the different vehicle states (at COG) obtained by the
two different solution methods: the nonlinear method (given by the last Newton iteration) and linear
method (given by the first Newton iteration). The IGRTL comprises the states of a vehicle that drives in
a sample (or guessed) U-turn manoeuvrer. The steering and propulsion inputs of the reference vehicle
used for generating IGRTL and the vehicle simulated by performing Newton iterations are the same, but
they have different velocities. However, the vehicle simulated by performing Newton iterations brakes
in some axles.

Then, the state cost function (14) can be written as

L(xk, uk) = (Āk
0 x

k + b̄k0 − ȳkdes)
TH(Āk

0 x
k + b̄k0 − ȳkdes), (20)

whereH is a positive semidefinite weighting matrix. Rearranging the terms and removing
the constants yield

L(xk, uk) = (xk)T(Āk
0)

THĀk
0x

k − 2(ȳkdes − b̄k0)
THĀk

0x
k. (21)

Therefore, the off-tracking minimisation QPNMPC problem for a single-track A-double
with a steerable dolly, where the whole manoeuvrer is considered a single prediction
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Figure 8. A single-lane-change manoeuvrer. The optimal control of the tractor front axle steering δ11
and the dolly front axle steering δ31 for following the desired trajectory and off-trackingminimisation of
all the units obtained using the LTI-MPC and NMPC (SQP) solutionmethods. All the other inputs are kept
constant, i.e. Fxw12 = 9 kN, and the other input forces are zero. ‘Des’ refers to the desired path. All the
linearisation state-input trajectories of the IGRTL are zero except for the longitudinal velocity. The NMPC
(SQP) converged within two iterations. The solutions of the LTI-MPC are different from that of the NMPC
(SQP). The non-optimal (non-opt) paths are obtained by simulating the LCV using a sine-steering input
of the first axle δ11 similar to that obtained by the NMPC, where no optimal control of the other inputs is
performed.
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Figure 9. A single-lane-change manoeuvrer. The optimal control of the tractor front axle steering δ11
and the dolly front axle steering δ31 for following the desired path and off-tracking minimisation of all
the units obtained using the LTV-MPC and NMPC (SQP) solution methods. All the other inputs are kept
constant, i.e. Fxw12 = Fxw12,Ref and Fxw32 = Fxw32,Ref , and the other input forces are zero. ‘Des’ refers to
the desired path. The NMPC (SQP) is warm-started with nonzero IGRTL, e.g. a sine steering of δ11,Ref . The
NMPC (SQP) converged within a single iteration. The solutions of the LTV-MPC are relatively similar to
that of the NMPC (SQP). The non-optimal (non-opt) paths are obtained by simulating the LCV using a
sine-steering input of the first axle δ11 similar to that obtained by the NMPC, where no optimal control
of the other inputs is performed.
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Figure 10. A U-turn manoeuvrer. The optimal control of the tractor front axle steering δ11, the dolly
front axle steering δ31, andpropulsion Fxw12 and Fxw32,whereas theother inputs are kept zero, for desired
trajectory-following and off-trackingminimisation of all the units by using the LTV-MPC andNMPC (SQP)
solutionmethods. The second axle of the dolly is equippedwith an electricmotor. The non-optimal (non-
opt) paths are obtained by simulating the LCV using a sine-steering input of the first axle δ11 similar to
that obtained by the NMPC, where no optimal control of the other inputs is performed.
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Figure 11. A-double negotiating the U-turn while the dolly steers outward.

Figure 12. Lateral acceleration of the forth vehicle unit COG of the A-double during high-speed single-
lane-change manoeuvrer.

horizon of N discrete stages can be written as follows.

find x(k+1), uk, k = 0, . . . ,N − 1

to minimise
N∑
k=0

(
(xk)T(Āk

0)
THĀk

0x
k−

2(ȳkdes − b̄k0)
THĀk

0x
k
)
, (22a)

subject to for k = 0, . . . ,N − 1

F(yk0)+ JF(yk)|yk0(y
k − yk0) = 0, (22b)

yk = [x(k+1), xk, uk]T ,

yk0 = [x(k+1)
0 , xk0, u

k
0]
T ,

xk+1min ≤ xk+1 ≤ xk+1max, (22c)

ukmin ≤ uk ≤ ukmax,

x0 = x̂0, (22d)

where constraint (22b) is for the linearised system dynamics and the same as in (10b), and
constraints (22c) and (22d) bound the states and inputs.
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Furthermore, the states can be solved for the inputs by using constraint (22b). More-
over, cost function and constraints could include terms to penalise or limit the rate of the
inputs, as well as the proximity to the road sides and road users, which would change the
problem to a motion planning problem rather than the trajectory-tracking. Moreover, to
avoid close-to-roll-over situations in high-speedmanoeuvrers, where following the desired
trajectory would cause a high lateral acceleration, constraints on lateral acceleration can be
added for each of the vehicle units [67].

It should be noted that the controller is NMPC which, through nonlinear vehicle
model, automatically adjusts to different dynamics and speeds. Moreover, for LTV-MPC,
we use different linearised systems for different dynamics and speeds. Therefore, a simi-
lar gain matrix (identity matrix in our case) could be used both in low- and high-speed
manoeuvrers.

6.2. Results of NMPC and LTV-MPC

The trajectory-following and off-tracking minimisation QPNMPC (22) was solved for the
two manoeuvrers, i.e. the single-lane change and U-turn, by using the NMPC (SQP,
Algorithm 1) and LTV-MPC (with off-line determination of IGRTL and Jacobians,
Algorithm 2) approaches. The states and inputs were specified according to (2) and (3).

The results are shown in Figures 8–10. These figures show the IGRTL of the velocity and
inputs, the input actions obtained by LTV-MPC (with off-line determination of IGRTL
and Jacobians, Algorithm 2) and those obtained in NMPC (i.e. the last iteration of the
SQP), as well as the desired path and the convergence of the NMPC. In both cases, i.e.
for the single-lane chance and U-turn manoeuvrers, the desired path is followed with a
good accuracy, while the off-tracking (as well as the rearward amplification) is minimised.
The off-tracking is reduced by approximately 20% and 71% in the U-turn and single-lane
change manoeuvrers, respectively. In these figures, the dynamic response of the LCV to an
input reference trajectory obtained by simulation is also shown where no optimal control
is involved referred as non-optimal. The non-optimal solution is used as a baseline for
evaluating the performance of the controllers. To illustrate the importance of a ‘good’ initial
guess, we solved the NMPC of the single-lane change manoeuvrer by using two different
state-input IGRTL. Figure 8 shows the results where the state-input IGRTL are ‘bad’, i.e.
they are all zero except for the constant longitudinal speed. This type of linearisation is
commonly used in the literature for modelling of the LCVs and building the STL models.
Moreover, since the IGRTL is constant in time (or space) the resulted LTV system remains
constant in time (or space) which makes LTV-MPC similar to an open-loop linear time-
invariant (LTI)MPCwhere the linearisation was done around the operating point and was
kept constant through the horizon. If theNMPC is solved using such a IGRTL, it requires at
least two Newton iterations to converge and the input actions generated by the solution of
theNMPCdiffers from that of LTI-MPC. Figure 9 shows the results where the linearisation
references, i.e. the IGRTL, are the outputs of a simulation where the inputs were given
by a constant nonzero propulsion force and a sine steering of the first axle, started at the
beginning of the lane-changemanoeuvrer. The IGRTL varies in time (or distance) resulting
in an LTV-MPC. It is observed that the states in the IGRTL are close to the final NMPC
(SQP) solution so that a single iteration of the SQP satisfies the convergence criteria, and
the generated input action are relatively similar to those obtained by solving the LTV-MPC.
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For theU-turn, as shown in Figure 10 the IGRTL is far from the final solution. Therefore,
SQP requires at least four sequential iterations to converge, and the LTV-MPC and SQP
solutions differ. Moreover, it is observed that the steering of the dolly results in a velocity
reduction. The velocity is bounded around the velocity given by the IGRTL by 8% of its
value. Therefore, the velocity is kept within the bound by the optimal axles propulsion in
the U-turn manoeuvrer. We note that the change of the velocity is not penalised in the
cost function. As the result of the optimal control during the U-turn, the dolly steers in the
opposite direction compared to the first unit, outward relative to the curve, as illustrated
in Figure 11. Furthermore, a controller can be designed to generate a better IGRTL for the
U-turn manoeuvrer; this was left for the future studies by the authors.

The computation time varies depending on the available computational power and
number of discrete steps in the horizon. It takes 0.3 s to solve the quadratic program, if
the number of discrete steps is 100 in 100m horizon. The optimisation solver was Gurobi
[61] in the MATLAB platform on a laptop with 2.30GHz processor. The use of the dif-
ferent solvers on different platforms may reduce the computational time. In addition, on
average, generating the Jacobians, i.e. step 2 of Algorithm 1, takes about 20 s. It means that
the total computation times of different controllers, in a single-lane change manoeuvrer,
are according to the following: LTI-MPC: 0.3 s, LTV-MPC: 0.3 s and NMPC: 40.9 s (after
three iterations), assuming that the IGRTL and Jacobians are available in the first iteration.

Finally, Figure 12 illustrates the lateral acceleration of the forth vehicle unit of the
A-double during high-speed single-lane-change manoeuvrer obtained by different con-
trollers. It can be seen that the lateral acceleration was reduced using LTV and MPC
controllers, controlling dolly steering angel, compared to non-steered dolly (non-opt).

7. Conclusion

We proposed a methodology for optimal integrated motion control of LCVs. The vehi-
cle equations of motions were nonlinear and allowed coupled longitudinal and lateral
dynamics and combined optimal control of distributed steering, propulsion, and braking
in a long prediction horizon. Therefore, the vehicle was able to react optimally prior to
reaching a curve in order to increase tracking quality and safety.

We implemented nonlinear and linear MPC for trajectory-following and off-tracking
minimisation of an A-double vehicle.We solved the nonlinearMPC problem by sequential
quadratic programming, which was unsuitable for the real-time implementation. The RTI
approach was not suitable for the real-time implementation either because of the expensive
computations needed for linearisation of LCV equations. Alternatively, we converted the
nonlinear MPC to a linear time-varying MPC where the linearisation is performed off-
line. We showed that the control actions obtained by solving the linear time-varying MPC
were relatively close to that generated by sequential quadratic programming if the IGRTL is
relatively close to the solution of the nonlinearMPC. Such an IGRTL can either be obtained
by performing open-loop simulations or by using a simpler feedback controller thanMPC.
We also demonstrated that the STL vehicle models are not suitable for such integrated
control applications in long prediction horizons.

This work can be extended by defining methods to find ‘good’ linearisation references,
including other applications of nonlinearMPC in long combination vehicles such as speed-
planning and optimally distributing the propulsion and braking in order to minimise the
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energy consumption on hilly and curved roads considering the vehicle stability and other
road users.
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Appendix 1. Vehicle modelling

Wederived the nonlinear single-track vehiclemodel in the yaw plane by using the Lagrange equation
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Let ua and sa be binary matrices defining unit axles and steerable axles, respectively, e.g. for the
single-track 6-axle vehicle shown in Figure 1:

ua = [1, 1;

1, 0;

1, 1;

1, 0], (A1)

sa = [1, 0;

0, 0;

1, 0;

0, 0]. (A2)

Each of the rows of the above matrices provides information about the vehicle units and the their
axles; moreover, the total number of rows corresponds to the total number of units nu, e.g. uaij = 1
and saij = 1 means that there is an axle j on unit i that is steerable. The number of columns of the
above matrices defines the maximum number of the axles in a unit na.

The Lagrange equation is given by

d
dt

∂T
∂ q̇l
− ∂T

∂ql
+ ∂V

∂ql
= Ql, l = 1, . . . , ng , (A3)

where T, V, denote the system kinetic and potential energies, ng = 6 is the total number of gener-
alised coordinates of the system, and a dot (˙) above a variable represents the time derivative. The
generalised coordinates q are given by

q = [X1,Y1,φ1, θ1, θ2, θ3], (A4)

where X1, Y1 denote the position of the COG of the first unit in global inertia coordinate system,
φ1 and θ denote the global yaw angle of the first unit and articulation angles, respectively. The
generalised force Ql is given by

Ql =
nf∑
k=1

(
FXk

∂PXk
∂ql
+ FYk

∂PYk
∂ql

)
, l = 1, . . . , ng , (A5)

where nf denotes the total number of force elements, FXk and FYk are their X and Y components and
PXk and PYk are their X and Y positions in the global inertia frame.

The potential energy is zero, whereas the kinetic energy is given by

T = 1
2

nu∑
i=1

(
mi(v2Xi + v2Yi)+ Jiφ̇2

i
)
, (A6)

where mi is the vehicle unit mass, Ji is the vehicle unit yaw moment of inertia, i is the vehicle unit
index, φi is the vehicle unit angle in global frame and vXi and vYi are the velocity components of the
COG of unit i.

The position of the vehicle units COGs can be determined by using the system kinematics as[
Xi
Yi

]
=

[
Xi−1
Yi−1

]
+

[
xc(i−1)2 cos(φi−1)− xci1 cos(φi)
xc(i−1)2 sin(φi−1)− xci1 sin(φi)

]
, i = 2, . . . , nu, (A7)

where,
φi = φi−1 + θi−1, i = 2, . . . , nu, (A8)

and xci1 and xci2 are the local positions of the front and rear coupling points. For vehicle dimensions
refer to Figure 1 and Table A1. Therefore, the vehicle unit velocities in the global frame are

vXi = dXi

dt
, vYi = dYi

dt
. (A9)
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LetM be a matrix for transforming the coordinates in the vehicle unit local frame to the coordinates
in the global frame:

Mi =
[
cos(φi) −sin(φi)
sin(φi) cos(φi)

]
. (A10)

Then, the axle global positions are given by[
Xwij
Ywij

]
=

[
Xi
Yi

]
+Mi

[
xaij
0

]
, i = 1, . . . , nu, j = 1, . . . , na, uaij �= 0. (A11)

Similarly, the position of the air resistance force is given by[
Xair
Yair

]
=

[
X1
Y1

]
+M1

[
xa11
0

]
. (A12)

Therefore, the resulting equation of motion is an implicit system of ODEs in the form

F(x, ẋ, u) = 0, (A13)

for the state vector x

x = [X1,Y1,φ1, vX1, vY1, φ̇1, θi, θ̇i], i = 1, . . . , nu − 1, (A14)

and the input vector u that is given by (3).
However, the state vector defined in (A14) includes velocities vX1 and vY1 in the global frame.

The change of variables from the global frame to the first vehicle unit local frame can be performed
using a coordinate transformation described by[

vx1
vy1

]
= M−11

[
vX1
vY1

]
=

[
cos(φ1) sin(φ1)
−sin(φ1) cos(φ1)

] [
Ẋ1
Ẏ1

]
. (A15)

Therefore, chain rule differentiation must be performed to differentiate the kinetic energy in A3, i.e.

∂T
∂Ẋ1
= ∂T

∂vx1
∂vx1
∂Ẋ1
+ ∂T

∂vy1

∂vy1
∂Ẋ1
= ∂T

∂vx1
cos(φ1)− ∂T

∂vy1
sin(φ1), (A16)

∂T
∂Ẏ1
= ∂T

∂vx1
∂vx1
∂Ẏ1
+ ∂T

∂vy1

∂vy1
∂Ẏ1
= ∂T

∂vx1
sin(φ1)+ ∂T

∂vy1
cos(φ1), (A17)

∂T
∂φ1
= ∂T

∂vx1
∂vx1
∂φ1
+ ∂T

∂vy1

∂vy1
∂φ1
+ ∂T

∂g(φ1)

∂g(φ1)

∂φ1
= ∂T

∂vx1
vy1 − ∂T

∂vy1
vx1, (A18)

where ∂g(φ1)
∂φ1
= 0.

The new set of states in the first vehicle unit local coordinate system is

x = [X1,Y1,φ1, vx1, vy1, φ̇1, θi, θ̇i], i = 1, . . . , nu − 1. (A19)

Conversion from the time domain to the space domain can be performed by performing the
following change of variables that results in the states (2) and equations of motion (1).

d(·)
dt
= d(·)

ds
ds
dt
≈ vx1

d(·)
ds

, (A20)

and

d2(·)
dt2
= d

dt

(
d(·)
ds

ds
dt

)
= v2x1

d2(·)
ds2
+ vx1

dvx1
ds

d(·)
ds

, (A21)

where (·) represents any variable and where we assumed ds
dt ≈ vx1.
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A.1 tiremodel

In this section, we removed the axle and unit indices for the sake of brevity. We did not model the
tyre longitudinal slip sx. However, the tyre lateral slip is given by

sy =
vwy
|vwx| , (A22)

which is the result of the physical derivation of the Brush tyre model [70]. The wheel velocity local
components can be calculated according to[

vwx
vwy

]
=

[
cos(φ + δ) sin(φ + δ)

−sin(φ + δ) cos(φ + δ)

] [
dXw/dt
dYw/dt

]
. (A23)

The nonlinear tyre model used in this paper is inspired by the Pacejka magic tyre model [71] and
was initially reported in project ‘Performance based standards II’ [65]. A modified version of that
model [58] reads

Fyw|(sx=0) = Fz uy sin
(
C arctan

(−Ccy

C uy
arctan(sy

))
, (A24)

where Fz, Ccy and C are the tyre normal force, cornering coefficient and shape factor, respectively.
The shape factor is defined as

C = 2
(
1+ arcsin(u2)

π

)
, (A25)

where u2 is the ratio between the road friction coefficient at a large slip and that at a zero slip, and

uy = 0.8
(
1+ uyg

Fz − Fz0
Fz0

)
, (A26)

where Fz0 is the nominal tyre normal force that in this paper is equal to the axle static load, and uyg
is the maximum lateral force gradient with a value between -0.3 and -0.1. The cornering coefficient
Ccy is defined as

Ccy = Ccy0

(
1− 0.1

Fz − Fz0
Fz0

)
; (A27)

where Ccy0 is the cornering coefficient at the nominal tyre normal force. We tuned the values of the
maximum lateral force gradient uyg and the cornering coefficient Ccy0 based on the experimental
data [58].

Finally, the combined slip was modelled according to the friction ellipse model [58,70,71]
according to

Fyw =
√
1−

(
Fxw
e μ Fz

)2
Fyw|(sx=0) (A28)

where e is a scaling factor defining the shape of the ellipse; e.g. if e = 1 the model is a friction circle.
Finally, the tyre forces in the global frame can be defined as[

FX
FY

]
=

[
cos(φ + δ)− sin(φ + δ)

sin(φ + δ)cos(φ + δ)

] [
Fxw
Fyw

]
,

A.2 Gravitational force, rolling and air resistance forces

Assuming that the road pitch and banking angles remain constant within a unit length, the
gravitational force acting on the COG of unit i is given by

Fgxi = mi g sin(λpi), (A29)

Fgyi = mi g sin(λbi), (A30)

where g is gravitational acceleration, the road pitch angle λpi is positive downhill in front of the
vehicle unit, and the road banking angle λbi is positive downhill at the left side of the vehicle unit.
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The gravitational forces acting on units COGs in the global frame are given by[
FgXi
FgYi

]
=

[
cos(φri) −sin(φri)
sin(φri) cos(φri)

] [
Fgxi
Fgyi

]
, (A31)

where φri is the road yaw angle in the global frame. However, we assumed φri = φi.
The rolling resistance forces FwRR are defined as

FwRR = −fr Fz vx1
|vx1| , (A32)

and in the global coordinates are[
FXRR
FYRR

]
=

[
cos(φi + δ)− sin(φi + δ)

sin(φi + δ)cos(φi + δ)

] [
FwRR
0

]
,

where fr is the rolling resistance coefficient.
Finally, the air resistance force is given by

Fxair = −0.5 Af cd ρa v2x1
vx1
|vx1| , (A33)

[
FXair
FYair

]
=

[
cos(φ1) −sin(φ1)
sin(φ1) cos(φ1)

] [
Fxair
0

]
, (A34)

where Af , cd and ρa are the vehicle front area, air drag coefficient and air density, respectively.

Appendix 2. Vehicle parameters

In this paper, g = 9.81 m
s2 , e = 1, Af cdρa = 9.9840 Ns2

m2 , fr = 0.008, u2 = 0.8; and for each of the tires of
the steered axles: uyg = -0.168, Ccy0 =5.33, and for un-steered axles: uyg = -0.1, Ccy0 =12.38. Other
parameters are shown in Table A1.

Table A1. Vehicle unit and axle parameters.

Parameter Unit 1 Unit 2 Unit 3 Unit 4

m (kg) 10,250 22,000 3700 24,300
J (kg m2) 0.4671× 105 1.6291× 105 0.0708× 105 3.0895× 105

xa (m) [1.4992,−2.5858] [−2.5687, 0] [0.5499,−1.4501] [−2.4778, 0]
xc (m) [0,−2.2008] [5.1313,−5.3187] [3.8999,−0.4001] [5.4222, 0]
nta∗ [2, 8] [6, 0] [2, 2] [6, 0]
μ [1, 1] [1, 0] [1, 1] [1, 0]

Note: The first vehicle unit has two axles and the other units have a single axle. ‘0’ means that either the quantity is not
relevant or the axle does not exist.
∗ nta denotes the number of tires per axle.
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Appendix 3. Abbreviations

Abbreviations used in this paper are provided in Table A2.

Table A2. List of abbreviations.

Abbreviation Meaning Abbreviation Meaning

COG Centre of gravity NMPC Nonlinear model predictive control
DAE Differential algebraic equation ODE Ordinary differential equation
IGRTL Initial guess of the reference trajectories used

for linearisation
QP Quadratic programme

LCV Long combination vehicle RMS Root mean square
LTI Linear time-invariant RTIs Real-time iterations
LTV-MPC Linear time-varying model predictive control SQP Sequential quadratic programming
MPC Model predictive control STL Single-track linear


	1. Introduction
	2. Background
	3. Nonlinear vehicle model
	4. NMPC problem formulation
	4.1. NMPC solution using SQP
	4.2. LTV-MPC and off-line linearisation

	5. Open-loop simulations
	5.1. Examples of `bad' initial guesses
	5.2. Examples of `good' initial guesses

	6. Trajectory-following and off-tracking minimisation of LCVs by using NMPC and LTV-MPC
	6.1. NMPC formulation
	6.2. Results of NMPC and LTV-MPC

	7. Conclusion
	Disclosure statement
	Funding
	ORCID
	References
	A.1. tire model
	A.2. Gravitational force, rolling and air resistance forces



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /PageByPage
  /Binding /Left
  /CalGrayProfile ()
  /CalRGBProfile (Adobe RGB \0501998\051)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings false
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.90
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.90
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Average
  /MonoImageResolution 300
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /ENU ()
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [493.483 703.304]
>> setpagedevice


