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Abstract An auto-encoder that optimizes a VCSEL-based fiber-optic system end-to-end and provides
a 1.5dB sensitivity gain at higher temperatures is trained, utilizing a neural network that models the
response of a VCSEL for a range of operating temperatures.

Introduction
The uncooled GaAs-based Vertical-Cavity
Surface-Emitting Laser (VCSEL) is the light
source of choice for short-reach optical intercon-
nects (OIs)[1]. It can be directly modulated at high
speed and enables miniature footprint transceiver
modules, and the most energy and cost-efficient
interconnect[2]. Intensity modulation formats
such as 4-PAM can be used to provide high
data rates in OIs[3],[4]. However, the non-trivial
nonlinear VCSEL response limits OIs modulated
with equidistant PAM levels[5]. As optics moves
closer to the board and OIs find uses in diverse
applications, and settings like consumer devices,
cars, or planes, operation over broader temper-
ature ranges, e.g., from −40 to 125°C becomes
imperative. Therefore, it is essential to model
the VCSEL and adapt the modulation format to
maximize the data throughput from the lowest to
the highest temperature for the OIs.

Machine learning (ML) techniques have been
used to adapt the performance of OIs, espe-
cially for equalization[6]–[8]. ML has also been ap-
plied to optimize a specific function in the fiber-
optic system, e.g., coding, modulation, and equal-
ization[9]–[11]. End-to-end learning using autoen-
coders (AE) for jointly optimizing the transmit-
ter and receiver has the potential to achieve an
optimal performance[12]–[17]. However, there is
scant literature on applying AE to VCSEL links,
in particular, when including temperature depen-
dence. The differential equations governing the
VCSEL are not directly amenable to gradient
back-propagation and depend on the differential
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equations solver[18]. Therefore, incorporating the
rate equations in the end-to-end optimization of
AEs is challenging. Moreover, equivalent circuit
models such as[19] are also not sufficient for in-
corporating into the AE optimization. Therefore,
to fully capture the nonlinear behavior of VC-
SELs and optimize the PAM levels using learn-
ing techniques, a neural network (NN) equivalent
that captures the dynamics of the rate equations
of VCSELs is highly advantageous. Initial work
along these lines was presented in[20] but failed to
include the temperature dependence.

Our contributions in this paper are two-fold:
1. We first develop a VCSEL NN model (re-

ferred to as VNet) that models the nonlin-
ear dynamic response of the VCSEL to accu-
rately reproduce the optical waveforms gen-
erated by the VCSEL under different operat-
ing temperatures.

2. We incorporate the VNet in a low-complexity
AE that models an end-to-end fiber-optic sys-
tem, and we use it to determine optimized in-
put PAM levels that provide improved bit error
rate performance.

VCSEL Neural Network - VNet
For this first proof-of-concept demonstration, we
utilize the single-mode laser rate equations of a
simple VCSEL model[20]
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where N denotes carrier density, S the photon
density, I the injection current, V the active vol-
ume, ngeff the effective refractive index, g the
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(a) VNet structure
comprising fully connected
(FC) layers, rectified linear

units (ReLUs), and a
sigmoid. The numbers in

the parentheses represent
the number of neurons in a

specific layer
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Fig. 1: VNet structure, and equivalence to the rate equations

in terms of response and BER.

gain per unit length, Γ the internal quantum ef-
ficiency, τn the carrier lifetime and τp the photon
lifetime. Here we consider Γ, g, τn and τp to be
the temperature-dependent terms. Note that the
model does not account for parasitics, gain com-
pression, and self-heating of the VCSEL.

By generating input-current and output-power
samples obtained from (1)–(2) using a 28 GHz
white Gaussian noise sequence with 8 mA mean
current and 6 mA standard deviation for temper-
atures −5°C to 95°C in steps of 5°C, the VNet
NN (structure shown in Fig. 1a) is trained in a su-
pervised fashion to capture the VCSEL dynam-
ics in the relevant parameter ranges. The input
current sequence is over-sampled by a factor 10
and shaped into rectangular pulses. The cur-
rent sequence is then partitioned into 20 consec-
utive samples, which, along with the temperature,
serve, after normalization, as the NN’s input, thus
avoiding the need for retraining for different tem-
peratures in[20].

The trained network is tested with a 28 Gbaud
4-PAM current sequence ranging between 2 mA
and 12 mA, with equidistant modulated levels.
A snapshot of the matching output power se-
quences from the rate equations and the VNet for
two different temperatures is shown in Fig. 1b. To
further validate the accuracy of VNet, the bit error
rate (BER) vs. the signal-to-noise ratio (SNR) ob-
tained from VNet and rate equations for a 4-PAM
input sequence over an additive white Gaussian
noise (AWGN) channel are shown in Fig. 1c. The
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Fig. 2: AE structure containing two encoder layers, the
transmission blocks and a single decoder layer. The numbers

in the parentheses represent the number of neurons in a
specific layer.

performance again matches at different tempera-
tures (shown only for 5°C and 95°C, for clarity).

Autoencoder for Optimized PAM Levels
This section implements the fiber-optic commu-
nication system and transmission chain, includ-
ing transmitter, receiver, and channel, as a com-
plete end-to-end AE. All the components of the
transceiver chain, as well as the channel model,
are depicted in detail in Fig. 2. A message s ∈
[1, . . . ,M ] ≜ M is encoded into a one-hot vector
of size M (here, M = 4), denoted by x, where
the s-th element equals 1 and the other elements
are 0. Then the encoder is applied (see Fig. 2, left
side). The output of the sigmoid layer, which is
between [0, 1], is appropriately scaled and shifted
to the chosen dynamic range, here chosen to be
[2, 12]mA, which ensures that the input to VNet
is above the VCSEL threshold current for all am-
bient temperatures and avoids that the AE arbi-
trarily increases bias current, which would be pe-
nalized by self-heating in a real system[20]. The
output of the encoder is over-sampled by a fac-
tor of 10 (additional low-pass filtering can be ap-
plied here) and stored in memory buffers to accu-
mulate 20 samples, which corresponds to 2 sym-
bol durations, concatenated with the temperature,
and passed to the VNet (described in Fig. 1). The
fiber channel is modeled by AWGN, though the
proposed architecture can be readily extended
to account for additional low-pass filtering and
other forms of dispersion and complex circuitry,
like output driver circuits. The photodiode out-
put is processed using a single fully-connected
layer with softmax activation. The output prob-
ability vector y = [y1, . . . , yM ]⊤, and estimated
message is ŝ = argmaxi[y]i. The loss function
minimized is the categorical cross-entropy, given



Tab. 1: AE determined PAM levels (in mA) vs temperature,
where the first row corresponds to equidistant PAM.

T ° C PAM-1 PAM-2 PAM-3 PAM-4
– 2.0 5.33 8.67 12.0
5 2.0 5.06 8.56 12.0

25 2.0 5.05 8.50 12.0
45 2.0 5.05 8.41 12.0
65 2.0 4.86 8.21 12.0
85 2.0 4.76 8.15 12.0
95 2.0 4.73 7.87 12.0
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Fig. 3: Eye Diagrams of output power for 95°C.

by −∑M
i=1 xi log(yi). This loss can be related to

an achievable information rate using arguments
from mismatched decoding[15].

Performance Analysis
The training is performed over a dataset of 2.5 ×
104 randomly chosen message symbols with a
batch size of 50 for an SNR of 21 dB for 1500

epochs. At the end of the training procedure, the
optimized PAM levels are measured at the output
of the rescaling layer.

The PAM levels obtained from the AE for vari-
ous temperatures are shown in Tab. 1 along with
equidistant PAM levels. At 5°C, the PAM levels are
close to that of the equidistant PAM. However, at
95°C, the spacing between the first two levels is
2.73 mA, and between the second and the third is
3.14 mA. At higher temperatures, the AE obtains
an almost equal vertical eye-opening of the output
power for all four levels by compressing the lower
levels. The equal eye-opening for all the levels
for the AE-optimized PAM can also be observed
in the eye diagrams shown in fig. 3. The chosen
driver current range is only for proof-of-concept,
and the AE can be trained to obtain a different
extinction ratio.

For a fair comparison of the cross-entropy per-
formance of the AE-obtained PAM levels against
that of the equidistant PAM levels, we have
trained a stand-alone decoder. The cross-entropy
vs. SNR results of the AE and the equidistant-
decoder (ED) are plotted in Fig. 4. The cross-
entropy of AE is lower than that of ED for all
temperatures. For example, at 95°C, the cross-
entropy of AE is 5 times smaller than that of ED.
Even at lower temperatures, the cross-entropy of
AE is 2 times smaller than that of ED. The BER
performance of both AE and ED are shown in
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Fig. 4: Cross Entropy vs SNR for AE and ED.
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Fig. 5: BER vs SNR of AE and ED.

Fig. 5. The advantage of AE is that even though
the loss function minimized is the cross-entropy,
the BER of AE is also lower than that of ED
at higher temperatures. At 95°C, the sensitivity
improvement is about 1.5dB, validating the idea
that equidistant PAM levels do not attain an op-
timal BER. Also, the training and computational
complexity of the proposed AE method are low
when compared to existing ML-based nonlinear
equalization approaches[8]. Also, in a real sys-
tem, training would likely be performed in a cali-
bration step, and optimized PAM levels could be
integrated into the driver and receiver hardware.

Conclusions
We demonstrated AE-based end-to-end optimiza-
tion of VCSEL-based fiber-optic system under
different operating temperatures utilizing a NN-
based VCSEL model . The optimized 4-PAM in-
put levels to the VCSEL are shown to have about
1.5 dB sensitivity improvement when compared to
that of equidistant 4-PAM, at higher temperatures.
Also, the optimized PAM levels are shown to have
an improved cross-entropy across a range of op-
erating temperatures.
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