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Abstract

Stars are known to form from dense, dusty clumps and cores of molecular
clouds. However, there is no consensus on a theory that can predict the rate
of star formation, its clustering, and the conditions needed for massive stars
to be born. A major challenge is how to observe and characterise the gas that
is the fuel for star formation. One way is to take advantage of line emission
from molecular species, a great variety of which have now been detected in the
interstellar medium. However, interpreting the messages from these molecules
necessitates an understanding and modeling of astrochemistry. In addition to
this diagnostic power, astrochemistry is also expected to impact the physical
evolution of the gas by influencing heating and cooling rates and controlling
the degree of ionization, which mediates coupling to magnetic fields. To make
progress in modeling the physical and chemical evolution of molecular clouds,
we develop methods for chemodynamical simulations and carry out several
studies combining magnetohydrodynamics (MHD) and astrochemistry. Our
first investigation concerns the evolution of chemical abundances in massive
pre-stellar cores, which are the initial conditions in some theories of massive
star formation. A gas-phase chemical reaction network is applied to MHD
simulations, with a focus on predicting the level of deuteration of key diag-
nostic species that are widely used in observational searches for such cores.
We show how the abundances and kinematics of N2D+ and N2H+ can help
disentangle the chemodynamical history of massive cores. Next we examine
the formation of populations of cores from colliding and non-colliding giant
molecular clouds (GMCs). We begin by carrying out high resolution MHD
simulations to examine how core properties, especially the core mass function
(CMF), are influenced by the dynamics of the GMCs. Synthetic observations
of the simulated clouds are derived to enable a more direct comparison with
observed CMFs. We then use a gas-grain chemical network to follow the evo-
lution of key gas- and ice-phase species in these GMCs. One application is a
study of the influence of the cosmic ray ionization rate on the abundances of
CO, HCO+ and N2H+ in the colliding and non-colliding clouds and how ob-
servations of these species can help measure this key environmental property.
Associated with the release of our astrochemical modeling tool, Naunet, we
also discuss the computational performance of chemodynamical simulations
and summarize methods to further improve their efficiency.
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CHAPTER 1

Introduction

1.1 Introduction

Stars are the most fundamental luminous objects and dominant sources of
energy in the universe. However, many questions concerning the star forma-
tion process are still under debate. One of the most important of these is:
what is the formation mechanism of high-mass stars, i.e., those with masses
> 8 M⊙ (e.g., Tan et al., 2014)? Although astrophysicists have a paradigm
to explain the formation of low-mass stars (e.g., Shu et al., 1987; Kennicutt
& Evans, 2012), such a consensus for massive stars has not yet been reached
(e.g, Kahn, 1974; Beuther et al., 2006). A related question is: what processes
initiate and regulate the birth of star clusters? Most stars, including massive
ones, are thought to form in clusters, so answering this question will also en-
able a deeper understanding of the stellar initial mass function and the global
star formation activity and thus the evolution of galaxies (e.g., Tan et al.,
2014; Offner et al., 2014).

Several theories have been proposed to describe massive star formation.
Among these, the Turbulent Core Accretion (TCA) model (McKee & Tan,
2003) and the Competitive Accretion model (Bonnell et al., 2001) are the two
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Chapter 1 Introduction

main candidates. In short, the TCA model proposes that massive stars form
through a mechanism that is a scaled-up version of the process that leads
to the birth of low-mass stars. In this scenario, a massive star forms from
the collapse of an approximately monolithic massive prestellar core embedded
in a molecular “clump” environment. Alternatively, Competitive Accretion
suggests that massive stars emerge from a protocluster population of initially
low-mass progenitors that feed on the material of the clump. These progeni-
tors steal the clump material from each other, i.e., hence the term “compet-
itive” accretion. As a result, only a small fraction of the progenitors grow
into massive stars. This gives rise to a stellar cluster in which both low- and
high-mass objects are present. This has implications that extend further than
simply the question of how massive stars form. Indeed, while in the Competi-
tive Accretion Model, stars are naturally born in clusters, this is not the case
for the TCA model. In addition, the TCA model implies a certain similarity
or correlation between the pre-stellar Core Mass Function (CMF) and the
stellar Initial Mass Function (IMF), modulated by a core-to-star formation
efficiency (e.g., Tan et al., 2014).

On a larger scale, “clumps” are embedded in giant molecular clouds (GMCs)
and are the objects leading to the formation of star clusters (Williams et al.,
2000; Bergin & Tafalla, 2007; Tan et al., 2014). How clump gas condenses
in GMCs is then another question. Collisions between GMCs are a possible
mechanism for this, since the process involves supersonic shocks that compress
gas on the scales of the contact zones between the clouds. Depending on the
level of compression and the fragmentation properties of the magnetised gas,
the mechanism may also form massive prestellar cores and trigger the forma-
tion of massive stars. Examining the CMFs and stellar IMFs in simulations
of this process and comparing to observed systems may allow a test of this
model.

Emissions at millimetre wavelengths from molecular rotational transitions
provide astronomers a way to identify structures and kinematics in GMCs,
clumps and cores. The dynamics inferred from their signals can also help
us detect the signatures coming from cloud collision events. At the same
time, the chemical abundances probed by the emission lines of each species
allow us to investigate the local properties of the structures. In order to best
interpret observational results on molecular abundances, it is crucial to have
a clear theoretical understanding of the chemical processes that lead to the
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1.2 Thesis outline

production/destruction of each species. The requirement brings us to the
topic of astrochemistry.

In the last decades, astrochemists have built a variety of sophisticated mod-
els to investigate the chemical evolution of molecular species under the physi-
cal conditions typically observed in the interstellar medium (ISM). Most early
implementations of these models did not consider any spatial distribution,
i.e., being single point models, where the coupled rate equations for various
chemical reactions are solved for a given physical condition, i.e., density, tem-
perature, radiation field, cosmic ray ionization rate. However, to model global
systems of GMCs, clumps and cores, which are increasingly well-resolved by
improving telescope facilities, one needs to follow the chemical evolution in
a more general way, i.e., following effects of spatial and temporal variation,
including the effects of advective flows. To model the interaction between gas
dynamics and chemistry, we need to construct chemodynamical simulations
by embedding the astrochemical models into hydrodynamic simulations.

In this thesis, we have developed methods to implement such simulations,
including a framework to handle astrochemical models in multiple formats
and improve their performance. We have then carried out a series of chemo-
dynamical simulations to study the chemical evolution in the ISM, especially
focusing on massive prestellar cores and colliding GMCs. The primary aim
is to explore the astrochemical signatures of these targets. However, we have
also used our simulations to study physical properties, especially the influence
of different levels of magnetisation on cloud structures, such as the CMF. We
have made numerous comparisons of our physical and chemical results with
observational studies of molecular clouds. Such comparisons can help us con-
strain the processes that are shaping star formation activity in the Galaxy,
including the influence of key environmental parameters, such as colliding or
non-colliding GMCs and global cosmic ray ionization rates.

1.2 Thesis outline
In Chapter 2, we review the basic properties of molecular clouds and the star
formation process. Chapter 3 introduces our astrochemical modeling methods.
The computational tool we have developed to build the chemodynamics sim-
ulations will be introduced in Chapter 4. Chapter 5 introduces the appended
papers and Chapter 6 describes future work.
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CHAPTER 2

Interstellar Medium and Star Formation

The interstellar medium (ISM) is not only the nursery but also the graveyard
of stars. It supplies the materials to form new stars and recycles the remnants
from the dead stars. It is also shaped by radiative and mechanical feedback
from stars. To study star formation, we need to understand the role of the
ISM.

2.1 Interstellar Medium
The composition of the ISM is complex. Its composition can be separated into
gas, dust, radiation, cosmic rays and magnetic fields. The global composition
of the ISM changes as stars form and evolve. Figure 2.1 illustrates the cycle
between the interstellar medium and star formation. Stars have different in-
fluences, depending on whether they are massive (> 8M⊙) or Sun-like (i.e.,
low-mass). Massive stars are hot, bright, and have short lifetimes. They forge
heavy metals inside their cores. At the end of their lives, they explode as
supernovae and spread these metals into the ISM and thus change its com-
position. Low-mass stars like our Sun do not generally create heavy elements
beyond oxygen and typically will not end their lives in supernova explosions.
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Chapter 2 Interstellar Medium and Star Formation

Figure 2.1: Illustration of the cycles of stellar evolution and their influence on the
interstellar medium. (Credit: NASA/JPL, Astronomical Society of the
Pacific)

However, they may return dust to the ISM during the asymptotic giant branch
(AGB) phase. In addition to creating and returning chemical elements, stars
also create radiative and mechanical feedback, i.e., in the form of energetic
photons, stellar winds and supernova explosions, to shape the ISM. These
changes in composition and feedback can be crucial to the formation of the
next generation of stars.

It is common to describe the ISM in terms of different phases depending
on its composition (e.g. Draine, 2011). In the three-phase model proposed by
McKee & Ostriker (1977), the ISM is divided into a hot ionized medium, a
warm medium (including warm ionized medium and warm neutral medium),
and a cold neutral medium. The hot ionized medium has temperatures ≳
105 K and is mostly composed of collisionally ionized hydrogen at low density
∼ 10−3 cm−3. The warm ionized medium phase has a temperature ∼ 104 K
and densities in the range from 0.1 to 104 cm−3. The H is kept mostly ionized
by photoionization from extreme ultraviolet (EUV) photons produced by high-
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2.2 Star Formation Stages

mass stars. The warm neutral medium phase has a similar temperature, but
it has atomic hydrogen as the main composition at a density ∼ 0.1 cm−3. In
the cold phase, the composition starts as atomic hydrogen, but H2 molecules
can also form mediated via reactions on the surfaces of dust grains.

The dense molecular phase is also referred to as molecular clouds or dark
clouds, reflecting the fact that they have high opacity at optical wavelengths
due to their dust content and H is mainly in molecular form. The capability
of dust to absorb light and shield the exterior far ultraviolet (FUV) radiation
field reduces the destruction rate of H2 and CO molecules. In addition, the
common molecules, especially H2 and CO, can also self-shield themselves from
the exterior light. As a result of shielding, heating by radiation is reduced and
low temperatures of around 10 to 50 K are reached. CO, having a permanent
dipole moment, exhibits strong rotational transitions and the resulting line
emission is one of the main ways to study the properties of molecular clouds.
A range of densities are inferred, i.e., in terms of the number density of H
nuclei, nH, molecular clouds are seen to have nH ≳ 102 cm−3 (Solomon et
al., 1987; Roman-Duval et al., 2010) on large scales of giant molecular clouds
(GMCs). These GMCs are the sites of most star formation in our Galaxy and
other galaxies (McKee & Ostriker, 2007; Kennicutt & Evans, 2012).

The mass of molecular clouds varies over a wide range, e.g., from ∼ 102 to
∼ 107 M⊙ (McKee & Ostriker, 2007; Kennicutt & Evans, 2012; Dobbs et al.,
2014), with GMCs defined as having a mass higher than 104 M⊙. The internal
structures of moelcular clouds are inhomogeneous. A clump is defined as a
velocity-coherent structure that may form a star cluster, while a core is a self-
gravitating structure that forms a single rotationally supported disk to yield
either a single star or small multiple system via disk fragmentation (Williams
et al., 2000; Bergin & Tafalla, 2007; Tan et al., 2014). Typically, clumps have
densities nH ≳ 103 cm−3 and cores have densities nH ≳ 104 cm−3 (Bergin &
Tafalla, 2007). A prestellar core (PSC) refers to a core in a stage just before
it forms a star, while a protostellar core is the stage when a protostar, i.e., an
object of stellar density, has already formed, but is still accreting.

2.2 Star Formation Stages
Many aspects of star formation are still under debate, but there is a consensus
picture for the formation of low-mass stars. These stars are thought to form
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Chapter 2 Interstellar Medium and Star Formation

Figure 2.2: Illustration of low-mass star formation by Core Accretion. (Credit:
Yusuke Tsukamoto)

from prestellar cores residing in molecular clouds with the following stages
(e.g. Shu et al., 1987; Kennicutt & Evans, 2012) (see also Figure 2.2):

• Prestellar Core (PSC): a dense, self-gravitating, centrally-concentrated
substructure that condenses out of the ambient molecular clump. PSCs
typically exhibit infall motions.

• Protostellar Core: once the internal pressure cannot support against
gravitational force, the central region of the prestellar core collapses
and forms a “first core” that is approximately hydrostatic equilibrium,
but still undergoing accretion. The gravitational energy heats up the gas
in this core. Once the temperature reaches about 2,000 K, molecular
hydrogen is dissociated, leading to further collapse to a true protostellar
structure. Continued accretion is occurring from the infall envelope and
a rotationally supported disk. Magnetic fields in the rotating protostar
and disk launch bipolar protostellar outflows that begin to clear cavities
above and below the disk. The main accretion phase when most of the
mass of the star is built up is thought to be in the highly embedded
“Class 0” phase.

• Envelope Dispersal: During the “Class I” phase the infall envelope grad-
ually dissipates, partly due to accretion to the central source and partly
due to the mechanical feedback from the protostellar outflow. It is pos-
sible that the first stages of planet formation occur already in this phase.

• Disk Dispersal: Once the envelope is dispersed, the young stellar object
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2.3 Massive Star Formation

(YSO) is described as being in the “Class II” phase, i.e., still retaining
a circumstellar disk of gas and dust. The disk gradually dissipates, by
accretion, outflow and planet formation to eventually leave a diskless
“Class III” source.

2.3 Massive Star Formation
Unlike the formation of low-mass stars, the formation mechanism of massive
stars cannot be simply explained by the procedure described above. For ex-
ample, a massive prestellar core may be much more prone to fragmentation
into lower-mass stars if it lacks sufficient internal pressure support. In ad-
dition, a massive protostar releases much stronger radiative and mechanical
feedback. Strong radiation pressure acting on dust gas may stop the whole ac-
cretion process and prevent formation of stars ≳ 10M⊙ (Kahn, 1974; Beuther
et al., 2006). To solve these problems, several theories, including the Turbu-
lent Core Accretion (TCA) model and the Competitive Accretion model, have
been proposed as possible scenarios.

The TCA model (McKee & Tan, 2003) is a scaled-up version of low-mass
star formation theory based on Core Accretion (Shu et al., 1987) (see Fig-
ure 2.2). The model proposes that a combination of supersonic turbulence and
magnetic fields support massive PSCs against fragmentation and that these
then undergo approximately monolithic collapse to a central star-disk system.
High accretion rates and disk-mediated accretion mechanism then help mas-
sive stars form. The collapse in the model is not necessarily as ordered as in
the case of low-mass star formation, especially if there is significant turbu-
lence in the PSC. However, it has been argued that turbulence alone cannot
prevent a massive prestellar core from fragmenting, and that stellar feedback
or a strong magnetic field may be needed (e.g., Dobbs et al., 2005; Krumholz
& McKee, 2008; Myers et al., 2013; Tan et al., 2014; Kong et al., 2018).

In contrast, the Competitive Accretion model of Bonnell et al. (2001) pro-
poses that large numbers of low-mass stars form in a protocluster clump and
then accreting chaotically by Bondi-Hoyle accretion of gas supplied by the col-
lapsing clump. A small fraction of the stars eventually become massive stars.
In this mechanism, the final mass is decided by the gas fed by the clump
instead of being decided by the PSC. As a consequence, the model explains
why massive stars are usually found in star clusters, but it is hard to explain
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Chapter 2 Interstellar Medium and Star Formation

examples of isolated massive stars. In addition, Competitive Accretion tends
to form massive stars more slowly (e.g., in ∼ 1 Myr) and with lower accretion
rates (e.g., ∼ few ×10−5 M⊙ yr−1) than the TCA model. Such low accretion
rates may make it difficult to reach a mass higher than 10 M⊙ as radiation
pressure acting on dusty gas can inhibit the Bondi-Hoyle accretion (Tan et al.,
2014).

A major distinction between the two scenarios is the existence of massive,
coherent PSCs. Hence, one way to discern between the two theories would be
to prove the existence of such objects. However, massive PSCs, like massive
stars themselves, are relatively rare and tend to form far from the Sun. The
PSCs would be cold objects and so relatively weak emitters of dust continuum
emission that may be hard to separate out from the surrounding clump. This
motivates an investigation on whether there are good astrochemical tracers
of PSCs that could be used to identify such objects, which will be further
explained in Section 2.7.

2.4 Stellar Initial Mass Function
The stellar initial mass function (IMF) is the probability distribution function
(PDF) of stellar masses arising from the star formation process. Salpeter
(1955) introduced a power-law description of the stellar IMF:

dN

d log M
∝ M−α, (2.1)

where α ≃ 1.35 was derived for stars between 0.4 M⊙ and 10 M⊙. Although
more recent studies proposed a variety of corrections to the function at the
low-mass end (e.g., Kroupa et al., 2001; Chabrier, 2003), the above value of α

remains a standard value to describe the power-law tail of IMF in the range
of m∗ > 1 M⊙ (see Figure 2.3). The universality and origin of IMF have been
debated for many years (e.g., Bastian et al., 2010; Offner et al., 2014). One
of the main open questions is whether the stellar IMF results from the core
mass function (CMF), which is the equivalent PDF of dense, pre-stellar cores
(e.g., Offner et al., 2014).

In the context of the Core Accretion Model, it is expected that there is
a direct correspondence between the CMF and IMF, but modulated by a
core to star formation efficiency, which may be mass dependent (e.g. Padoan
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2.5 Cloud-Cloud Collisions

Figure 2.3: Examples of several initial mass functions (Credit: Offner et al., 2014).

& Nordlund, 2002; Hennebelle & Chabrier, 2008; Tan et al., 2014). There is
some observational support for a similarity between the CMF and IMF, which
supports this idea (e.g., Alves et al., 2007; Ohashi et al., 2016). However, from
the perspective of the Competitive Accretion Model, the IMF is an outcome
of the dynamical evolution (e.g., Bonnell et al., 2001; Bate et al., 2003) and
the similarity between the CMF and IMF is coincidental.

2.5 Cloud-Cloud Collisions
Although the Turbulent Core Accretion and Competitive Accretion models
give possible answers to the question of massive star and star cluster forma-
tion, these models do not address the origin of clumps themselves. Among a
variety of different possible mechanisms, e.g., regulation by turbulence, mag-
netic fields, feedback, spiral arms, converging atomic flows (e.g., see review by
McKee & Ostriker, 2007), collisions between giant molecular clouds (GMCs)
have been proposed as a promising way to form dense clumps and trigger for-

13



Chapter 2 Interstellar Medium and Star Formation

mation of massive stars and star clusters (e.g., Scoville et al., 1986). Galactic
shear driven collisions have been proposed to happen frequently enough to
dominate the star formation rate, which would then provide a natural expla-
nation of the dynamical Kennicutt-Schmidt relation (Tan, 2000). Numerical
simulations works have indeed found that this type of event can happen fre-
quently, occurring in less than 20% of orbital time (e.g., Tasker & Tan, 2009;
Dobbs et al., 2015; Li et al., 2018).

Observational studies have also revealed the occurrence of cloud collisions
and their role in triggering star formation. Fukui et al. (2021) listed more than
50 high-mass star-forming regions that show evidence for cloud collision sig-
natures. In these studies, the occurrence of a cloud collision can be identified
by: (1) a spatially complementary distribution with displacement; (2) U-shape
morphology of the gas; and (3) the “bridge effect” in a position-velocity dia-
gram of CO emission lines (e.g., Galván-Madrid et al., 2010; Nakamura et al.,
2012; Fukui et al., 2018; Dewangan, 2022). In addition, Jiménez-Serra et al.
(2010) and Cosentino et al. (2018) proposed that the emission from shock
tracers, particularly SiO, can indicate the occurrence of cloud collisions and
found the signatures in several infrared dark clouds (IRDCs). However, sim-
ilar chemical signatures have been suggested to also appear in the process of
hierarchical gravitational collapse or feedback-driven flows and thus not be a
unique signature of the GMC collision process (e.g., Chevance et al., 2020).

2.6 Physical Processes
Star formation is a complex dynamical process involving a multitude of differ-
ent physical effects. In the stages from molecular clouds to collapsing cores,
the roles of self-gravity, turbulence and magnetic fields are thought to be
particularly important (e.g., Hennebelle et al., 2011).

Gravity

As a long-range attractive force, gravity is essential for the concentration of
mass into stars, i.e., star formation. A simple criterion to estimate whether
a gas cloud is unstable with respect to thermal pressure support is the Jeans
analysis, from which the Jeans length describes the minimum scale of unstable
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modes:

λJ =
(

πc2
s

Gρ

)1/2

, (2.2)

where cs = (γkT/µmH)1/2 is the sound speed and ρ is the density of the
medium. For a spherical, uniform density cloud that is gravitationally unsta-
ble, the free-fall time is a characteristic timescale of collapse, defined by:

tff =
√

3π

32Gρ
. (2.3)

Note, this assumes negligible internal pressure support resists collapse, so is
the minimum time for collapse of more realistic systems that experience some
internal pressure support.

A way to measure the importance of gravity in a system is via the virial
parameter, which is derived from the virial theorem. From classical mechanics,
a system of particles is in virial equilibrium if the kinetic energy EKE and the
gravitational potential energy EG satisfy the relationship:

2EKE + EG = 0. (2.4)

In the case of spherical clouds/clumps/cores of mass M and radius R, the
internal kinetic energy, EKE, is related to the 1-D velocity dispersion, σ via
EKE = (3/2)Mσ2. The virial parameter, αvir, is defined by

αvir = 5σ2R/(GM) = 2aEKE/EG, (2.5)

where a is the ratio of gravitational energy, EG, to that of a uniform sphere,
3GM2/(5R) (Bertoldi & McKee, 1992). Although astronomical objects are
not in practice of uniform density and contain thermal and magnetic field
energy, the virial parameter provides a simple way to assess, approximately,
whether a system is gravitationally bounded (αvir < 2). A system is said
to be subvirial if αvir < 1 and supervirial if αvir > 1, although one should
remember that the virial equilibrium value of αvir varies depending on the
precise internal density structure, degree of elongation, amount of large-scale
B−field support and intensity of surface pressure.
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Turbulence

In fluid dynamics, turbulence is the chaotic fluid motion derived from an
irregular velocity field. The occurrence of turbulence is a competition between
inertial force and viscous force and it can be characterized by the Reynolds
number:

Re ∼ Lv

ν
, (2.6)

where L, v, and ν are the characteristic length, characteristic velocity and
viscosity of the fluid. If Re ≲ 1, the viscous force dominates the motion
and the fluid follows a laminar flow. In the case of Re ≫ 1, the inertial
force dominates the motion and turbulence occurs. The interstellar medium
typically has Re ∼ 109 and is highly turbulent. The turbulence in molecular
clouds may be important in providing support against gravitational collapse.

Although turbulence involves irregular motion, it still has some well-defined
statistical properties, particularly in the power spectrum, which can be derived
from the Fourier transform of the velocity field, v(k), according to:

E(k) = |v(k)|2, (2.7)

where k is the wave vector. The equation can be reduced to:

E(k) = 4π|v(k)|2, (2.8)

if the turbulence is isotropic. Kolmogorov turbulence is the case for a subsonic
incompressible fluid. It has power spectrum E(k) ∝ k−5/3. For a supersonic
compressible fluid, the shocks result in a power spectrum of E(k) ∝ k−2,
which is known as Burger’s turbulence.

Magnetic Fields

Unlike turbulence, magnetic fields contribute to the pressure support in a gas
cloud in a way that cannot be directly seen from the gas motions. For a
cloud/clump/core that is threaded by a given magnetic flux, Φ, it will be able
to collapse under gravity if its mass is greater than the magnetic critical mass
(Mouschovias & Spitzer, L., 1976):

MΦ = Φ/(2πG1/2). (2.9)
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The ratio of the actual cloud mass to MΦ then defines a dimensionless param-
eter:

µΦ = M

MΦ
= 2πG1/2M

Φ . (2.10)

If µΦ > 1, then the cloud is magnetically supercritical and the B−fields cannot
prevent collapse. Alternatively, if µΦ < 1, then the cloud is magnetically
subcritical and collapse to a star is only possible if some magnetic flux is lost
from the mass, e.g., via ambipolar diffusion.

2.7 Tracing Star-Forming Regions
Star formation happens inside molecular clouds, but these regions are typ-
ically highly opaque at optical and near-infrared (NIR) wavelengths where
most young stars have the peak of their photospheric emission. In addi-
tion, the protostellar and earlier phases involve cooler temperature mate-
rial that emits at longer wavelengths. For these reasons, most studies of
star formation, especially its early stages, generally involve observations at
longer wavelengths, e.g., in the mid-infrared (MIR), far-infrared (FIR) or
sub-mm/mm/radio regimes. Such wavelengths are sensitive to the thermal
emission from dusty gas in molecular clouds from temperatures ∼ 10 K of
PSCs to the several hundred K temperatures of massive protostellar disks
and infall envelopes. Due to the influence of the Earth’s atmosphere, espe-
cially its water vapor content, observations in the MIR and FIR can often
require space-based telescopes, such as Spitzer, Herschel and JWST.

In the densest regions, the dust extinction is so high that even MIR light is
obscured. These sites are recognized as infrared dark clouds (IRDCs) (Egan
et al., 1998; Simon et al., 2006). Previous studies have shown that these clouds
are dense (nH ≳ 104 cm−3) and cold (< 25 K) and can be the birthplace of
massive stars (e.g., Butler & Tan, 2012). Many studies of IRDCs have been
carried out by observation of molecular rotational line emission at sub-mm
wavelengths, where the clouds are generally optically thin. However, while
molecular hydrogen is the most abundant species inside GMCs or IRDCs,
it is not easy to be observed. Its radiative inefficiency due to the lack of
a permanent dipole moment and the high energy gap between its rotational
states makes it hard to be excited in the low-temperature environments typical
of GMCs and IRDCs. Therefore, CO has been used as the main proxy to
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FIG.  2.–Velocity-integrated CO map of the Milky Way. The angular resolution is 9´ over most
of the map, including the entire Galactic plane, but is lower (15´ or 30´) in some regions out
of the plane (see Fig. 1 & Table 1). The sensitivity varies somewhat from region to region,
since each component survey was integrated individually using moment masking or clipping
in order to display all statistically significant emission but little noise (see §2.2). A dotted line
marks the sampling boundaries, given in more detail in Fig. 1.

Figure 2.4: CO maps of the Milky Way (Dame et al., 2001).

trace the molecular gas because it is the second most abundant molecule and
can be excited at low temperatures. Figure 2.4 shows an example of how
CO traces molecular gas, including GMCs, in our Milky Way (Dame et al.,
2001). However, as will be explored further in this thesis, at cold temperatures
(≲ 20 K) and under dense conditions relevant to IRDCs, CO freezes out from
the gas phase to form CO ice mantles on dust grains. Thus, other chemical
species, such as N2H+, can be important to trace molecular gas in these
environments.

If the main mechanism to excite molecules is collisions, the density is crucial
to determine whether such collisions are frequent enough to populate upper
state levels sufficiently for strong emission lines to be seen. For an emission line
from a two-level system and optically thin, this critical density is determined
by:

ncrit = Aul

kul
, (2.11)

where Aul and kul are the Einstein A coefficient and collisional de-excitation
rate (e.g., Krumholz, 2015). If a particular molecule has a higher critical
density, then it will tend to trace regions with densities similar to this critical
value. For example, the C18O(1-0) rotational transition has a critical density
of about 2,000 cm−3, while the HCO+(1-0) transition has a critical density
around 2 × 105 cm−3 (van der Tak et al., 2020). Therefore, HCO+, if present
at sufficient abundance, is able to tell us more information about relatively
denser regions, compared to C18O(1-0).
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CHAPTER 3

Astrochemical Models

Astrochemistry is the study of the formation, destruction, and excitation of
molecules in astronomical environments and their influence on the structure,
dynamics, and evolution of astronomical objects (Dalgarno, 2008). In ac-
cordance with the definition, we understand that astrochemistry involves a
variety of aspects. First, astronomical environments decide the evolution of
chemical species in space. It also means that the astronomical environment
can be interpreted from the chemical abundances derived from observations.
In addition, the chemical species formed in space also influence the evolution
of the ISM material they reside in several ways. For example, a direct in-
fluence is from the thermal energy released or absorbed from the formation
or destruction reactions of various species. The energy state transition can
also emit or absorb energy from the interstellar radiation field to change the
energy content of the objects. Furthermore, chemical processes also influence
the ionization fraction of interstellar gas and the movement of these charged
particles is coupled with magnetic fields leading to the ability of a cloud to
feel magnetic pressure effects, e.g., as a support against gravitational collapse.

The study of astrochemistry involves observations, theoretical models, and
experiments. Theoretical models can be further broken down into quan-
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tum mechanical calculations and simulations, Monte Carlo simulations (e.g.,
Vasyunin & Herbst, 2013), and rate equation simulations, from microscopic
to macroscopic viewpoints. In this thesis, we mainly utilise the rate equation
method, which is also the most common way to simulate chemical abundances
in space and gives us an easier interface to couple with magneto-hydrodynamic
(MHD) simulations (see Chapter 4). Here, we briefly introduce how the main
interstellar medium components affect astrochemical processes.

3.1 Interstellar Medium Chemistry
The uniqueness of astrochemistry is from the specialty of space environments.
The compositions of the ISM, including gas, dust, radiation, cosmic ray and
magnetic field, play different roles in astrochemistry.

Gas
One of the main reasons making astrochemistry different from chemistry on
Earth is the gas density. In interstellar space, the gas density is far lower
than in terrestrial environments. This causes molecules to have low rates of
collisional interactions leading to long timescales for certain reactions to occur.
In addition, hydrogen is far more abundant than all other elements, with the
next most abundant chemically important species, i.e., C and O, being present
at levels of one to a few ×10−4 compared to H.

Dust
Dust grains play a crucial role in astrochemistry. Dust grains typically have a
bulk composed of carbonaceous and silicate compounds (e.g., Tielens, 2005).
Figure 3.1 shows an example of an interplanetary dust particle captured by
an aircraft and indicates how dust may look in interstellar space. Grain sizes
are inferred to be distributed from 0.01 to 1 µm, depending on the cloud
environment (e.g., Schulz, 2012) so that they scatter or absorb UV and op-
tical photons, but become transparent in the far-infrared. This absorption
is important to the formation of molecules as it prevents the UV radiation
dissociating the molecules so that they can have a long lifetime in the clouds.
The amount of extinction along a given path length is typically parameterized
in terms of the magnitudes of visual extinction, AV . For local ISM dust to
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Figure 3.1: A piece of interplanetary dust caught by a high-flying U2-type aircraft.
(Credit: NASA)

gas properties, this is proportional to the total column density of H nuclei,
NH, in a relation of NH ≃ 1.8 × 1021(AV /mag) cm−2.

Dust is also crucial for its ability to provide surfaces where molecules can
stick and provide sites for them to react. These two processes refer to deple-
tion (or freeze-out) and surface reactions. Some exothermic reactions cannot
happen without dust absorbing the excess heat. An important example is the
formation of H2. In addition, various complex organic molecules also cannot
form efficiently unless dust provides a place for various larger molecules and
radicals to meet.

UV Radiation
Stars, especially massive stars, can be strong emitters of UV radiation. The
photons having energy higher than 13.6 eV are easily absorbed by atomic
hydrogen. However, UV radiation with energy lower than 13.6 eV (wavelength
longer than 912 Å) can still penetrate diffuse gas and destroy molecules. The
strength of the UV radiation is often described with a scaling factor G0,
which indicates the ratio to the interstellar radiation field (ISRF) to that
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of a characteristic value in the local ISM known as a Habing field (Habing,
1968; Draine, 1978; Mathis et al., 1983). UV and optical photons are readily
adsorbed by dust, thus heating the grains. Some of this heat energy can be
transferred to the gas. Another part is re-radiated as infrared light, which
has a higher chance of escaping from the region. As a result of this heating,
starless molecular clouds tend to have a higher temperature, ∼ 50 K, on their
boundaries and become colder inside, down to ∼ 10 K, as more UV photons
are shielded.

Cosmic Rays
Cosmic rays are high-energy particles, i.e., with energies ≳ MeV. Depending
on their energy, cosmic rays can penetrate more deeply into dense molecular
clouds and ionize chemical species, especially leading to the formation of H+

3 ,
which then initiates a whole sequence of ion-molecule reactions. The cosmic
ray (primary) ionization rate is denoted by ζ, with typical local ISM values
estimated to be ∼ 10−17 to 10−16 s−1. H2 molecules can also be excited by
cosmic rays and generate a local UV radiation field (Prasad & Tarafdar, 1983;
Shen et al., 2004). Cosmic rays and their induced local UV radiation field
also can play important role in the non-thermal desorption of molecules from
the dust surfaces back to the gas phase (e.g., Hasegawa & Herbst, 1993;
Wakelam et al., 2021).

3.2 Rate Equation Approach
The rate equation approach is one of the most common methods used to study
astrochemistry. In this approach, each species is described with an ordinary
differential equation (ODE), and the combination of these equations forms a
system. To understand the evolution of species, we have to solve the ODE
system. In this kind of system, the left-hand side (LHS) of the equations is
the time differential term of each species, i.e., dni/dt, and the right-hand side
(RHS) is the function used to calculate the rates depending on the current
state, which is usually denoted as fi(n, t). The chemical network/model then
provides the reaction rate to determine the fi(n, t). A Jacobian matrix, J , can
also be derived from the equations dni/dt = fi(n, t) in the form of dni/dt =
J ·n, where Jij = ∂fi(n, t)/∂nj . The Jacobian matrix counts the contribution
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from each species and is usually used to accelerate the numerical performance.
As mentioned above, material in the ISM can be either in the gas phase

or frozen-out onto dust grains. Typically, we use the term “ice-phase” to
describe the species on dust grains. The species that stay in different phases
are considered as different species when we construct the ODE system, even if
their chemical composition is identical. The purpose is to precisely track the
state of the species. However, several studies have suggested more phases in
the chemical models. For example, a three-phase model is sometimes used to
consider relatively active and passive layers on dust grains. The idea has been
proposed in Hasegawa & Herbst (1993) because they believe that the species
on the dust grains can form multiple layers. The species that stay on top
layers are more active to diffuse and react with each other than the bottom
layers. The difference of the top layers and bottom layers can be referred to
“surface” and “bulk”, respectively, and are treated as different species in an
ODE system. The surface species can be converted to bulk phase as long as
more species stick onto the grain surface and occupy all the space/sites on the
surface. The bulk species can also be converted back to the surface phase if
the surface is desorbing (e.g. Ruaud et al., 2016).

In a three-phase model, the ODEs of gas-phase species are expressed in the
following equation:

dni

dt
=

∑
j

∑
k

kjknjnk +
∑

j

kcr,jnj +
∑

j

kph,jnj + kdes,in
s
i

−
∑

i

∑
j

kijninj − kacc,ini − kcr,ini − kph,ini,
(3.1)

where ni is the current abundance of the i-th species and ns
i is its correspond-

ing surface species, kij means the reaction rates whose reactants are the i-th
and the j-th species, kacc,i, kdes,i, kcr,i, kph,i are the accretion rate, desorption
rate, cosmic ray ionization/dissociate rate, and photon ionization/dissociation
rate.

Similarly, the evolution of surface species or bulk species can be expressed
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in the following equations:

dns
i

dt
=

∑
j

∑
k

kjkns
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k +
∑
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kcr,jns
j +
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kph,jns
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−
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∑
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kijns
i ns
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dt
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i + dns

i

dt
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(3.2)

dnb
i

dt
=

∑
j

∑
k

kjknb
jnb

k +
∑

j
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kph,jnb
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−
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i

∑
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kijnb
inb

j − kcr,in
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swap,in

s
i + dns

i

dt
|s→b − kb

swap,in
b
i − dnb

i

dt
|b→s,

(3.3)

where nb
i is the corresponding bulk species, and kswap is the swapping rate

between surface and bulk states, dni/dt is the individual transfer for species
between bulk and surface. It reflects the influence of accretion and desorption
(e.g. Ruaud et al., 2016). If the three-phase model does not trace the evo-
lution of bulk species, the swapping rate and transfer rate are zero, but the
abundance of surface species will multiply a coverage factor to only count the
abundances on the top active monolayers (e.g. Hasegawa & Herbst, 1993).

3.3 Chemical Reaction Rates
In the last section, we have explained how to construct an ODE system from
the reaction rates. The evaluation of chemical reaction rates is then based on
the chemical model. Different models have different ways to evaluate reaction
rates. Generally, reactions can be categorized to gas-phase reactions, gas-grain
reactions and grain surface reactions. Each of them has different methods to
decide the reaction rates. Gas-phase reactions mean the reactions only involve
species that are both in the gas phase, but UV photons and CR particles can
also be involved. Gas-grain interactions term the reactions happening among
species and dust grains, especially the accretion (freeze-out) reactions and
multiple desorption mechanisms. UV photons and CR particles can also play
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an important role in desorption. Grain-surface reactions specify the reactions
happening on dust grain surface and the grain properties, such as the size
of the grain and the number of surface sites, are also important factors to
determine the reaction rates. A clear review of the reaction rates can be
found in Cuppen et al. (2017), but here we briefly introduce how the chemical
reaction rates are evaluated.

Gas-Phase Reaction
Gas-phase reactions are the foundation of chemical reaction networks. In the
past decades, the astrochemistry community has studied a great variety of
gas-phase reactions occurring in space and obtained some ideas about their
reaction rates. Most of these gas-phase reactions have been collected into two
popular databases, KIDA (Wakelam et al., 2012) and UMIST (McElroy et
al., 2013), and astrochemists can build their own networks/models based on
these databases by extending the pre-existing gas-phase reactions with their
own dust grain models. These networks/models are usually published with
astrochemical codes, such as Nahoon(Wakelam et al., 2012), AstroChem(Maret
& Bergin, 2015), Nautilus(Ruaud et al., 2016), and UCLCHEM(Holdship et al.,
2017).

When it comes to calculating the gas-phase reaction rates, these databases
further break the reactions into smaller groups. Each group has a formula to
determine the reaction and the formulas usually depend on three coefficients:
α, β, γ. KIDA and UMIST have different ways to divide up the reactions into
smaller groups. However, they still share the same formulae at a certain level.

There are five main formulae used in the KIDA database and these are
given in the following list:

• cosmic ray ionization: k = αζ, where ζ is the cosmic ray ionization
rate referring to molecular hydrogen. The formula is applied to direct
cosmic-ray-induced reactions.

• photo-dissociation: k = αe−γAV , where AV is the visual extinction. For
the self-shielding species, like H2, CO and N2, the reaction rates may
be replaced by other functions (e.g., van Dishoeck & Black, 1988) or
multiplying another factor to the formula to include such effects (e.g.
Visser et al., 2009).
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• modified Arrhenius (bimolecular): k(T ) = α(T/300)βe−γ/T . Most two-
body reactions among gas-phase species are estimated by this formula.

• ionpol1: k(T ) = αβ(0.62 + 0.4767 × γ(300/T )0.5). The reaction rate
between ions and dipole neutral species at a low temperature.

• ionpol2: k(T ) = αβ(1 + 0.0967 × γ(300/T )0.5 + (300/T ) × γ2/10.526).
The reaction rate between ions and dipole neutral species at a high
temperature.

UMIST also has similar formulae for the first three kinds of reactions. How-
ever, it calculates the rates of cosmic-ray-induced photoreactions separately
with the formula: k(T ) = α(T/300)β × γ/(1 − ω), where ω is the dust-grain
albedo. In KIDA, this formula was integrated with the formula of cosmic
ray ionization by assuming ω is 0.5 and atomic hydrogen is much less than
molecular hydrogen, which is valid in dense gas (Wakelam et al., 2012).

Gas-Grain Interaction
The interaction between gas species and dust grains includes accretion and
desorption reactions. Accretion also refers as freeze-out or depletion reaction.
One of the most common ways to calculate the accretion rate was proposed
in Hasegawa et al. (1992):

kacc,i = Siπa2⟨vi⟩nd, (3.4)

where Si is the sticking coefficient and is usually set to be unity in ISM. Here
a is the radius of the dust grain and πa2 represents the cross-section of the
dust grain. A typical value of a is around 0.1 µm. ⟨vi⟩ = (8kBT/πmi)1/2

is the mean thermal velocity of the species and nd is the number density of
dust grains. In another approach, Rawlings et al. (1992) proposed that the
accretion rate is:

kacc,i = −4.57 × 104CSiπa2nd(T/mi)1/2, (3.5)

where C is a factor, which is unity for neutral species but 1+(16.71×10−4/(aT )
for singly charged positive ions.

Desorption reactions can be contributed by several mechanisms, and they
can be separated into thermal desorption and non-thermal desorption. Ther-
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mal desorption depends on the dust temperature Td and the rate is given by
(Hasegawa et al., 1992):

kthd,i = ν0,ie
−Eb,i/Td , (3.6)

where ν0,i = (2NsEb,i/π2mi)1/2 is the characteristic vibrational frequency of
each adsorbed species and Eb,i is the binding energy of each species. Ns is
the surface density of binding sites. For the three-phase models considering
active monolayers (e.g., Hasegawa & Herbst, 1993), the rate is modified to:

kthd,i = ν0,ie
−Eb,i/TdNactnsσdnd/

∑
j

ns
j , (3.7)

where Nact is the number of active monolayers and σd = 4πa2 is the surface
area of dust grains. This modification can effectively limit the desorption to
only act on the top Nact layers on the grains, but only valid when Nact ≤
ns

i /
∑

j ns
j .

The exact mechanisms inducing non-thermal desorption are still under de-
bate. However, it is believed that UV photons and cosmic rays can contribute
to desorption. To model the cosmic-ray-induced desorption, Hasegawa &
Herbst (1993) adapted the study of Leger et al. (1985) and assumed that
much of this kind of desorption happens when the dust grain is heated up by
cosmic rays to around 70 K. With this assumption, the cosmic-ray-induced
desorption rate can be simplified to:

kcrd,i = Fcrf(70K)kthd,i(70K), (3.8)

where Fcr is the flux of cosmic rays and usually is set by a ratio to the average
cosmic ray ionization rate, ζ. f(70K) is the fraction of time for grains staying
around 70 K and was estimated to be ∼ 3.16×10−19. However, this estimation
likely involves a high uncertainty (Roberts et al., 2007; Cuppen et al., 2017).
By only considering the number of molecules capable of being desorbed per
cosmic ray impact, (Roberts et al., 2007) proposed using the following formula
to obtain the cosmic-ray-induced desorption rate:

kcrd,i = Fcrπa2ndϕns
i /

∑
j

ns
j . (3.9)
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For the desorption induced by photons, Tielens & Hagen (1982) proposed
the desorption rate to be:

kphd,i = FUVYUVσd, (3.10)

where FUV is the flux of photon and YUV is the photodesorption yield. If
active monolayers are considered, kphd,i will also multiply Nactnsσdnd/

∑
j ns

j

to confine the reactions to the active monolayers. In Roberts et al. (2007).
FUV is substituted with 4875 cm−2s−1. The value includes the secondary
photons induced by cosmic rays.

Roberts et al. (2007) also mentioned another desorption mechanism induced
by the formation of molecular hydrogen, due to the energy released in this
exothermic reaction. The rate is then estimated by:

kH2d,i = ϵRH2ns
i /

∑
j

ns
j , (3.11)

where RH2 is the formation rate of molecular hydrogen and is approximated
to 3.16×10−17n(H)nH in the study. Here n(H) and nH are the number density
of atomic hydrogen and the number density of total H nuclei.

By considering exothermic reactions occurring on grain surfaces, Garrod et
al. (2007) also proposed the idea of reactive desorption. If the surface reactions
(especially from the Langmuir-Hinshelwood mechanism, see Section 3.3) are
exothermic and have only one product, this mechanism assumes that there is
a probability to eject the single product back to the gas phase.

In general, the binding energies of species play an important role to de-
termine the desorption rates. In the model of Hasegawa et al. (1992) and
Hasegawa & Herbst (1993), the binding energy term appears in the exponent.
In contrast, the models based on Roberts et al. (2007) often compare the
binding energies with an upper limit to decide whether the species should be
desorbed. However, binding energies are relatively uncertain and astrochemi-
cal results can be very sensitive to changes in their adopted values (Wakelam
et al., 2017).

Grain Surface Reaction
Three mechanisms have been proposed for the reactions happening between
two species on a grain surface, including the Langmuir-Hinshelwood, the Eley-
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Rideal, and the “hot atom” mechanism (Herbst & Van Dishoeck, 2009; Cup-
pen et al., 2017). The Langmuir-Hinshelwood, or so-called diffuse mechanism,
is for reactions happening between two ice-phase species. In contrast, the
Eley-Rideal mechanism has the approach of stick-and-hit, where one ice-phase
species is hit by a gas-phase species. “Hot-atom” is an in-between mechanism,
where a non-thermalized species travels on the surface until reacting with an-
other species. The Langmuir-Hinshelwood is the most widely used. To derive
its formula, it assumes the reactants are absorbed by dust and diffuse on the
grain surface by tunnelling or thermal hopping over barriers between sites
until they meet each other. The reaction rate is estimated by:

kLH = κij(kscan,i + kscan,j), (3.12)

where κij = e−Ea/kTd is the occurrence probability of the reaction with an
activation barrier Ea and kscan = khop/Nsσd is the scanning rate. Nsσd is the
number of binding sites per grain and khop is the hopping rates expressed by:

khop = ν0e−Ediff /kTd , (3.13)

where Ediff is usually estimated by multiplying a factor to the binding energy
fEb. In this case, tunnelling is faster than the hopping rate. κij is replaced
by:

κij = e
−2a

h

√
2µEa (3.14)

and khop is replaced by:

khop = ν0e
−2a

h

√
2µEdiff . (3.15)

In addition to the reactions between two ice-phase species, the larger molecules
on the grain surface may also be dissociated by UV photons (Walsh et al.,
2014), including the secondary photons. The reaction rates are assumed to be
the same as the equivalent gas-phase reactions, i.e.:

k = αe−γAV (3.16)

and have the same self-shielding effects.
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3.4 Chemical Model Examples
In this section, we briefly introduce the chemical networks used in this thesis.

Protoplanetary Disk Chemical Network
Based on the UMIST database published in 2006 (Woodall et al., 2007), Walsh
et al. (2010) built a chemical network by extending the gas-phase reactions
with gas-grain interactions and grain-surface reactions and implemented the
model in private Fortran codes. The code was then updated several times
in several papers (Walsh et al., 2012; Walsh et al., 2013; Walsh et al., 2014;
Walsh et al., 2015). In the version used in this work, the gas-grain interactions
include freeze-out (Hasegawa et al., 1992), thermal desorption (Hasegawa et
al., 1992), photodesorption (Willacy, 2007) and cosmic-ray-induced desorp-
tion (Hasegawa & Herbst, 1993). The grain surface reactions include the
photon-dissociation of grain surface species (Walsh et al., 2014) and surface
reactions proceeding through the Langmuir-Hinshelwood mechanism. The re-
active desorption (Garrod et al., 2007) induced by the grain surface reactions
is also included.

UCLCHEM Network (v1.3)
UCLCHEM is a time-dependent gas-grain chemical code written in Fortran (Viti,
2013; Holdship et al., 2017). The code was published with a network extended
from the UMIST database, but it also supports the generation of reduced net-
works from the full network by limiting the reactants and products. The
whole chemical network contains the gas-phase reactions from UMIST and
gas-grain interactions, including freeze-out, thermal desorption, photodes-
orption, cosmic-ray-induced desorption and H2 formation desorption. The
rates of these reactions are based on the model proposed in Rawlings et al.
(1992, freeze-out), Collings et al. (2004, thermal desorption) and Roberts et
al. (2007, photodesorption, cosmic-ray-induced desorption and H2 formation
desorption). For surface reactions, it builds a simple model by merging hydro-
genation with freeze-out and leaving freedom for users to decide the branching
ratios. For example, when CO sticks on grain mantles, it could be hydro-
genated and form CH3OH and users are allowed to set in a pre-defined grain
file that, for example, 90% of CO becomes grain-phase CO and the remain-
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ing 10% becomes CH3OH. The whole package also includes hydrodynamics
sub-grid models, like C-shocks and evolving conditions of molecular clouds.
However, these sub-grid models do not involve solution of the Euler equations
and the hydrodynamics modules are single zone or multiple one-zone models.

In our studies, we adopted a reduced network extracted from UCLCHEM by
limiting species. The reduced network was benchmarked with the model from
Walsh et al. (2015). To make the models have a good agreement, we modified
the model used in UCLCHEM to make it use the thermal desorption rate from
Hasegawa et al. (1992) and photon-desorption rate from Willacy (2007) as in
Walsh et al. (2015). We also changed the binding energies of species, based
on those used in the study of Entekhabi et al. (2022).

Deuterium Fractionation Network
In the local ISM, the D/H ratio has been estimated to be around 1.6 × 10−5

(Linsky, 2007). Deuterium atoms are formed during big bang nucleosynthesis
and then partially destroyed by nuclear fusion in stars as well as recycled from
this processed gas back into space via stellar winds, supernovae, etc. However,
on Earth, in comets or in some observed prestellar cores, the D/H ratios of
certain molecules are much higher than the local average D/H value. For
example, the ratio of N2D+ to N2H+, which are recognized as good tracers of
prestellar cores, has been observed to reach ≳ 0.1 (Crapsi et al., 2005; Pagani
et al., 2007; Miettinen et al., 2012; Kong et al., 2016). These pieces of evidence
support the occurrence of deuterium fractionation. Theories also support the
occurrence of deuterium fractionation inside prestellar cores. The D/H ratio
in the subsequent protoplanetary disk, planetesimals/comets and planets then
can be explained by the inheritance of species left from the prestellar core
phase. However, the details of the process by which this may occur are still
under debate.

Theoretically, the deuterium fractionation process can be approximately
divided into three steps (see Figure 3.2). First is the formation of H+

3 , which
occurs via the reactions:

H2 + CR → H+
2 + e− + CR

H+
2 + H2 → H+

3 + H.
(3.17)

Being charged, H+
3 is more reactive than neutral species. The H+

3 then reacts
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with HD, which is the main reservoir of D atoms, and forms H2D+:

H+
3 + HD → H2D+ + H2. (3.18)

The inverse reaction could also occur, i.e., destroying H2D+ and forming HD.
However, there is a small activation barrier for this inverse reaction. If the
temperature is low enough, the environment has a tendency to form H2D+,
which is the beginning of the deuterium fractionation process. H2D+ then
could continue to react with HD to form D2H+ and D+

3 .

H2D+ + HD → D2H+ + H2

D2H+ + HD → D+
3 + H2

(3.19)

The formed H2D+, D2H+ and D+
3 may then react with other gas-phase species

leading to formation of deuterated molecules and molecular ions. Or they may
undergo dissociative recombination with electrons to form gas phase D atoms,
which may then undergo grain surface reactions to form deuterated ice species.

Since H2D+ plays a central role in the transfer of D into species and since
its abundance increases in cold gas, deuterium fractionation is expected to be
enhanced generally in such cold conditions. Furthermore, as the formation of
H2D+ relies on H+

3 as a precursor, it means that a higher cosmic ray ionization
rate also accelerates the deuteration process. In addition, as H+

3 is destroyed
by O and CO, removing these species from the gas phase, e.g., by freeze-out
onto dust grain ice mantles, also enhances deuterium fractionation. Thus, cold
and dense regions of prestellar cores and clumps are ideal places for enhanced
deuterium fractionation.

Another important factor influencing deuterium fractionation is the ortho-
and-para ratio of molecular hydrogen (OPRH2). The internal energy of ortho-
H2 in its ground state is enough to overcome the endothermic energy barrier
in the inverse reaction of Equation 3.18 (i.e., H2D+ + H2 → H+

3 + HD). As
a consequence, the ratio of H2D+/H+

3 is suppressed and limits the third step
of deuteration. Theoretically, H2 formed on dust grains is expected to have a
75% probability to form ortho-H2 and 25% probability to form para-H2.

Subsequently, the ratio decreases over time via reactions with H+ and H+
3

(e.g.: H++o-H2 → H++p-H2; p-H+
3 +o-H2 → o-H+

3 +p-H2) (Hugo et al., 2009;
Honvault et al., 2011), especially in cold and dense gas. Due to the low
temperature (∼ 20 K), the OPRH2 is predicted to be low (∼ 0.001) in star-
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Figure 3.2: Schematic overview of the processes leading to deuterium fractionation
(Credit: Ceccarelli et al., 2014).
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forming environments (e.g., Sipilä et al., 2013; Brünken et al., 2014).
A variety of astrochemical studies have been carried out to model deuterium

fractionation. Walmsley et al. (2004) considered a reduced chemical network,
including the nuclear spin states of H2, H+

2 , H+
3 and H2D+. This network

assumed heavy elements, like C, N, O, etc., are fully depleted. Extending this
work, Flower et al. (2006), Hugo et al. (2009), Pagani et al. (2009) and Sipilä
et al. (2010) included updated reaction rates for spin states and deuterated
forms of H2 and H+

3 . Vastel et al. (2012) presented networks including molec-
ular species with up to three atoms. Kong et al. (2015) extended these works
to include H3O+ to acquire more precise results. As a consequence, the abun-
dances of electrons, water, HCO+, DCO+, N2H+, N2D+ are improved and
have a good agreement with the even more extensive network of Sipilä et al.
(2013). More recently, Majumdar et al. (2017), based on the work of Wakelam
et al. (2015), presented a complete network including spin state chemistry with
13 elements (H, He, C, N, O, F, Na, Mg, Si, P, Cl, S, Fe). Sipilä et al. (2019)
further studied the influence of different treatments of ion-molecule proton-
donation reactions. In our work, we have adopted the network from Kong
et al. (2015), together with modest improvements suggested by the results of
Majumdar et al. (2017).
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Chemodynamics

In Chapter 3, we have described the complexities and limitations of astrochem-
ical models, which is derived, in part, from the variety of different methods of
implementing reactions and the many associated uncertainties, e.g., in values
of binding energies, photon yields, etc. Nevertheless, it is a long term goal
for the astrochemistry research community to improve these models so that
they can be used to more accurately interpret conditions and proceses in the
ISM. However, one major limitation of these models is that they are often
implemented in a simple single zone, i.e., zero-dimensional, framework. Such
an implementation ignores the influence of dynamical effects, especially more
complex evolutionary histories of physical quantities, such as density and tem-
perature, and abundance changes due to advection. To further understand the
influence of such effects, three-dimensional chemodynamical simulations are
needed. Previous work on such simulations, of varying levels of complexity,
has been presented by several groups (see, e.g., Glover et al., 2010; Hincelin
et al., 2016; Körtgen et al., 2017; Bovino et al., 2019; Smith et al., 2020).
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4.1 Magnetohydrodynamics to Chemodynamics

A typical ideal magnetohydrodynamics (MHD) simulation solves the following
equations:

∂ρ

∂t
+ ∇ · (ρv) = 0, (4.1)

∂ρv
∂t

+ ∇ · (ρvv + IP − BB) = −ρ∇ϕ, (4.2)

∂E

∂t
+ ∇ · [(E + P )v − B(B · v)] = −ρv · ∇ϕ − Λ + Γ, (4.3)

∂B
∂t

− ∇ × (v × B) = 0, (4.4)

where ρ, v, P, E, B, ϕ are the density, velocity vector, pressure, energy den-
sity, magnetic field vector and gravitational potential, respectively. Here, I
is an identity tensor, while Λ and Γ represent the cooling and heating rates,
respectively. To include the contributions of magnetic fields, the pressure and
energy are given by:

P = p + B2

2 , (4.5)

E = e + ρv2

2 + B2

2 , (4.6)

where p and e are thermal pressure and thermal energy density, respectively.
The magnetic permeability (µ0) is unity in these equations. In the case of
ideal gas with a ratio of specific heats γ, the thermal energy can be expressed
as:

e = p

(γ − 1) . (4.7)

If the ideal gas is isothermal, the thermal energy can also be expressed in
terms of the sound speed (cs):

cs =

√
γkT

µmH
, (4.8)
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i.e., in the form:

e = ρc2
s

γ(γ − 1) . (4.9)

Equations 4.1 to 4.3 represent the conservation of mass, momentum, and
energy, while Equation 4.4 is the magnetic induction equation. To extend a
fluid to a reactive flow, the equation of species abundance evolution must also
be included:

∂ni

∂t
+ ∇ · (niv) − ∇ · (D∇ni) = C(ni, nj , T ) − D(nj , T )ni, (4.10)

where ni represents the number density of each species and the summation
of number density weighted by mass must equal to mass density (

∑
i

nimi =

ρ). This equation includes three processes: advection, diffusion and chemical
reactions. The second and the third terms on the left-hand side represent the
advection and the molecular diffusion processes, respectively. The right-hand
side terms refer to the construction (C) and destruction (D) of ith species. In
astrophysical flows, the molecular diffusion term is usually ignored, given its
slow expected rate. Turbulence also induces advective diffusion, but the effect
is difficult to include accurately, especially given the difficulty of resolving the
scales associated with a turbulent cascade.

Equation 4.10 can be split into two parts:

∂ni

∂t
+ ∇ · (niv) = 0 (4.11)

dni

dt
= C(ni, nj , T ) − D(nj , T )ni. (4.12)

The first equation only considers the advection term and the second equation
solves the reactions, which is the same set of differential equations handled
by one-zone astrochemical models (See Chapter 3). That is to say, to im-
plement a chemodynamical simulation, we need to make the hydrodynamics
code calculate the advection and then insert the astrochemical model to solve
the reactions.
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4.2 Simulation Codes
The implementation of a chemodynamical simulation is usually done by adding
passive scalar fields into hydrodynamics code. The hydrodynamics codes can
be either mesh (Euler method) or meshless (Lagrangian method) codes (e.g.
Grassi et al., 2017; Bovino et al., 2019). The latter gives an advantage of
zero advection error of elemental conservation. Besides passive scalar fields,
a different approach is inserting tracer particles into simulations and evolving
chemistry according to the time-dependent densities and temperatures. This
post-processing approach traces the chemical evolution, but loses the effect of
advection (e.g., Hincelin et al., 2013; Hincelin et al., 2016). In this section, we
introduce the codes and implementations used in this thesis. These all involve
implementing passive scalar fields in mesh code Enzo.

Enzo
Enzo(Bryan et al., 2014; Brummel-Smith et al., 2019) is an adaptive mesh
refinement (AMR) hydrodynamics code, developed originally for cosmological
simulations. It has a good connection with the GRACKLE (Smith et al., 2017)
chemistry library to calculate the evolution of primordial gas. GRACKLE also
supports the calculation of heating/cooling rates of primordial gas and metals
and some UV background radiation effects. However, the main purpose of
GRACKLE is primordial chemistry. Although it can be extended to include
some user-defined Cloudy heating/cooling tables, it is not practical to make
it include a general chemical network of the ISM.

KROME
KROME is a chemistry package working as a Python-based parser to convert a
user-provided chemical network to Fortran codes. Users have the freedom to
define their own reaction format by using its pre-defined tokens. It provides a
unique interface function so that it can work with other hydrodynamics codes.
However, it does not guarantee consistency with hydrodynamics codes. Users
have to ensure that all species in the network exist in the hydrodynamics
codes and that the advection is handled by the hydrodynamics codes (see
Section 4.1). Besides, because it generates source codes, these codes have
to be compiled with the hydrodynamics codes to make the whole combina-
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tion work. It also provides some official patches for several hydrodynamics
codes, including FLASH, Enzo, GIZMO and RAMSES. For Enzo, the patch does
not handle advection and the existence of species. Users have to define the ad-
ditional species and modify some routines for advection and renormalization
(e.g., Grid_SolveHydroEquations.C for PPM, Zeus, MHD_Li/CT solvers
and Grid_UpdatePrim.C for Runge-Kutta solvers).

Naunet

Inspired by KROME, we have developed a python package, Naunet, to convert
any chemical network into C++ codes. Instead of the approach of KROME, in
which users have to manually convert any existing network into its compati-
ble format, we implemented multiple interfaces to read reactions in different
formats from different sources. We also implemented built-in grain models so
that users can easily select the model they would like to apply in their net-
work. This feature is particularly useful for benchmarking tests. The usage
of our package is supported both in a python module and in a command line
tool. Users can construct their networks in python scripts by adding reactions
one by one or they can simply use the command line tools to deal with the
input text files. The former way can provide more freedom to customize the
network and both ways can effectively generate the C++ codes. The gener-
ated codes can be further wrapped into C++ static libraries, shared libraries
and python modules so that users can do the chemical modeling in C++ or in
python. The highly modularized design allows users to switch between models
quickly.

Another advantage of Naunet is the multiple solvers it supports. Currently,
we have implemented four kinds of solvers from Sundials package (Hindmarsh
et al., 2005; Gardner et al., 2022) and Boost library. Users can test the
performance of different solvers and choose the one with the best performance
for their work. In general, the KLU solver, which solves the ODE systems via
sparse matrices, from the Sundials package has a better performance. In the
next section, we will show various performance test results.
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4.3 Performance

A problem of chemodynamical simulations is the memory usage from the num-
ber of species. To track the evolution and calculate the advection of passive
scalar fields, the density of each species must be stored in each grid. As
the number of species increases, the simulation also occupies more disk stor-
age and memory. For example, a magnetohydrodynamical simulation usually
stores about 10 fields (typically, ρ, v, E, B and some optional fields like in-
ternal energy or gravitational potential). However, an ISM chemical network
may contain hundreds of species. For example, if the network contains about
100 species, the simulation with the resolution of 1283 will use about 2GB of
memory. If the resolution is enhanced to 5122, the simulation data will exceed
100GB. The number of species limits the resolution and increases the loading
of communication when the simulation is running on many CPUs in a cluster.

A simple way to save memory and disk storage is using the AMR structure
to limit the finer grids focusing on subregions in the simulation. The way is
effective if the interesting regions are only a small portion of the whole do-
main. However, the finest resolution is surely less than the same ones without
chemistry. The refinement also derives a side effect from the interpolation
error. Although most of the popular AMR codes support high-order inter-
polation methods and conservative interpolation to reduce numerical errors,
element abundance conservation can still be broken (Grassi et al., 2017). The
problem is that gradient limiters and interpolation weights can be different for
each species. Even if each individual chemical species is conserved during the
interpolation, the summation of atoms in species may not be conserved. This
means the number of species should be normalized twice after advection: once
for element conservation (including charge) and once for mass conservation.

Besides memory, the most significant universal problem of chemodynamical
simulations is their bad performance when implementing large networks. Since
a larger network means more species and more reactions, it means that more
equations and a larger matrix need to be solved. The cost of computational
resources is significant as the network size grows. Generally, an ISM chemical
network contains thousands of reactions and hundreds of species. Even if it
may only take a few milliseconds to finish one step in one grid cell, the cost
becomes significant when there are 106 (the order of 1283 resolution) grids.
Figure 4.1 shows the mean time of one step of chemodynamical simulations in
a 643 domain. The simulations use the same initial condition but were coupled
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Figure 4.1: Computational time of chemodynamical simulations with different sizes
of chemical networks. The left panel shows the mean time versus the
number of species and the right panel shows the mean time versus the
number of reactions. The same simulation is run with different archi-
tectures (HT- with hyper-threading, noHT - without hyper-threading)
and different processors (1node - 64 cores, 2node - 128 cores). The
test is done on Vera cluster of Chalmers University of Technology in
Gothenburg, Sweden (C3SE). The nodes are built with Intel Xeon Gold
6130 CPUs and have 92GB of memory on each node.
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Figure 4.2: The elapsed time in each step of Naunet (blue) and KROME (orange).
The test is done by the single grid model of the deuterium fractionation
network (see Section 3.4) on Intel Xeon Gold 5118 CPU.

with different sizes of networks by KROME. We see that the computational time
is almost directly proportional to the number of reactions and roughly has a
power of 1.7 with the number of species. Note that the performance could
also be influenced by the initial conditions. For example, if the temperature
of some grids is out of the valid range of reactions, the reaction rates are zeros
and could make the calculation faster. However, in general, the performance
of simulations can be a thousand times slower than a simulation without
chemistry, if a network containing thousands of reactions is used. For example,
we need to wait over forty days for a simulation originally taking one hour,
which can become impractical.

This long-known issue of computational performance leads to a demand for
higher-performance ODE solvers. Several algorithms have been proposed to
efficiently solve ODE systems. In the aspect of astrochemistry, Nejad (2005)
compared the performance of several stiff ODE solvers from ODEPACK and
GEAR packages. It was found that the LSODES solver, which is also the
solver used in KROME, generally has a better performance for its capability of
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taking advantage of sparse matrices. Furthermore, it was also found that the
performance of chemical modeling can be improved by resorting the order of
the species to make a bottom-heavy Jacobian matrix. However, the legacy
solvers like LSODES lack the capability of vectorizing, which is a common
feature supported by modern CPUs. The KLU solver adopted in Naunet
supports both the sparse matrix and vectorizing and is usually faster than
the LSODES solver by a factor of three (see Figure 4.2). Apart from the
algorithm, several methods can improve the performance of chemodynamical
simulations:

• Parallelization: Parallelization is a common way to improve the per-
formance of simulations. Currently, openmp and MPI have been widely
applied in numerical codes. Enzo also supports the usage of MPI, which
can accelerate the simulation by requesting more processors from more
nodes in a cluster. Figure 4.1 also shows the simulation is almost two
times faster by using two nodes rather than one node. However, it is also
impractical to offload the heavy computation by requesting hundreds of
nodes. Graphics cards could be another choice of parallelization. By
using the graphics processing units (GPU) on graphics cards, hydrody-
namics simulations could be ten times faster than on a CPU (e.g., Schive
et al., 2018). Note this also depends on the frequency and the number
of units. Usually, these kinds of tests are done under the same “cost” of
a specific cluster. Several studies are working on moving the differential
equation solvers onto GPU (Zhou et al., 2011; Niemeyer & Sung, 2014;
Ahnert et al., 2014; Curtis et al., 2016; Stone et al., 2018). However,
these studies are focusing on combustion engineering and biochemistry.
They have not been ported to astrochemistry and have several draw-
backs. Most solvers are explicit and cannot handle the level of stiffness
in astrochemical networks. Some of these solvers use the first-order im-
plicit backward differential formula (BDF) method and lose accuracy,
while other higher-order solvers often have performance problems, e.g.,
because of their instability and more complex timestep assignments. As-
trochemical networks are generally expressed as sparse matrices and if
ODE solvers can take advantage of this sparseness, then performance
is improved (Grassi et al., 2014). However, most of the GPU-ported
solvers assume the matrices are dense and do not take advantage of
this feature. Recently, Balos et al. (2021) introduced a GPU-based stiff
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ODE solver in Sundials and this may be a promising way to offload the
computation onto GPUs.

• Reducing the size of network: As the computational load is highly re-
lated to the size of the network, it is intuitive to reduce the load by
reducing its size. This idea has been studied for a long time. A typi-
cal way is done by pre-selecting species and related reactions (Nelson &
Langer, 1999). Our UCLCHEM reduced network is also derived by select-
ing species. This approach is useful when estimating the most abundant
species. The small abundances of rarer heavy elements hardly change
the abundances of simple C-bearing or O-bearing molecules. However,
it obviously cannot predict the abundances of species involving these
heavy elements since they were not selected. Another approach assumes
that some species stay with equilibrium abundances to focus on solv-
ing the non-equilibrium species (Lam, 1993; Glover et al., 2010), where
those equilibrium species are chosen by those with rapid reaction rates.
However, this approach may not be valid for a wide range of parameters
because of the variation of reaction rates. A further scheme is then to
try to dynamically reduce the reactions to avoid this limitation (Tupper,
2002; Grassi et al., 2012).

• Reducing the number of chemical time steps: This could be the sim-
plest way to accelerate the simulations, but the method only works
when the chemical timescale is much longer than the hydrodynamics
timestep. If the hydrodynamics timestep is much shorter than the chem-
istry timescale, the chemistry calculation can be operated only every sev-
eral hydrodynamics timesteps and thus keep a relatively good approxi-
mation for the abundances. This approach has been implemented in this
work. However, if the simulation is undergoing fast heating/cooling, this
approach will lose accuracy.

• Neural network: Due to the advance of deep learning methods, neural
networks have become a popular tool in a variety of fields. As the funda-
mental neural network, artificial neural networks also have been widely
applied in computational chemistry, biochemistry, etc. (Goncalves et al.,
2013). A recent work also applies the method to create an emulator of
UCLCHEM (De Mijolla et al., 2019). Similarly, Branca & Pallottini (2022)
probed the potential of using Physics Informed Neural Networks (PINN)
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to reproduce ISM chemical evolution. However, they only tested a small
network composed of 46 reactions and it already needs 103 GPU hours
to train a model. In the context of replacing ODE solvers, Chen et al.
(2018) proposed the neuralODE model and investigated the possibility
to use it to mimic general ODE solvers. Although chemical emulators
can skip the cost of solving differential equations and reproduce, approx-
imately, the nonlinear results, a general problem of these black boxes is
how to train a valid model and guarantee the correctness over a wide
range of parameter space and whether there is a general way to train an
effective model.
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CHAPTER 5

Summary of included papers

5.1 Paper I

In this paper, we focus on deuterium fractionation in massive prestellar cores
(Figure 5.1). The reason is that N2H+ and its deuterated form N2D+ have
been observed in several prestellar cores and are thought to be good diagnostic
tracers of these objects (Caselli et al., 2002; Tan et al., 2013; Kong et al., 2016).
From a theoretical point of view, cold and dense gas is also an ideal place for
deuterium fractionation (see Section 3.4). The emission lines of these species
may also be useful to interpret the kinematics in the cores. Following the
study of Goodson et al. (2016), we also use the gas phase chemical network
of (Kong et al., 2015), but with minor updates from (Majumdar et al., 2017).
The network contains species composed by heavy elements, C, N, and O,
and we investigate the influence of parameterized depletion factors of these
species. We then use Enzo and KROME to couple the chemical network with a
magnetohydrodynamics simulation of a massive prestellar core.

The work presented focuses on the influence of chemical parameters on the
abundances of species within a particular prestellar core. Its initial conditions
are set to a mass of 60 M⊙ and a mass surface density of the background
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Figure 5.1: A collapsing massive prestellar core.
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clump environment of 0.3 g cm−2. Within the context of the Turbulent Core
Accretion (TCA) model, these conditions then imply that the core has a radius
of 0.1 pc. The mean density of the core is thus set to be nH ≃ 4×105cm−3 and
its freefall time is 76 kyr. The core is assumed to be approximately isothermal
at a temperature of 15 K. It is initialized with a turbulent velocity field and a
cylindrically symmetric magnetic field to make the core slightly supervirial in
the beginning. Since there is no driving of the turbulent velocity field, the core
will begin to collapse as turbulence decays. The chemical parameters we study
are the initial OPRH2 , temperature, cosmic ray ionization rate and depletion
factor of CO and N (two factors, one controlling the abundances of C and O,
another one controlling the abundance of N) and the initial chemical age, i.e.,
affecting initial abundances. We follow the chemical evolution in the core for
0.8 free-fall times and analyze the number densities and column densities of
N2H+ and N2D+.

Figure 5.2 shows the comparison of abundances with observational data. We
conclude that one model with high cosmic ray ionization rate (1.0×10−16 s−1)
and high depletion factor (fCO

D = 1000, fN
D = 100) is one of the best models

for matching observational data of massive PSCs. The abundances also allow
us to estimate the velocity gradient, the velocity dispersion, the rotational
energy, the kinetic energy and the virial parameter of the simulated core as
would be traced under the assumption of optical thin emission of N2D+(3-
2). Overall, the rotational energy is small compared with the gravitational
energy. The core can appear subvirial in certain directions during much of
the evolution because of the contribution of magnetic fields to its support.

Although we found one possible way for the prestellar core to reach a high
deuterium fraction, comparable with some observed systems, the fast collapse
rate may also influence the results. For example, if the prestellar core had
stronger B−field support and collapsed more slowly, then a lower cosmic ray
ionization rate would likely be allowed to enable a similar level of deuteration
to be reached. One way to potentially distinguish between these scenarios of
fast and slow collapse is to examine the properties of the core kinematics as
traced by N2H+ and N2D+.
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Figure 5.2: Time evolution of the average abundances of N2H+ and N2D+ in mas-
sive PSC simulations, as listed in the lower right legend. The grey
squares, triangles and diamonds are observational data from Miettinen
et al. (2012), Kong et al. (2016), and Cheng et al. (2021).
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Figure 5.3: Filamentary structure derived from two merging clouds in a weak mag-
netic field (10 µG).

5.2 Paper II
In this paper, we extended the previous work on simulating the collision of
two giant molecular clouds (Wu et al., 2017). The goal is to understand
whether clumps/protoclusters forming from colliding clouds or non-colliding
clouds show any differences in their CMFs. While the focus of this paper is
purely on the physical properties of the system, this is important preparatory
work for the chemodynamical study of Paper III.

We followed the same settings to simulate colliding and non-colliding mag-
netized GMCs with the highest resolution in the series of papers (Figure 5.3).
The resolution is up to 0.015625 pc, i.e., 3,200 au, and enables us to resolve
the prestellar cores in the simulation. With the cores identified by dendro-
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gram (Rosolowsky et al., 2008) on mass surface density maps, we studied the
evolution of core mass functions derived from each case. To further compare
with observations, we also applied CASA (McMullin et al., 2007) to create
synthetic ALMA observation. We examine the power-law of the CMFs de-
rived from simulations and synthetic ALMA observation in multiple ranges
(M > 10 M⊙, 1 M⊙ < M < 10 M⊙, and M > 1 M⊙). In the colliding
case, we found that the high-mass end of the CMFs can be fit by a power law
dN/dlogM ∝ M−α with α ≃ 0.6 − 0.7, i.e., relatively top-heavy compared to
a Salpeter mass function. The non-colliding GMCs form fewer cores with a
CMF with α ≃ 0.8 to 1.2, i.e., closer to the Salpeter index. The synthetic
ALMA observation has an effect of smoothing CMFs and making them closer
to a single power-law function. Without the ALMA-filtering effect, the CMFs
usually show flat curves in the range of 1 M⊙ < M < 10 M⊙. These results
are compared with observational data from Cheng et al. (2018) and Liu et al.
(2018) and O’Neill et al. (2021). The CMFs from the colliding case and the
three datasets are shown in Figure 5.4.

We also examine the core properties, including mass, size, density, velocity,
velocity dispersion, temperature and magnetic field strength. We found that
cores formed from colliding clouds are typically warmer, have more disturbed
internal kinematics and are more likely to be gravitationally unbound, than
cores formed from non-colliding GMCs.

5.3 Paper III
Here we study the evolution of chemical species within the framework the
GMC simulations (Figure 5.5), both colliding and non-colliding, presented in
Paper II. In Wu et al. (2017) and Bisbas et al. (2017), PDR models were ap-
plied to postprocess outputs of these types of simulations to predict emission
from CO molecules, including high J line emission, and from CI, CII and OII.
The aim is to understand the signatures from the collisions of GMCs. How-
ever, such postprocessing does not accurately follow the history of chemical
evolution.

To obtain a more accurate and general understanding of the chemical abun-
dances, we couple a reduced chemical network extracted from UCLCHEM (see
Section 3.4) with the simulations. We simulate the colliding and non-colliding
clouds in the weak magnetic field case and study chemical evolution under dif-
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Figure 5.4: The probability distribution function (PDF) of core mass functions
(CMFs) at 2 Myr (left column), 3 Myr (middle column) and 4 Myr
(right column) for the colliding case. The blue lines show original
simulation results and the red lines show those after ALMA filtering.
The error bars indicate the Poisson counting errors. The top set of six
panels show comparison to observational “raw” CMFs from Cheng et
al. (2018) and Liu et al. (2018) and O’Neill et al. (2021). The bottom
set of six panels show the observational “true” CMFs, i.e., after flux
and number correction, from these studies.

53



Chapter 5 Summary of included papers

Figure 5.5: Cloud-cloud collision derived filamentary structure viewed in C (blue),
CO (green), and ice-phase methanol (red).
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ferent cosmic ray ionization rates. We first examine the chemical abundances,
particularly C and O reservoirs on large scales. The results show the transi-
tion of elemental C from C+ to C and then CO, while the excess O that is not
in CO transitions from O to water ice. We then examine the abundances of
gas tracers, especially CO, HCO+ and N2H+ of high density regions selected
in the GMCs. These results are compared with observations of IRDC clumps
to derive constraints on chemodynamical history and cosmic ray ionization
rate. As part of this study, we also compare our results to those derived using
more approximate, single zone models.

5.4 Summary of other papers and projects with
major contributions

Several other papers and projects have also been associated with the research
developed in this thesis. The study of Entekhabi et al. (2022) included a
large parameter study of a gas-grain chemical network, i.e., over density, tem-
perature, visual extinction, cosmic ray ionization rate and time. The effects
of different efficiencies of cosmic-ray-induced thermal desorption and differ-
ent values of CO ice binding energy were also investigated. Two main grids
of models were run and their results were used to benchmark our developed
reduced chemical network based on UCLCHEM that was implemented in Pa-
per III. In addition, the study of Entekhabi et al. (2022) used IRAM-30m
telescope observations to derive abundances in ten dense clumps in the mas-
sive IRDC G28.37+0.07. These data were then used for comparison to our
chemodynamical simulation results of Paper III.

The study of Cevallos Soto et al. (2022) implemented the same gas-grain
network in a 1-D (radial) model of protoplanetary disk midplanes. The main
innovation was to include advective transport of radially drifting pebbles,
treated as large dust grains in the chemical network, i.e., with a reduced
surface area per H. The inclusion of this advection leads to varying dust-to-
gas ratios and varying levels of global abundances of elements with respect
to H. The main implication for inner disk in situ planet formation is that
the gas in this region, inside the water ice line, is expected to be enriched
in oxygen, i.e., a super-Solar abundance, thus driving the C/O ratio down to
values as low as ∼ 0.1. If this gas is accreted by forming planets, then these
abundance patterns may be inherited by the planetary atmospheres and be a
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key signature of models of in situ planet formation (e.g., Chatterjee & Tan,
2014).

Simulations of colliding and non-colliding GMCs, similar to those presented
in Paper II, but with a range of initial magnetic field strengths from 10 to
50 µG have been carried out. The main work on studying the influence of
magnetic field strength on the core mass function (Hsu et al., in prep.) and
on the structural and clustering properties of the cores (García-Alvarado, Hsu
et al., in prep.) is underway. The simulations have also been used as a training
set for machine learning methods, especially a new diffusion model, to predict
mass-weighted density from column density maps (Xu et al., submitted).
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CHAPTER 6

Concluding Remarks and Future Work

In this thesis, we have performed a series of chemodynamical simulations of
star-forming molecular clouds. We have investigated two set-ups: isolated
massive prestellar cores, which may be the progenitors of massive stars; gi-
ant molecular clouds, including colliding and non-colliding cases, which form
overdense clumps that may be the progenitors of star clusters. The aim has
been to understand whether these formation mechanisms exhibit particular
physical and chemical signatures which can be diagnosed in observations. In
addition, we have explored how their physical and chemical properties vary
with environmental conditions, such as magnetic field strength, dynamical
conditions (i.e., colliding or non-colliding regions), and cosmic ray ionization
rate. With the focus of our interest on astrochemical modeling and given
the computational cost of coupling large reaction networks to MHD simula-
tions, we have also examined and developed methods for the implementation
of such calculations and investigated ways of enhancing the performance of
the computations.

In Paper I, we investigated whether the observed high levels of deuterium
fractionation in candidate massive pre-stellar cores (PSCs) can be reproduced
in an isolated, fast-collapsing, massive cloud. After an extensive parameter
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study, we found that a very high CO depletion factor (fD ∼ 1000) and rela-
tively high cosmic ray ionization rate (ζ ∼ 10−16 s−1) are required. However,
such a fast collapsing core would tend to exhibit quite disturbed kinematics
in its N2D+ line emission, which may not be consistent with the few examples
of known massive PSCs. Furthermore, our method, which did not include
gas-grain processes and treated depletion as a parameter, may yield solutions
that are not fully self-consistent. For example, the required high cosmic ray
ionization rate may be incompatible with a high CO depletion factor, if cosmic-
ray-induced desorption processes are efficient at liberating CO from dust grain
ice mantles. Thus further work is needed to investigate deuteration in massive
PSCs with a more explicit implementation of gas-grain interactions. An ex-
ploration of different physical systems is also warranted. In particular, models
that involve relatively slow collapse, mediated by stronger magnetic fields and
including non-ideal MHD processes, such as ambipolar diffusion, need to be
investigated. In such slower collapsing models there is more time to achieve a
given level of deuteration and so lower cosmic ray ionization rates and lower
CO depletion factors may be allowed.

In Paper II and related simulations, we investigated whether the cloud-cloud
collision mechanism is an effective way to form protoclusters, clumps and pop-
ulations of PSCs. In particular, we studied the CMFs from high-resolution
simulations and compared them with the results from protoclusters, IRDCs,
and massive clumps. Clumps formed from cloud collisions are more efficient
at producing dense cores and tend to form a relatively top-heavy CMF com-
pared to the Salpeter distribution. We also demonstrated how the results are
influenced by the method of observation, especially via synthetic ALMA-type
observations. However, both colliding and non-colliding cases can generate
CMFs that are consistent with observed populations, so it is difficult to dis-
tinguish between these scenarios by this metric. There are many remaining
challenges in this topic. The role of different magnetic field strengths has
begun to be investigated with an otherwise identical simulation set-up. The
effects on the spatial distribution, e.g., clustering, mass segregation, and prop-
erties of filaments are also under investigation. It should be noted that our
simulations do not yet include star formation or feedback and so are relevant
mostly for pre-stellar core populations. In addition, when comparing to obser-
vations, one should be aware that most of the CMF studies in distant regions
with ALMA, which detect sources via their dust continuum emission, are sen-
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sitive to internally heated protostellar cores. Thus, for a fair comparison, new
observational samples that exclude protostellar sources are needed. Inclusion
of a chemical network that models deuteration in these types of simulations
would also be helpful to give additional diagnostics for the PSCs.

In Paper III, we have studied the chemical evolution in colliding and non-
colliding GMCs with a gas-grain network, also exploring a range of cosmic
ray ionization rates. The simulations generate many important results for
the abundances of a variety of species relevant to observations of GMCs on a
global scale, but also in their dense clumps and cores. One main observational
comparison we have made is with the abundances of CO, HCO+ and N2H+ in
the dense clumps of an IRDC. For this we also post-processed our simulations
to predict the strength of rotational line emission from these species. In gen-
eral, the clumps formed in the simulation of colliding GMCs are moderately
warmer, ∼ 20K, than those observed in the IRDC, which are ≲ 15K. This dif-
ference could be important in causing the CO depletion factor in our simulated
clumps to be lower than the observed regions by factors of a few. Clumps in
non-colliding GMCs are somewhat cooler and thus, in this respect, may be a
better match to the observed system. However, we note that there is a likely
effect of resolution: when running higher resolution simulations, e.g., from
Paper II, that does not include active chemistry, we find greater amounts of
dense, cooler gas in a given region. Thus, there is a need for higher-resolution
chemodynamical simulations, perhaps involving a re-zooming technique that
extracts regions of interest from the large-scale domain. The other abundance
results of our simulated dense clumps indicate a preference for relatively low
cosmic ray ionization rates to explain the HCO+ abundance, but not too low,
else we underpredict N2H+. The resolution of this may involve a combination
of having higher resolution, denser, cooler clumps, i.e., with better resolved
dense substructures and/or indicate that updates are needed in the chemical
model, especially for how cosmic rays promote desorption from ice mantles.
Another result from our study is a comparison of our modeling and abundance
results with those based on single grid chemical modeling of the dense clumps.
This comparison reveals important limitations of the static single grid post-
processing method that is commonly employed: it is subject to inaccuracies
given that it does not track the dynamical history, including advection of
material into the region.

Several avenues for improvement of the modeling methods and new investi-
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gations are already mentioned above. In addition, there are processes associ-
ated with shocks and dust grain sputtering, which are desirable to implement,
especially for study of GMC collisions and protostellar outflows. These models
are needed to explain the abundances of chemical species, such as SiO, which
are expected to be liberated from grains in shocked regions. Another desired
improvement is to link the calculated chemical abundances with adaptive heat-
ing and cooling functions, i.e., that respond to the chemical evolution. The
simulations we have presented here are either approximately isothermal (Pa-
per I) or use pre-computed PDR-model heating and cooling functions, which
are not fully consistent with the chemical evolution. Future work is needed to
improve self-consistency in this regard.

Finally, for the work presented in this thesis, we have developed the Naunet
software package. It supports multiple reaction formats, multiple depletion,
desorption, surface reaction models and has the flexibility to be customized.
It also supports multiple ODE solvers. Naunet is planned for public release
in the near future.
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