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#### Abstract

We develop a global version of Heath-Brown's $p$-adic determinant method to study the asymptotic behaviour of the number $N(W ; B)$ of rational points of height at most $B$ on certain subvarieties $W$ of $\mathbf{P}^{n}$ defined over $\mathbf{Q}$. The most important application is a proof of the dimension growth conjecture of Heath-Brown and Serre for all integral projective varieties of degree $d \geq 2$ over $\mathbf{Q}$. For projective varieties of degree $d \geq 4$, we prove a uniform version $N(W ; B)=O_{d, n, \varepsilon}\left(B^{\mathrm{dim} W+\varepsilon}\right)$ of this conjecture. We also use our global determinant method to improve upon previous estimates for quasi-projective surfaces. If, for example, $X^{\prime}$ is the complement of the lines on a non-singular surface $X \subset \mathbf{P}^{3}$ of degree $d$, then we show that $N\left(X^{\prime} ; B\right)=O_{d}\left(B^{3 / \sqrt{d}}(\log B)^{4}+B\right)$. For surfaces defined by forms $a_{0} x_{0}^{d}+a_{1} x_{1}^{d}+a_{2} x_{2}^{d}+$ $a_{3} x_{3}^{d}$ with non-zero coefficients, then we use a new geometric result for Fermat surfaces to show that $N\left(X^{\prime} ; B\right)=$ $O_{d}\left(B^{3 / \sqrt{ } d}(\log B)^{4}\right)$ for $B \geq e$.
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## INTRODUCTION

In this paper, we shall study the number $N(W ; B)$ of rational points of height at most $B \geq 1$ on quasi-projective subvarieties $W$ of $\mathbf{P}^{n}$ defined over $\mathbf{Q}$. The height $H(x)$ of a rational point $x$ on $W$ will always be given by $H(x)=\max \left(\left|x_{0}\right|, \ldots,\left|x_{n}\right|\right)$ for a primitive integral $(n+1)$-tuple $\left(x_{0}, \ldots, x_{n}\right)$

[^0]representing $x$. We will use the $O$ and $\ll$ notation for functions defined for $B \geq 1$. If $g$ is a function from $[1, \infty)$ to $[0, \infty)$, then we write $N(W ; B)=O(g(B))$ or $N(W ; B) \ll g(B)$ when there is a constant $C>0$ such that $N(W ; B) \leq C g(B)$ for all $B \geq 1$. The constant $C$ will depend on some parameters, which we include as indices.

It is trivial to show that $N(X ; B)=O_{d, n}\left(B^{\operatorname{dim} X+1}\right)$ and this is the best possible upper bound for projective varieties $X \subset \mathbf{P}^{n}$ of degree 1. For integral projective varieties of degree $d \geq 2$, one can obtain a better bound by means of the large sieve. Serre used in his book [46] arguments of S. Cohen to show that $N(X ; B)=O_{X}\left(B^{\operatorname{dim} X+1 / 2}(\log X)\right)$ and on p. 178 in [46] he asks if this can be improved to $N(X ; B)=O_{X}\left(B^{\operatorname{dim} X}(\log X)^{c}\right)$ for some constant $c=c_{X}>0$. The main result of this paper is the following bound conjectured by Serre in [47, p. 27].

Theorem 0.1. Let $X \subset \mathbf{P}^{n}$ be an integral projective variety of degree $d \geq 2$ defined over $\mathbf{Q}$. Then, $N(X ; B)=O_{X, \varepsilon}\left(B^{\operatorname{dim} X+\varepsilon}\right)$.

In the case of hypersurfaces, this was first conjectured by Heath-Brown in [25, p. 227] and later (see [12]) he went on to formulate the following uniform version of Serre's conjecture.

Conjecture 0.2. Let $X \subset \mathbf{P}^{n}$ be an integral projective variety defined over $\mathbf{Q}$ of degree $d \geq 2$. Then, $N(X ; B)=O_{d, n, \varepsilon}\left(B^{\operatorname{dim} X+\varepsilon}\right)$.

Conjecture 0.2 was shown for hypersurfaces of degree 2 in [27, theorem 2] and for geometrically integral varieties of degree $d=2$ and $d \geq 6$ in a paper [12] of Browning, Heath-Brown and the author. In Section 7, we shall prove the following uniform bounds.

Theorem 0.3. Let $X \subset \mathbf{P}^{n}$ be an integral projective variety over $\mathbf{Q}$ of degree d. Then,

$$
\begin{array}{ll}
N(X ; B)=O_{d, n, \varepsilon}\left(B^{\operatorname{dim} X+\varepsilon}\right) & \text { if } d \geq 4 \\
N(X ; B)=O_{n, \varepsilon}\left(B^{\operatorname{dim} X-1+2 / \sqrt{ } 3+\varepsilon}\right) & \text { if } d=3 .
\end{array}
$$

This generalises the result in [42] for varieties of degree $d \geq 4$ with finitely many planes of codimension 1. To deduce Theorem 0.1 from Theorem 0.3, it remains to establish the non-uniform bound $O_{X, \epsilon}\left(B^{\operatorname{dim} X+\epsilon}\right)$ for varieties of degree 3. This is done in Section 8 by ad hoc methods, very different from the methods in the first seven chapters.

If $X$ is integral, but not geometrically integral, then the rational points on $X$ will lie on a proper closed subset consisting of $O_{d . n}(1)$ components of degrees bounded in terms of $d$ and $n$. It is thus enough to show Theorem 0.3 in the case where $X$ is geometrically integral. By considering the affine cone of a suitable birational projection of $X$ onto a hypersurface as in [12], we deduce Theorem 0.3 from the following result for affine hypersurfaces (see Theorem 7.4).

Theorem 0.4. Let $f\left(y_{1}, \ldots, y_{n}\right) \in Z\left[y_{1}, \ldots, y_{n}\right], n \geq 3$ be a polynomial such that its homogeneous part $h(f)$ of maximal degree is irreducible over $\mathbf{Q}$. Let $d=\operatorname{deg} h(f)$ and $n(f ; B)$ be the number of $n$-tuples $\mathbf{y}=\left(y_{1}, \ldots, y_{n}\right)$ of integers such that $y_{1}, \ldots, y_{n} \in[-B, B]$ and $f(\boldsymbol{y})=0$. Then,

$$
\begin{array}{ll}
n(f ; B)=O_{d, n, \varepsilon}\left(B^{n-2+\varepsilon}\right) & \text { if } d \geq 4 \\
n(f ; B)=O_{n, \varepsilon}\left(B^{n-3+2 / \sqrt{ } 3+\varepsilon}\right) & \text { if } d=3
\end{array}
$$

It suffices to show Theorem 0.4 when $n=3$, thanks to a hyperplane section argument. In the case where $d \geq 6$, this was done in [12]. It is much more difficult to establish the theorem for affine surfaces of degree $d<6$. To do this, we develop a global version of Heath-Brown's $p$-adic determinant method [27]. This global method is considerably more complicated to use than its local counterpart. But it gives sharper estimates for a number of Diophantine counting problems and it will also be used to establish the bounds in Theorems 0.5-0.9 for projective surfaces. As the proofs are very similar, we refer to the discussion of the proofs of those results for an introduction to the proof of Theorem 0.4 for affine surfaces.

If $X \subset \mathbf{P}^{n}$ contains a rational linear subspace of codimension 1 , then $N(X ; B) \gg B^{\operatorname{dim} X}$. We can thus not expect a lower growth order than $r=\operatorname{dim} X$ for $X$ in Theorem 0.2. To obtain a better bound, we must count points on the complement $X^{\prime} \subset X$ of all $(r-1)$-planes on $X$. In this paper, we shall use our determinant method and some new geometric results to improve upon previous bounds for $N\left(X^{\prime} ; B\right)$ for surfaces.

Let us first state our results for non-singular surfaces.
Theorem 0.5. Let $X \subset \mathbf{P}^{3}$ be a non-singular projective surface of degree d defined over $\mathbf{Q}$ and $U$ be the complement of the union of all curves of degree at most $d-2$ on $X$. Then,

$$
N(U ; B)=O_{d}\left(B^{3 / \sqrt{ } d}(\log B)^{4}+1\right)
$$

Moreover, if $X^{\prime}$ is the complement of the union of all lines on $X$, then

$$
N\left(X^{\prime} ; B\right)=O_{d}\left(B^{3 / \sqrt{ } d}(\log B)^{4}+B\right)
$$

Theorem 0.6. Let $X \subset \mathbf{P}^{4}$ be a non-singular complete intersection of two hypersurfaces of degree $d_{1}$ and $d_{2}$ and let $U$ be the complement of the union of all curves of degree at most $d_{1}+d_{2}-3$ on $X$. Let $d=d_{1} d_{2}$. Then,

$$
N(U ; B)=O_{d, \varepsilon}\left(B^{3 / \sqrt{ } d+\varepsilon}\right)
$$

Moreover, if $X^{\prime}$ is the complement of the union of all lines on $X$, then

$$
N\left(X^{\prime} ; B\right)=O_{d, \varepsilon}\left(B^{3 / \sqrt{ } d+\varepsilon}+B\right)
$$

The interest in $U$ comes from the fact that there are $O_{d}(1)$ curves of degree $\leq d-2$ on a nonsingular surface $X$ of degree $d$ in $\mathbf{P}^{3}$ and $O_{d}(1)$ curves of degree $\leq d_{1}+d_{2}-3$ on a non-singular complete intersection of two hypersurfaces of degree $d_{1}$ and $d_{2}$ in $\mathbf{P}^{4}$ (see [14] and [5]).

The estimates in Theorem 0.5 should be compared with the estimates $N(U ; B)=$ $O_{d, \varepsilon}\left(B^{3 / \sqrt{ } d+2 /(d-1)+\varepsilon}\right)$ and $N\left(X^{\prime} ; B\right)=O_{d, \varepsilon}\left(B^{3 / \sqrt{ } d+2 /(d-1)+\varepsilon}+B^{1+\varepsilon}\right)$ of Heath-Brown [27] and the estimates in Theorem 0.6 with the estimates $N(U ; B)=O_{d, \varepsilon}\left(B^{3 / \sqrt{ } d+2 /\left(d_{1}+d_{2}-2\right)+\varepsilon}\right)$ and $N\left(X^{\prime} ; B\right)=O_{d, \varepsilon}\left(B^{3 / \sqrt{ } d+2 /\left(d_{1}+d_{2}-2\right)+\varepsilon}+B^{1+\varepsilon}\right)$ in [5].

An interesting consequence of Theorem 0.5 is the following uniform estimate for diagonal surfaces, which is sharper than the bound in [28, theorem 13].

Corollary 0.7. Let $X \subset \mathbf{P}^{3}$ be the surface given by the equation $a_{0} x_{0}^{d}+a_{1} x_{1}^{d}+a_{2} x_{2}^{d}+a_{3} x_{3}^{d}=0$ for a quadruple ( $a_{0}, a_{1}, a_{2}, a_{3}$ ) of rational numbers different from zero. Let $X^{\prime} \subset X$ be the open subset for which $a_{i} x_{i}^{d}+a_{j} x_{j}^{d} \neq 0$ for all $0 \leq i<j \leq 3$.

Then,

$$
N\left(X^{\prime} ; B\right)=O_{d}\left(B^{3 / \sqrt{ } d}(\log B)^{4}+1\right)
$$

We shall also study singular surfaces. The following result improves upon theorem 7 in [27].

Theorem 0.8. Let $X \subset \mathbf{P}^{n}$ be a geometrically integral projective surface of degree d defined over $\mathbf{Q}$. Then,

$$
N\left(X^{\prime} ; B\right)=O_{d, n, \varepsilon}\left(B^{3 / \sqrt{ } d+\varepsilon}+B^{3 / 2 \sqrt{ } d+2 / 3+\varepsilon}+B^{1+\varepsilon}\right)
$$

unless $d=4$ and there is a two-dimensional family of conics on X . In that case

$$
\begin{aligned}
& N\left(X^{\prime} ; B\right)=O_{n, \varepsilon}\left(B^{43 / 28+\varepsilon}\right) \quad \text { and } \\
& N\left(X^{\prime} ; B\right)=O_{X}\left(B^{3 / 2}\right) .
\end{aligned}
$$

It is not surprising that the exponent $3 / \sqrt{ } d$ occurs in the above estimates. If $X \subset \mathbf{P}^{n}$ is the $\sqrt{ } d$ fold Veronese embedding of $\mathbf{P}^{2}$ for a perfect square $d$, then $X$ is of degree $d$ in $\mathbf{P}^{n}$ and $N(U ; B) \gg_{U}$ $B^{3 / \sqrt{d}}$ for any dense open subset $U$ of $X$.

The most important ingredient in the proofs of Theorems $0.5-0.8$ is the following result.
Theorem 0.9. Let $X \subset \mathbf{P}^{n}$ be a geometrically integral projective surface of degree d defined over $\mathbf{Q}$ and $B \geq 1$. Then there exists a set of $O_{d, n}\left(B^{3 / 2} \sqrt{d} \log B+1\right)$ geometrically integral curves of degree $O_{d}(1)$ on $X$ such that the following holds.
(a) If $n=3$ and $X$ is non-singular, then all but $O_{d}\left(B^{3 / \sqrt{ } d}(\log B)^{4}+1\right)$ rational points of height $\leq B$ on $X$ lie on one of these curves.
(b) In general, there exists a constant $c>0$ depending only on $d$ and $n$ such that all but $O_{d, n}\left(B^{3 / \sqrt{ } d+c / \log (1+\log B)}\right)$ rational points of height $\leq B$ lie on one of these curves.

The function $f(B)=B^{c / \log (1+\log B)}$ on $(1, \propto)$ extends to a continuous function on $[1, \propto)$ with $f(1)=$ $e^{c}$ and $f(B)=O_{c, \varepsilon}\left(B^{\varepsilon}\right)$ for all $\varepsilon>0$. We may thus replace $O_{d, n}\left(B^{3 / \sqrt{ } d+c / \log (1+\log B)}\right)$ by $O_{d, n, \varepsilon}\left(B^{3 / \sqrt{ } d+\varepsilon}\right)$ in (b).

We now present the main ideas behind the proofs of the uniform bounds for surfaces in Theorems 0.5-0.9. To describe the proof of the bounds in Theorem 0.5 for non-singular surfaces in $\mathbf{P}^{3}$, let us first recall two basic results of Heath-Brown [27] (see theorems 14 and 5).

Theorem 0.10. Let $X \subset \mathbf{P}^{r+1}$ be a geometrically integral projective hypersurface of degree $d$ defined over $\mathbf{Q}$. Then there exists for all $\varepsilon>0, B \geq 1$ a set of $O_{d, r, \varepsilon}\left(B^{(r+1) / d^{1 / r}+\varepsilon}\right)$ hypersurfaces $Y_{i} \subset \mathbf{P}^{r+1}$ of degree $O_{d, \varepsilon}(1)$ not containing $X$ such that all rational points of height $\leq B$ on $X$ lie on one of these hypersurfaces.

Theorem 0.11. Let $Z \subset \mathbf{P}^{3}$ be an integral curve of degree $\delta$ defined over $\mathbf{Q}$. Then $N(Z ; B)=$ $O_{\delta, \varepsilon}\left(B^{2 / \delta+\varepsilon}\right)$.

From Theorems 0.10 and 0.11 it follows immediately (see [27, theorem 11]) that $N(U ; B)=$ $O_{d, \varepsilon}\left(B^{3 / \sqrt{ } d+2 /(d-1)+\varepsilon}\right)$ for non-singular surfaces $X \subset \mathbf{P}^{3}$ of degree $d$.

The following result was first presented in a talk at the Max-Planck institute 2002.
Theorem 0.12. Let $X \subset \mathbf{P}^{r+1}$ be a geometrically integral projective hypersurface of degree d over $\mathbf{Q}$. Then there exists for $B \geq 1$ a hypersurface $Y$ of degree $O_{d, r, \varepsilon}\left(B^{(r+1) / r d^{1 / r}+\varepsilon}\right)$, not containing $X$ such that all rational points of height $\leq B$ on $X$ lie on $Y$.

To prove Theorem 0.12, we use our global version of Heath-Brown's $p$-adic determinant method. The main difference is that we consider congruences between integral coordinates of the rational points of height $\leq B$ for (almost) all primes up to order $B^{(r+1) / r d^{1 / r}}+\varepsilon$ instead of just one prime of order $B^{(r+1) / r d^{1 / r}+\varepsilon}$ as in [27, theorem 14].

For surfaces $X$ of degree $d$, there is thus an auxiliary surface $Y \subset \mathbf{P}^{3}$ of degree $O_{d, \varepsilon}\left(B^{3 / 2} \sqrt{d+\varepsilon}\right)$, with $X \not \subset Y$ such that all rational points of height $\leq B$ on $X$ lie on $Y$. If the implicit constant $k=k(\delta, \varepsilon)$ in 0.11 were of order $O_{\delta, \varepsilon}\left(\delta^{2+\varepsilon}\right)$, then Theorem 0.5 would follow. But no one has been able to prove this in spite of the recent progress in [13].

Instead, we deduce Theorem 0.5 from Theorem 0.9(a) and a slight refinement of Theorem 0.11. For cubic surfaces, we need also a method based on Hilbert schemes from [43] to deal with the contribution from the conics in Theorem 0.9. To prove Theorem 0.9 in its turn, we use the following result, which is shown by combining the techniques in the proofs of Theorems 0.10 and 0.12 .

Theorem 0.13. Let $X \subset \mathbf{P}^{r+1}$ be a geometrically integral hypersurface over $\mathbf{Q}$ of degree $d$ and $B \geq 1$. Let $\Omega=\left\{p_{1}, \ldots, p_{t}\right\}$ be (a possibly empty) set of primes and $P_{i}$ be a non-singular $\mathbf{F}_{p_{i}}$-point on $X_{p_{i}}$ for each $i \in\{1, \ldots, t\}$. Let $q_{t}=p_{1} \ldots p_{t}$ if $t \geq 1$ with $q_{t}=1$ if $t=0$. Then there is a hypersurface $Y\left(P_{1}, \ldots, P_{t}\right) \subset \mathbf{P}^{r+1}$ over $\mathbf{Q}$ of degree $O_{d, r}\left(q^{-1} B^{(r+1) / r d^{1 / r}} \log B q+\log B q+1\right)$ not containing $X$ such that all rational points on $X$ of height $\leq B$ which specialise to $P_{i}$ for $i \in\{1, \ldots, t\}$ lie on $Y\left(P_{1}, \ldots, P_{t}\right)$.

Here $X_{p} \subset \mathbf{P}_{\mathbf{F}_{p}}^{r+1}$ denotes the reduction $(\bmod p)$ of the scheme-theoretic closure of $X$ in $\mathbf{P}_{\mathbf{Z}}^{r+1}$. If $\Omega$ is empty then we recover Theorem 0.12 while the case where $\Omega$ consists of a single prime of order $B^{(r+1) / r d^{1 / r}+\varepsilon}$ is related to a statement in [27] used to establish Theorem 0.10.

We now sketch the proof of Theorem 0.9(a). Full details will be given in Section 3. We first use Siegel's lemma to reduce to the case where $X$ is defined by a primitive integral form $F$ of discriminant $\Delta=O_{d}\left(B^{k}\right)$, where $k>0$ only depends on $d$. Let $p_{1}<p_{2}<\ldots$ be the sequence of primes not dividing $\Delta$ and $u$ be the index for which $\left(p_{1} \ldots p_{u}\right) / p_{u}<e B^{3 / 2} \sqrt{d} \leq p_{1} \ldots p_{u}$. Then $u<p_{u}=O_{d}(1+$ $\log B)$ and $q_{u}=p_{1} \ldots p_{u}=O_{d}\left(B^{3 / 2} \sqrt{d} \log B+1\right)$.

We now apply Theorem 0.13 for $r=2$ and the sets $\Omega_{t}=\left\{p_{1}, \ldots, p_{t}\right\}$ of the first $t$ primes of this sequence for $t \in\{0, \ldots, u\}$. Let $x$ be a rational point on $X$ of height $\leq B$ and $\left(P_{1}, \ldots, P_{u}\right)$ be the list of the specialisations of $x$ to $\mathbf{F}_{p_{i}}$-points on $X_{p_{i}}$ for $i \in\{1, \ldots, u\}$. Let $Y\left(P_{1}, \ldots, P_{t}\right), 0 \leq t \leq u$ be the surface in Theorem 0.13 and $D_{x}$ be an irreducible component of $X \cap Y(\varnothing)$ containing $x$.

There are two cases.
Case I: $D_{x} \subseteq Y\left(P_{1}, \ldots, P_{u}\right)$
Case II: There exists $t \in\{0, \ldots, u-1\}$ such that $D_{x} \subseteq Y\left(P_{1}, \ldots, P_{t}\right)$ but $D_{x} \not \subset Y\left(P_{1}, \ldots, P_{t+1}\right)$.
In case $\mathrm{I}, D_{x} \subseteq X \cap Y\left(P_{1}, \ldots, P_{u}\right)$ and $\operatorname{deg} D_{x} \leq d\left(\operatorname{deg} Y\left(P_{1}, \ldots, P_{u}\right)\right)=O_{d}(1+\log B)$. There are at $\operatorname{most} d(\operatorname{deg} Y(\varnothing))=O_{d}\left(B^{3 / 2} \sqrt{d} \log B+1\right)$ such curves $D_{x}$. One may now show (see Lemma 3.13 and Theorem 3.16) that the total contribution from the curves $D_{x}$ with $1 \ll_{d} \operatorname{deg} D_{x} \ll_{d} 1+\log B$ is acceptable by applying the determinant method to each of these curves.

In case II, $x$ belongs to $D_{x} \cap Y\left(P_{1}, \ldots, P_{t+1}\right)$, which is of codimension 2 in $X$. There are thus by the theorem of Bézout $[19,8.4]$ at most $\operatorname{deg} D_{x} \operatorname{deg} Y\left(P_{1}, \ldots, P_{t+1}\right)$ rational points on $D_{x} \cap Y\left(P_{1}, \ldots\right.$, $\left.P_{t+1}\right)$ and at most $d\left(\operatorname{deg} Y\left(P_{1}, \ldots, P_{t}\right)\right)\left(\operatorname{deg} Y\left(P_{1}, \ldots, P_{t+1}\right)\right)$ rational points on $X$, lying on different irreducible components of $X \cap Y\left(P_{1}, \ldots, P_{t}\right)$ and $X \cap Y\left(P_{1}, \ldots, P_{t+1}\right)$.

By Theorem 0.13 we have that $\operatorname{deg} Y\left(P_{1}, \ldots, P_{t+i}\right)=O_{d}\left(q_{t+1}^{-1} B^{3 / 2} \sqrt{d}(\log B)^{2-i}+\log B+1\right)$ for $i=0,1$. We now sum over all $(t+1)$-tuples $\left(P_{1}, \ldots, P_{t+1}\right)$ for $t \in\{0, \ldots, u-1\}$. This will give $O_{d}\left(B^{3 / \sqrt{d}}(\log B)^{4}+1\right)$ rational points as there are $O_{d}\left(q_{t+1}^{2}\right)$ sequences $\left(P_{1}, \ldots, P_{t+1}\right)$ and $q_{t+1}^{2}=$ $O_{d}\left(B^{3 / \sqrt{ } d}(\log B)^{2}+1\right)$. This completes our description of how to deduce Theorem 0.9(a) from Theorem 0.13. The proof of Theorem $0.9(\mathrm{~b})$ is similar although somewhat more complicated.

We shall in fact in Theorem 3.16 prove a theorem for projective surfaces, which is more general than Theorem 0.9 for $n=3$. This result is a consequence of a "main lemma" 3.2 for projective $r$-dimensional hypersurfaces, which concerns the set $X\left(\mathbf{Q} ; B_{0}, \ldots, B_{r+1}\right)$ of rational points that can be represented by integral $(r+2)$-tuples $\left(x_{0}, \ldots, x_{r+1}\right)$ in the region $\left|x_{m}\right| \leq B_{m}, m \in\{0, \ldots, r+1\}$. This generalisation is used to prove Theorem 0.4 for surfaces. We then apply Lemma 3.2 to the case when $B_{0}=1$ and $B_{1}=B_{2}=B_{3}=B$.

The proofs of Theorem 0.6 and Theorem 0.8 resemble the proof of Theorem 0.5 . For some surfaces, we use again the method with Hilbert schemes in [43] to deal with the contribution from the conics which appear in Theorem 0.9. To obtain Theorem 0.7 from Theorem 0.6, we also use the new result (see Theorem 9.4) that there are no curves of degree $<(d+1) / 3$ apart from the obvious lines on a non-singular Fermat surface of degree $d$.

The central technical result of the paper is thus Lemma 3.2. It is an improvement of the important theorem 14 in [27]. In this paper we shall only apply it for surfaces, although there are interesting applications to varieties of higher dimensions. For some applications of Theorem 0.9 to threefolds, see [44].

Here is a short description of the contents of the sections. In Section 1, we construct auxiliary hypersurfaces containing $X\left(\mathbf{Q} ; B_{0}, \ldots, B_{r+1}\right)$. In case $B_{0}=\cdots=B_{r+1}=B$, we get Theorem 0.12. In Section 2, we generalise this to subsets of $X\left(\mathbf{Q} ; B_{0}, \ldots, B_{r+1}\right)$ satisfying congruence conditions. In particular, when $B_{0}=\cdots=B_{r+1}=B$, we obtain Theorem 0.13. In Section 3, we prove the central technical results discussed above and deduce Theorem 0.9. In Section 4, we study the geometry of the Hilbert scheme of conics on a surface in $\mathbf{P}^{3}$ by means of the relative Riemann-Roch theorem of Knudsen-Mumford. These results are used in Section 5 to count the rational points on the conics which may appear when we apply Theorem 0.9. In Section 6, we prove Theorems 0.5-0.8 and in Section 7 we establish Theorems 0.3 and 0.4. In Section 8, we prove Theorem 0.1 for the remaining class of varieties of degree 3. Finally, in Section 9, we show a result on the degrees of curves on Fermat surfaces, which we need for the proof of Corollary 0.7 in Section 6. This section is purely geometric and independent of the previous sections.

The first version of this paper appeared around 2010 and this version is almost identical to a version from 2011 except that we have added references to some later papers, which were influenced by this paper. Walsh [50] and Castryck, Cluckers, Dittman and Nguyen [13] have managed to remove $\log B$ - and $B^{\varepsilon}$-factors in some of the estimates here. The latter paper contains precise results on how the implicit constants depend on the degree of the variety. There is also a recent paper by Paredes and Sasyk [36] devoted to the dimension growth conjecture for projective varieties over arbitrary global fields.

For other applications of the global determinant method the reader may consult the papers of Browning [8] and Xiao [50].

## 1 | A NEW VERSION OF THE DETERMINANT METHOD

In this section, we shall describe a new global version of Heath-Brown's $p$-adic determinant method in which we make simultaneous use of congruence modulo all small primes. The main goal is to prove Theorem 1.2. To formulate the theorem, we shall need the following notation which will be used throughout the paper. In the sequel, a hypersurface $X$ in $\mathbf{P}^{r+1}$ will mean an equi-dimensional closed subscheme of codimension 1 .

Notation 1.1. Let $X \subset \mathbf{P}^{r+1}$ be a hypersurface over $\mathbf{Q}$ and $F\left(x_{0}, \ldots, x_{r+1}\right) \in \mathbf{Q}\left[x_{0}, \ldots, x_{r+1}\right]$ be a form which defines $X$. Let $B_{0}, \ldots, B_{r+1} \in \mathbf{R}_{\geq 1}$. Then,
(i) $X\left(\mathbf{Q} ; B_{0}, \ldots, B_{r+1}\right)$ is the set of rational points on $X$ which may be represented by an integral $(r+2)$-tuple $\left(x_{0}, \ldots, x_{r+1}\right)$ with $\left|x_{m}\right| \leq B_{m}$ for $m \in\{0, \ldots, r+1\}$. If $B_{0}=\cdots=B_{r+1}=B$, then we denote this set by $X(\mathbf{Q} ; B)$.
(ii) $N\left(X ; B_{0}, \ldots, B_{r+1}\right)=\# X\left(\mathbf{Q} ; B_{0}, \ldots, B_{r+1}\right)$ and $N(X ; B)=\# X(\mathbf{Q} ; B)$.
(iii) $V=B_{0} \ldots B_{r+1}$.
(iv) $T=\max \left\{B_{0}^{f_{0}} \ldots B_{r+1}^{f_{r+1}}\right\}$ with the maximum taken over all $(r+2)$-tuples $\left(f_{0}, \ldots, f_{r+1}\right)$ for which the corresponding monomial $x_{0}^{f_{0}} \ldots x_{r+1}^{f_{r+1}}$ occur in $F\left(x_{0}, \ldots, x_{r+1}\right)$ with non-zero coefficient.

Theorem 1.2. Let $X \subset \mathbf{P}^{r+1}$ be a geometrically integral hypersurface of degree $d$ defined over $\mathbf{Q}$ and let $\left(B_{0}, \ldots, B_{r+1}\right) \in \mathbf{R}_{\geq 1}^{r+2}$. Then there exists a hypersurface $Y \subset \mathbf{P}^{r+1}$ over $\mathbf{Q}$ of degree $O_{d, r}\left(\left(V / T^{1 / d}\right)^{1 / r d^{1 / r}} \log V+1\right)$ which contains $X\left(\mathbf{Q} ; B_{0}, \ldots, B_{r+1}\right)$, but which does not contain $X$. In particular, if $B_{0}=\cdots=B_{r+1}=B$, then there exists a hypersurface $Y \subset \mathbf{P}^{r+1}$ over $\mathbf{Q}$ of degree $O_{d, r}\left(B^{(r+1) / r d^{1 / r}} \log B+1\right)$ which contains $X(\mathbf{Q} ; B)$, but which does not contain $X$.

Before we give the proof of the theorem, we first prove some lemmas. We shall use the following notation.

## Notation 1.3.

(i) $\Xi$ is the scheme-theoretic closure of the hypersurface $X \subset \mathbf{P}_{\mathbf{Q}}^{r+1}$ in $\mathbf{P}_{\mathrm{Z}}^{r+1}$.
(ii) $X_{p}=\Xi \times_{\mathbf{Z}} \mathbf{F}_{p}$ for a prime $p$.
(iii) $\mu_{P}$ is the multiplicity of the $\mathbf{F}_{p}$-point $P$ on $X_{p}$.
(iv) $n_{p}=\sum_{P} \mu_{P}$ where $P$ runs over all $\mathbf{F}_{p}$-points $P$ on $X_{p}$.

There is always a primitive form $F\left(x_{0}, \ldots, x_{r+1}\right) \in \mathbf{Z}\left[x_{0}, \ldots, x_{r+1}\right]$ which defines $X \subset \mathbf{P}_{\mathbf{Q}}^{r+1}$ and we have then that $\Xi=\operatorname{Proj}\left(\mathbf{Z}\left[x_{0}, \ldots, x_{r+1}\right] /(F)\right)$ and $X_{p}=\operatorname{Proj}\left(\mathbf{F}_{p}\left[x_{0}, \ldots, x_{r+1}\right] /\left(F_{p}\right)\right)$ for the image $F_{p}$ of $F$ in $\mathbf{F}_{p}\left[x_{0}, \ldots, x_{r+1}\right]$.

Lemma 1.4. Let $X \subset \mathbf{P}^{r+1}$ be as in 1.2 and $p$ be a prime. Let $\boldsymbol{\xi}_{1}, \ldots, \boldsymbol{\xi}_{s}$ be primitive $(r+2)$-tuples of integers representing integral points on $\Xi$. Let $F_{1}, \ldots, F_{s}$ be forms in $\left(x_{0}, \ldots, x_{r+1}\right)$ with integer coefficients and $\Delta=\operatorname{det}\left(F_{j}\left(\xi_{l}\right)\right)$ be the determinant of the $s \times s$-matrix $M=\left(F_{j}\left(\xi_{l}\right)\right) 1 \leq j, l \leq s$. Then there exists a non-negative integer $N \geq r!^{1 / r}(r /(r+1)) s^{1+1 / r} / n_{p}{ }^{1 / r}+O_{d, r}(s)$ such that $p^{N} \mid \Delta$.

Proof. Let $P$ be an $\mathbf{F}_{p}$-point on $X_{p}$ and $s_{P}=\# I_{P}$ for the subset $I_{P} \subseteq\{1, \ldots, s\}$ of indices $l$ such that $\boldsymbol{\xi}_{l}+p \mathbf{Z}^{r+2}$ represents $P$. Then, by [42, 2.5], there exists a non-negative integer $N_{P}=\left(r!/ \mu_{P}\right)^{1 / r}(r /(r+1)) s_{P}^{1+1 / r}+O_{d, r}\left(s_{P}\right)$ such that $p^{N_{P}} \mid \operatorname{det}(A)$ for each $s_{P} \times s_{P}$-submatrix $A$ of
$M$ with second indices $l$ in $I_{P}$. If we apply this to all $\mathbf{F}_{p}$-points $P$ on $X_{p}$ and use Laplace expansion, then we get that $p^{N} \mid \Delta$ for $N=\sum_{P} N_{P}=r!^{1 / r}(r /(r+1)) \sum_{P} s_{P}^{1+1 / r} / \mu_{P}^{1 / r}+O_{d, r}(s)$. By Hölder's inequality, $\sum_{P} s_{P} \leq\left(\sum_{P} \mu_{P}\right)^{1 /(r+1)}\left(\sum_{P} s_{P}^{1+1 / r} / \mu_{P}^{1 / r}\right)^{r /(r+1)}$. Hence, $\sum_{P} s_{P}^{1+1 / r} / \mu_{P}^{1 / r} \geq s^{1+1 / r} / n_{p}^{1 / r}$ and $N=\sum_{P} N_{P} \geq r!^{1 / r}(r /(r+1)) s^{1+1 / r} / n_{p}^{1 / r}+O_{d, r}(s)$, which finishes the proof.

Lemma 1.5. If $X_{p}$ is geometrically integral, then $n_{p}^{1 / r} / p-1=O_{d, r}\left(p^{-1 / 2}\right)$.
Proof. Let $X_{p, \text { sing }}$ be the singular locus of $X_{p}$. Then the sum of the degrees of the irreducible components of $X_{p, \text { sing }}$ is bounded in terms of $d$ and $r$ by the theorem of Bézout (see [19, 8.4]). Hence, by [32, lemma 1], we have $\# X_{p, \text { sing }}\left(\mathbf{F}_{p}\right)=O_{d, r}\left(p^{r-1}\right)$ and $\sum_{P}\left(\mu_{P}-1\right) \leq(d-1) \# X_{p, \text { sing }}\left(\mathbf{F}_{p}\right)=$ $O_{d, r}\left(p^{r-1}\right)$. As $\# X_{p}\left(\mathbf{F}_{p}\right)=p^{r}+O_{d, r}\left(p^{r-1 / 2}\right)$ by [32, theorem 1], we thus find that $n_{p} / p^{r}-1=$ $O_{d, r}\left(p^{-1 / 2}\right)$. To complete the proof, use the inequality $\left|\alpha^{1 / r}-1\right| \leq|\alpha-1|$ for $\alpha=n_{p} / p^{r} \geq 0$.

## Notation 1.6.

(a) Let $\underline{m}=\left(m_{0}, \ldots, m_{r+1}\right)$ be an $(r+2)$-tuple of non-negative integers. Then, $\operatorname{deg}(\underline{m})=m_{0}+\cdots$ $+m_{r+1}$. Also, if $x=\left(x_{0}, \ldots, x_{r+1}\right)$, then $x \underline{\underline{m}}=x_{0}^{m_{0}} \ldots x_{r+1}^{m_{r+1}}$.
(b) If $X \subset \mathbf{P}^{r+1}$ is a hypersurface over $\mathbf{Q}$ defined by a primitive form $F\left(x_{0}, \ldots, x_{r+1}\right)=\sum a_{\underline{m}} x_{\underline{m}}$ in $\mathbf{Z}\left[x_{0}, \ldots, x_{r+1}\right]$, then $H(X)=\max \left|a_{\underline{m}}\right|$.

Lemma 1.7. Let $X \subset \mathbf{P}^{r+1}$ be an integral hypersurface over $\mathbf{Q}$ of degree $d$. Then one of the following two statements holds.
(a) There exists a projective $\mathbf{Q}$-hypersurface $Y \subset \mathbf{P}^{r+1}$ of degree d different from $X$ which contains $X\left(\mathbf{Q} ; B_{0}, \ldots, B_{r+1}\right)$.
(b) $H(X)=O_{d, r}\left(V^{\theta}\right)$ where $\theta=(d+r+1)!/(d-1)!(r+1)!$.

Proof. This is proved in [27, theorem 4] for $r=1$ and the same argument may be used to prove Lemma 1.7 for $r>1$.

Lemma 1.8. Let $d$ be a positive integer and let $\underline{m}=\left(m_{0}, \ldots, m_{r+1}\right)$ run over all $(r+2)$-tuples of nonnegative integers with $\operatorname{deg}(\underline{m})=d$. Then there exists a finite set of universal forms $\Phi_{1}\left(a_{m}\right), \ldots, \Phi_{t}\left(a_{m}\right)$ in $a_{m}$ with integer coefficients with the following property. Whenever the variables $a_{m} \overline{\text { take }}$ values $\overline{i n}$ a field K , then the form

$$
F\left(x_{0}, \ldots, x_{r+1}\right)=\sum a_{\underline{m}} x \underline{\underline{m}}
$$

is absolutely irreducible over $K$ if and only if $\Phi_{i}\left(a_{\underline{m}}\right) \neq 0$ in $K$ for some $i \in\{1, \ldots, t\}$.
Proof. Let $\mathbf{H}_{k}$ be the Hilbert scheme of hypersurfaces of degree $k$ in $\mathbf{P}^{r+1}$ and $\nu_{k}: \mathbf{H}_{k} \times \mathbf{H}_{d-k} \rightarrow$ $\mathbf{H}_{d}, k \in\{1, \ldots, d-1\}$ be the morphism obtained by multiplying forms of degree $k$ and $d-k$. Then $F\left(x_{0}, \ldots, x_{r+1}\right)=\sum a_{m} x^{\underline{m}}$ has a factor over $K$ of degree $k$ if and only if the corresponding $K$-point on $\mathbf{H}_{d}$ belongs to $\nu_{k}\left(\overline{\mathbf{H}}_{k} \times \mathbf{H}_{d-k}\right)$. Also, as $\mathbf{H}_{k} \times \mathbf{H}_{d-k}$ is a projective scheme, $\nu_{k}\left(\mathbf{H}_{k} \times \mathbf{H}_{d-k}\right)$ must be a closed subset of $\mathbf{H}_{d}$ by the main theorem of elimination theory. The union of all images $v_{k}\left(\mathbf{H}_{k} \times \mathbf{H}_{d-k}\right), k \in\{1, \ldots, d-1\}$ is thus a closed subset of $\mathbf{H}_{d}$ defined by a finite set of forms $\Phi_{1}\left(a_{m}\right), \ldots, \Phi_{t}\left(a_{m}\right)$ over $\mathbf{Z}$ such that $F$ is reducible over $K$ if and only if all $\Phi_{i}\left(a_{m}\right)=0$ in $K$. This completes the proof.

Lemma 1.9. Let $X \subset \mathbf{P}^{r+1}$ be a geometrically integral hypersurface over $\mathbf{Q}$ of degree $d$ and $\left(B_{0}, \ldots, B_{r+1}\right) \in \mathbf{R}_{\geq 1}^{r+2}$. Then one of the following two statements holds.
(a) There exists a projective $\mathbf{Q}$-hypersurface $Y \subset \mathbf{P}^{r+1}$ of degree d different from $X$ which contains $X\left(\mathbf{Q} ; B_{0}, \ldots, B_{r+1}\right)$.
(b) The product $\pi_{X}$ of all primes where $X_{p}$ is not geometrically integral satisfies $\log \pi_{X}=O_{d, r}(1+$ $\log V)$.

Proof. Let $F\left(x_{0}, \ldots, x_{r+1}\right)=\sum a_{\underline{m}} x \underline{\underline{m}}$ be an integral primitive form defining $X$ and $\Phi_{1}\left(a_{\underline{m}}\right), \ldots$, $\Phi_{t}\left(a_{m}\right)$ be the values of the universal forms in Lemma 1.8 of the coefficients $a_{\underline{m}}$ of $F$. Then $\bar{\Phi}_{i}\left(a_{\underline{m}}\right)$ $\neq 0$ for some $i \in\{1, \ldots, t\}$ as $X$ is geometrically integral. Also, by applying Lemma 1.8 to $F_{p}$ and $K=\mathbf{F}_{p}$ for the prime factors $p$ of $\Phi_{i}\left(a_{m}\right)$, we obtain that $\pi_{X}$ is a factor of $\Phi_{i}\left(a_{m}\right)$. But the degree $D$ of $\Phi_{i}$ is bounded in terms of $d$ and $r$. Hence, if $H(X)=O_{d, r}\left(V^{\theta}\right)$ for some $\theta=\bar{O}_{d, r}(1)$, then there exists $\psi=O_{d, r}(1)$ such that $\Phi_{i}\left(a_{m}\right)=O_{d, r}\left(V^{\psi}\right)$. Therefore, by Lemma 1.7, we conclude that $\log \pi_{X}$ $\leq \log \left|\Phi_{i}\left(a_{\underline{m}}\right)\right| \ll_{d, r} 1+\log V$ if $\left.\overline{(\mathrm{a}}\right)$ does not hold. This completes the proof.

Lemma 1.10. Let $\pi>1$ be an integer and $p$ run over all prime factors of $\pi$. Then,

$$
\sum_{p \mid \pi} \log p / p \leq \log \log \pi+2
$$

Proof. We may and shall assume that $\pi$ is square-free. Let $m$ be a positive integer such that $m \leq \pi$ and $v_{p}(n)$ be the highest integer such that $p^{v_{p}(n)} \mid n$. We then have (cf. [49, pp. 13-14]):

$$
\begin{gathered}
m \sum_{p \mid \pi} \log p / p-\sum_{p \mid \pi} \log p \leq \sum_{p \mid \pi} v_{p}(m!) \log p \leq \sum_{p \leq \pi} v_{p}(m!) \log p=\log m!\leq m \log m \\
\sum_{p \mid \pi} \log p / p \leq \log m+(1 / m) \sum_{p \mid \pi} \log p \leq \log m+(1 / m) \log \pi
\end{gathered}
$$

To obtain the assertion, let $m=[\log \pi]$ for $\pi>2$.
Lemma 1.11. Let $X \subset \mathbf{P}^{r+1}$ be a hypersurface defined by a form $F\left(x_{0}, \ldots, x_{r+1}\right)$ of degree $d$ and $V$, $T$ be as in 1.1. Let $\left(B_{0}, \ldots, B_{r+1}\right) \in \mathbf{R}_{\geq 1}^{r+2}$ and $\xi_{l}=\left(\xi_{l, 0}, \ldots, \xi_{l, r+1}\right), l \in\{1, \ldots, s\}$ be primitive $(r+2)$-tuples of integers representing rational points in $X\left(\mathbf{Q} ; B_{0}, \ldots, B_{r+1}\right)$. Then there exist monomials $F_{1}\left(x_{0}, \ldots, x_{r+1}\right), \ldots, F_{s}\left(x_{0}, \ldots, x_{r+1}\right)$ of the same degree $k=(r!/ d)^{1 / r} s^{1 / r}+O_{d, r}(1)$ such that no non-trivial linear combination of these forms is divisible by $F$ and such that

$$
\begin{equation*}
\log \left|\operatorname{det}\left(F_{j}\left(\xi_{l}\right)\right)\right| \leq(r!/ d)^{1 / r} s^{1+1 / r} \log \left(V^{1 /(r+1)} / T^{1 / d(r+1)}\right)+s \log s+O_{d, r}(s \log V) \tag{1.12}
\end{equation*}
$$

Proof. On applying [42, 3.4] in the case of hypersurfaces, $n=r+1$ for the lexicographical ordering $<$ of the monomials in $\left(x_{0}, \ldots, x_{r+1}\right)$ we obtain:

$$
\begin{equation*}
\log \left|\operatorname{det}\left(F_{j}\left(\xi_{l}\right)\right)\right| \leq(r!/ d)^{1 / r}(r /(r+1)) s\left[s^{1 / r} \log W+O_{d, r}(\log V)\right]+s \log s \tag{1.13}
\end{equation*}
$$

where $W=\left(B_{0}^{a_{0}} \ldots B_{r+1}^{a_{r+1}}\right)^{(r+1) / r}$ and $\left(a_{0}, \ldots, a_{r+1}\right)$ are the invariants introduced by Broberg in [5, Section 2]. But as $B_{0}^{a_{0}} \ldots B_{r+1}^{a_{r+1}}=\left(V / T^{1 / d}\right)^{1 /(r+1)}$ (see [43, 1.4b]), we deduce that $(r /(r+1)) \log W=\log \left(V^{1 /(r+1)} / T^{1 / d(r+1)}\right)$, which completes the proof of Lemma 1.11.

Proof of Theorem 1.2. We may assume that alternative (b) in 1.9 holds. Let $\pi$ be the product of all primes $p$ where $X_{p}$ is not geometrically integral. Then,

$$
\begin{equation*}
\sum_{p \mid \pi} \log p / p \leq \log (1+\log V)+O_{d, r}(1) \tag{1.14}
\end{equation*}
$$

by 1.9 (b) and 1.10 .
Now suppose we are given $s \geq 1$ integral primitive $(r+2)$-tuples $\xi_{l}=\left(\xi_{l, 0}, \ldots, \xi_{l, r+1}\right)$ with $l \in\{1, \ldots, s\}$ such that $\left|\xi_{l, m}\right| \leq B_{m}$ for $m \in\{0, \ldots, r+1\}$ and $F\left(\xi_{l}\right)=0$ for all $l$. We may then by Lemma 1.11 find monomials $F_{j}, 1 \leq j \leq s$ of degree $k=(r!/ d)^{1 / r} s^{1 / r}+O_{d, r}(1)$ such that no non-trivial linear combination of these forms is divisible by $F$ and such that (1.12) holds. We shall prove that the determinant $\operatorname{det}\left(F_{j}\left(\xi_{l}\right)\right)$ of this $s \times s$-matrix vanishes if $s$ is large enough.

We first apply Lemma 1.4 to the primes $p \leq s^{1 / r}$ where $X_{p}$ is geometrically integral and write $\sum_{p \leq s^{1 / r}}^{*}$ for a sum over these primes. We then obtain a positive factor $D$ of $\operatorname{det}\left(F_{j}\left(\xi_{l}\right)\right)$ which is relatively prime to $\pi$, such that

$$
\log D \geq r!^{1 / r}(r /(r+1)) s^{1+1 / r} \sum_{p \leq s^{1 / r}}^{*}(\log p) / n_{p}^{1 / r}+O_{d, r}(s) \sum_{p \leq s^{1 / r}}^{*} \log p
$$

The last term is $O_{d, r}\left(s^{1+1 / r}\right)$ since $\sum_{p \leq s^{1 / r}} \log p=O\left(s^{1 / r}\right)$ (see [49, p. 31], for example). Also, $\log p / n_{p}^{1 / r} \geq \log p / p$ if $n_{p}^{1 / r} \leq p$ and $\log p / n_{p}^{1 / r} \geq \log p / p-\left(n_{p}^{1 / r}-p\right)(\log p) / p^{2}$ if $n_{p}^{1 / r} \geq$ $p$. Hence, by 1.5 we conclude that $\log p / n_{p}^{1 / r} \geq \log p / p+O_{d, r}\left(\log p / p^{3 / 2}\right)$ for all $p$ where $X_{p}$ is geometrically integral. Therefore, $\sum_{p \leq s^{1 / r}}^{*} \log p / n_{p}^{1 / r} \geq \sum_{p \leq s^{1 / r}}^{*} \log p / p+O_{d, r}(1)$ and

$$
\log D \geq r!^{1 / r}(r /(r+1)) s^{1+1 / r} \sum_{p \leq s^{1 / r}}^{*} \log p / p+O_{d, r}\left(s^{1+1 / r}\right)
$$

But $\quad \sum_{p \leq s^{1 / r}} \log p / p-\sum_{p \leq s^{1 / r}}^{*} \log p / p \leq \log (1+\log V)+O_{d, r}(1) \quad$ by $\quad$ (1.14) $\quad$ and $\sum_{p \leq s^{1 / r}} \log p / p=(\log s) / r+O(1)($ see [49, p.14]).

Hence,

$$
\begin{equation*}
\log D \geq\left(r!^{1 / r} /(r+1)\right) s^{1+1 / r}\left[\log s-\log (1+\log V)^{r}\right]+O_{d, r}\left(s^{1+1 / r}\right) \tag{1.15}
\end{equation*}
$$

If we combine this with (1.12) and use the fact that $\log s=O_{r}\left(s^{1 / r}\right)$, then we get that $\log \left(\left|\operatorname{det}\left(F_{j}\left(\xi_{l}\right)\right)\right| / D\right) \leq\left(r!^{1 / r} /(r+1)\right) s^{1+1 / r} \log \left(\left(V / T^{1 / d}\right)^{1 / d^{1 / r}}(1+\log V)^{r} / s\right)+O_{d, r}\left(s\left(s^{1 / r}\right.\right.$ $+\log V)$ ), where in case $\operatorname{det}\left(F_{j}\left(\xi_{l}\right)\right)=0$ we formally set $\log 0=-\infty$.

For $s \geq(\log V)^{r}$, we conclude that there is a constant $C \geq 1$ depending only on $d$ and $r$ such that

$$
\begin{equation*}
\log \left(\left|\operatorname{det}\left(F_{j}\left(\xi_{l}\right)\right)\right| / D\right) \leq\left(r!^{1 / r} /(r+1)\right) s^{1+1 / r}\left[\log \left(\left(V / T^{1 / d}\right)^{1 / d^{1 / r}}(1+\log V)^{r} / s\right)+\log C\right] . \tag{1.16}
\end{equation*}
$$

In particular, $\operatorname{det}\left(F_{j}\left(\xi_{l}\right)\right)=0$ for $s>C\left(V / T^{1 / d}\right)^{1 / d^{1 / r}}(1+\log V)^{r}$. There is thus a positive integer

$$
s<_{d, r}\left(V / T^{1 / d}\right)^{1 / d^{1 / r}}(\log V)^{r}+1
$$

such that $\operatorname{det}\left(F_{j}\left(\xi_{l}\right)\right)=0$ for any set of $s$ integral $(r+2)$-tuples $\xi_{l}=\left(\xi_{l, 0}, \ldots, \xi_{l, r+1}\right), 1 \leq l \leq s$ representing points in $X\left(\mathbf{Q} ; B_{0}, \ldots, B_{r+1}\right)$. There are, therefore, integers $\lambda_{1}, \ldots, \lambda_{s}$, not all zero, such that the form $G=\lambda_{1} F_{1}+\cdots+\lambda_{s} F_{s}$ vanishes at $X\left(\mathbf{Q} ; B_{0}, \ldots, B_{r+1}\right)$. By Lemma 1.11, $G$ is a form of degree

$$
k=(r!/ d)^{1 / r} s^{1 / r}+O_{d, r}(1)=O_{d, r}\left(\left(V / T^{1 / d}\right)^{1 / r d^{1 / r}} \log V+1\right),
$$

which is not divisible by $F$. It will therefore define a hypersurface $Y \subset \mathbf{P}^{r+1}$ with all the desired properties. If $B_{0}=\cdots=B_{r+1}=B$, then $V=B^{r+2}$ and $T=B^{d}$. Hence, deg $Y=$ $O_{d, r}\left(B^{(r+1) / r d^{1 / r}} \log B+1\right)$ in that case. This completes the proof of Theorem 1.2.

Theorem 1.17. Let $C \subset \mathbf{P}^{n}$ be an integral curve of degree d over $\mathbf{Q}$. Then $N(C ; B)=O_{n}\left(B^{2 / d}\right)$ if $d \leq 2$ and

$$
N(C ; B)=O_{d, n}\left(B^{2 / d} \log B+1\right)
$$

for general d. If $C$ is not geometrically integral, then $\# C(\mathbf{Q})=O_{d, n}(1)$.
Proof. Suppose first that $C$ is geometrically integral and that $d \geq 3$. Then the assertion follows from Theorem 1.2 and the theorem of Bézout when $n=2$. If $n>2$, we apply the birational projection argument in [12, section 3] for a suitable linear projection $\lambda: C \rightarrow \mathbf{P}^{2}$ from a ( $n-3$ )-subspace not intersecting $C \subset \mathbf{P}^{n}$. It is shown there that we may choose $\lambda$ such that the image $\lambda(C)$ is a geometrically integral plane curve of degree $d$ and such that there exists a constant $c_{0} \ll_{d, n} 1$ with $N(C ; B) \leq d N\left(\lambda(C) ; c_{0} B\right)$. Therefore, as $1+\log c_{0} B=O_{d, n}(1+\log B)$, we conclude that:

$$
N(C ; B) \leq d N\left(\lambda(C) ; c_{0} B\right)<_{d, n}\left(c_{0} B\right)^{2 / d}\left(1+\log c_{0} B\right)<_{d, n} B^{2 / d} \log B+1 .
$$

If $d=2$, then we use the estimate $N\left(\lambda(C) ; c_{0} B\right) \ll\left(c_{0} B\right)^{2}$ in [9, theorem 6] instead of Theorem 1.2 and if $d=1$, then we apply [27, lemma 1(iii)]. To prove the assertion for curves that are not geometrically integral, we apply the arguments in the proof of theorem 2.1 in [41]. This completes the proof.

The uniform bound in 1.17 is a slight improvement of the bound $N(C ; B)=O_{d, \varepsilon}\left(B^{2 / d+\varepsilon}\right)$ in [27, theorem 3] for space curves. It is easy to show that $B^{2 / d} \ll_{C} N(C ; B) \ll_{C} B^{2 / d}$ for $\mathbf{Q}$-rational projective curves $C$. Hence the uniform bound in 1.17 is close to best possible for rational curves. For non-rational curves, there are sharper uniform bounds due to Ellenberg and Venkatesh [17].

## 2 | COUNTING FUNCTIONS WITH CONGRUENCE CONDITIONS

In this section, we shall prove a more precise version of 1.2 with congruence conditions.
Notation 2.1. Let $X, \Xi,\left(B_{0}, \ldots, B_{r+1}\right) \in \mathbf{R}_{\geq 1}^{r+2}$ and $X\left(\mathbf{Q} ; B_{0}, \ldots, B_{r+1}\right)$ be as in 1.1 and 1.3. Let $p_{1}, \ldots, p_{t}$ be primes and $P_{i}$ be an $\mathbf{F}_{p_{i}}$-point on $X_{p_{i}}=\Xi \times_{\mathbf{Z}} \mathbf{F}_{p_{i}}$ for each $i \in\{1, \ldots, t\}$.
(i) $X\left(\mathbf{Q} ; B_{0}, \ldots, B_{r+1} ; P_{1}, \ldots, P_{t}\right)$ is the subset of points in $X\left(\mathbf{Q} ; B_{0}, \ldots, B_{r+1}\right)$ which specialise to $P_{i}$ on $X_{p_{i}}$ for each $i \in\{1, \ldots, t\}$. If $B_{0}=\cdots=B_{r+1}=B$, then we write $X\left(\mathbf{Q} ; B ; P_{1}, \ldots, P_{t}\right)$ for this set.
(ii) $N\left(X ; B_{0}, \ldots, B_{r+1} ; P_{1}, \ldots, P_{t}\right)=\# X\left(\mathbf{Q} ; B_{0}, \ldots, B_{r+1} ; P_{1}, \ldots, P_{t}\right)$. If $B_{0}=\cdots=B_{r+1}=B$, then we denote this number by $N\left(X ; B ; P_{1}, \ldots, P_{t}\right)$.

Theorem 2.2. Let $X \subset \mathbf{P}_{\mathbf{Q}}^{r+1}$ be a geometrically integral hypersurface of degree $d$ over $\mathbf{Q}$ and $\left(B_{0}, \ldots, B_{r+1}\right) \in \mathbf{R}_{\geq 1}^{r+2}$. Let $\left(p_{1}, \ldots, p_{u}\right)$ be a (possibly empty) strictly increasing sequence of primes and $P_{i}$ be a non-singular $\mathbf{F}_{p_{i}}$-point on $X_{p_{i}}$ for each $i \in\{1, \ldots, u\}$. Let $q=p_{1} \ldots p_{u}$ if $u \geq 1$ and $q=1$ if $u=0$. Then there exists a hypersurface $Y \subset \mathbf{P}^{r+1}$ over $\mathbf{Q}$ of degree

$$
O_{d, r}\left(q^{-1}\left(V / T^{1 / d}\right)^{1 / r d^{1 / r}} \log V q+\log V q+1\right)
$$

with $X\left(\mathbf{Q} ; B_{0}, \ldots, B_{r+1} ; P_{1}, \ldots, P_{u}\right) \subset Y(\mathbf{Q})$, which does not contain $X$.
Proof. It suffices by Lemma 1.9 to treat the case where the product $\pi_{X}$ of all primes where $X_{p}$ is not geometrically integral satisfies $\log \pi_{X}=O_{d, r}(1+\log V)$. Set $\pi=q \pi_{X}$. Then, by Lemma 1.10 we get

$$
\begin{equation*}
\sum_{p \mid \pi} \log p / p=O_{d, r}(\log (1+\log V q)) . \tag{2.3}
\end{equation*}
$$

Now suppose that $\xi_{l}, 1 \leq l \leq s$ are primitive integral ( $r+2$ )-tuples representing rational points in $X\left(\mathbf{Q} ; B_{0}, \ldots, B_{r+1} ; P_{1}, \ldots, P_{u}\right) \neq \varnothing$. We may then by Lemma 1.11 find $s$ monomials $F_{j}, 1 \leq j \leq s$ of degree $k=(r!/ d)^{1 / r} S^{1 / r}+O_{d, r}(1)$ such that no non-trivial linear combination of these forms is divisible by $F$ and such that

$$
\begin{equation*}
\log \left|\operatorname{det}\left(F_{j}\left(\xi_{l}\right)\right)\right| \leq(r!/ d)^{1 / r} s^{1+1 / r} \log \left(V^{1 /(r+1)} / T^{1 / d(r+1)}\right)+s \log s+O_{d, r}(s \log V) \tag{2.4}
\end{equation*}
$$

By repeating the same argument that was used to obtain (1.15) we find a positive factor $D$ of $\operatorname{det}\left(F_{j}\left(\xi_{l}\right)\right)$, which is relatively prime to $\pi$, such that:

$$
\begin{equation*}
\log D \geq\left(r!^{1 / r} /(r+1)\right) s^{1+1 / r}\left[(\log s)-\log (1+\log V q)^{r}\right]+O_{d, r}\left(s^{1+1 / r}\right) \tag{2.5}
\end{equation*}
$$

There is also, by $[42,2.5]$, for each $i \in\{1, \ldots, u\}$ a $p_{i}$-power $d_{i}$ which $\operatorname{divides} \operatorname{det}\left(F_{j}\left(\boldsymbol{\xi}_{l}\right)\right)$ such that

$$
\log d_{i} / \log p_{i}=r!^{1 / r}(r /(r+1)) s^{1+1 / r}+O_{d, r}(s)
$$

Hence if $D^{\prime}=d_{1} \ldots d_{u}$, then $D^{\prime}$ is a positive factor of $\operatorname{det}\left(F_{j}\left(\boldsymbol{\xi}_{l}\right)\right)$ with $\left(D, D^{\prime}\right)=1$ and

$$
\begin{equation*}
\log D^{\prime}=r!^{1 / r}(r /(r+1)) s^{1+1 / r} \log q+O_{d, r}(s \log q) \tag{2.6}
\end{equation*}
$$

If we compare (2.4) with (2.5) and (2.6), then we get that

$$
\begin{aligned}
\log \left(\left|\operatorname{det}\left(F_{j}\left(\xi_{l}\right)\right)\right| / D D^{\prime}\right) \leq & \left(r!^{1 / r} /(r+1)\right) s^{1+1 / r} \log \left(q^{r}\left(V / T^{1 / d}\right)^{1 / d^{1 / r}}(1+\log V q)^{r} / s\right) \\
& +O_{d, r}\left(s\left(s^{1 / r}+\log V q\right)\right)
\end{aligned}
$$

There exists, therefore, a constant $C>0$ depending only on $d$ and $r$ such that

$$
\begin{align*}
& \log \left(\left|\operatorname{det}\left(F_{j}\left(\xi_{l}\right)\right)\right| / D D^{\prime}\right) \\
& \quad \leq\left(r!^{1 / r} /(r+1)\right) s^{1+1 / r}\left[\log \left(q^{r}\left(V / T^{1 / d}\right)^{1 / d^{1 / r}}(1+\log V q)^{r} / s\right)+\log C\right] \tag{2.7}
\end{align*}
$$

for $s \geq(\log V q)^{r}$. Hence $\operatorname{det}\left(F_{j}\left(\boldsymbol{\xi}_{l}\right)\right)=0$ for any $s>\max \left\{C q^{-r}\left(V / T^{1 / d}\right)^{1 / d^{1 / r}}(1+\log V q)^{r}\right.$, $\left.(\log V q)^{r}\right\}$. There is thus a positive integer

$$
s<_{d, r} \max \left\{q^{-r}\left(V / T^{1 / d}\right)^{1 / d^{1 / r}}(1+\log V q)^{r},(\log V q)^{r}, 1\right\}
$$

such that $\operatorname{det}\left(F_{j}\left(\xi_{l}\right)\right)=0$ for any set of $s$ integral $(r+2)$-tuples $\xi_{l}, 1 \leq l \leq s$ representing points in $X\left(\mathbf{Q} ; B_{0}, \ldots, B_{r+1} ; P_{1}, \ldots, P_{u}\right)$. There are, therefore, integers $\lambda_{1}, \ldots, \lambda_{s}$, not all zero, such that the form $G=\lambda_{1} F_{1}+\cdots+\lambda_{s} F_{s}$ vanishes at $X\left(\mathbf{Q} ; B_{0}, \ldots, B_{r+1} ; P_{1}, \ldots, P_{u}\right)$. By Lemma 1.11, $G$ is a form of degree

$$
k=(r!/ d)^{1 / r} s^{1 / r}+O_{d, r}(1)=O_{d, r}\left(q^{-1}\left(V / T^{1 / d}\right)^{1 / r d^{1 / r}}(1+\log V q)+(\log V q)+1\right)
$$

which is not divisible by $F$. It will therefore define a hypersurface $Y \subset \mathbf{P}^{r+1}$ with all the required properties. This finishes the proof of Theorem 2.2.

Lemma 2.8. Let $X \subset \mathbf{P}_{\mathbf{Q}}^{r+1}$ be a geometrically integral hypersurface of degree $d$ over $\mathbf{Q}$ and $\left(B_{0}, \ldots, B_{r+1}\right) \in \mathbf{R}_{\geq 1}^{r+2}$. Let $\left(p_{1}, \ldots, p_{u}\right)$ be a strictly increasing sequence of primes such that $q=$ $p_{1} \ldots p_{u} \geq e\left(V / T^{1 / d}\right)^{1 / r d^{1 / r}}$ and $P_{i}$ be a non-singular $\mathbf{F}_{p_{i}}$-point on $X_{p_{i}}$ for each $i \in\{1, \ldots, u\}$. Then there exists a hypersurface $Y \subset \mathbf{P}^{r+1}$ over $\mathbf{Q}$ of degree $O_{d, r}(1+\log V)$ and of height $H(Y) \leq q^{f}$, $f=$ $O_{r}(1+\log V)$ with $X\left(\mathbf{Q} ; B_{0}, \ldots, B_{r+1} ; P_{1}, \ldots, P_{u}\right) \subset Y(\mathbf{Q})$, which does not contain $X$.

Proof. Let $\xi_{l}, 1 \leq l \leq s$ be primitive integral $(r+2)$-tuples representing rational points in $X\left(\mathbf{Q} ; B_{0}, \ldots, B_{r+1} ; P_{1}, \ldots, P_{u}\right)$ and $F_{j}\left(x_{0}, \ldots, x_{r+1}\right), 1 \leq j \leq s$ be monomials of the same degree $k=(r!/ d)^{1 / r} s^{1 / r}+O_{d, r}(1)$ such that no non-trivial linear combination of these forms is divisible by $F$ (see Lemma 1.11). By the Hadamard inequality:

$$
\begin{equation*}
\operatorname{det}\left(F_{j}\left(\xi_{l}\right)\right)^{2} \leq \prod_{j=1}^{s}\left(\sum_{l=1}^{s} F_{j}\left(\xi_{l}\right)^{2}\right) \leq s^{s} \prod_{j=1}^{s} F_{j}\left(B_{0}, \ldots, B_{r+1}\right)^{2} \tag{2.9}
\end{equation*}
$$

From the proofs of $[42,3.4]$ and Lemma 1.11, we obtain the bound

$$
\log \prod_{j=1}^{s}\left|F_{j}\left(B_{0}, \ldots, B_{r+1}\right)\right| \leq\left((r!/ d)^{1 / r} r /(r+1)\right) s^{1+1 / r} \log W+O_{d, r}(s \log V)
$$

where $(r /(r+1)) \log W=\log \left(V^{1 /(r+1)} / T^{1 / d(r+1)}\right)$. We have thus

$$
\begin{equation*}
\log \prod_{j=1}^{s}\left|F_{j}\left(B_{0}, \ldots, B_{r+1}\right)\right| \leq(r!/ d)^{1 / r} s^{1+1 / r} \log \left(V^{1 /(r+1)} / T^{1 / d(r+1)}\right)+O_{d, r}(s \log V) \tag{2.10}
\end{equation*}
$$

Let $A(t)=n_{1}+\cdots+n_{t}$ for the non-decreasing sequence $\left(n_{i}\right)_{i=1}^{\infty}$ of integers $N \geq 0$, where $N$ occur $\binom{r+N-1}{r-1}$ times. Then, any $t \times t$ minor of $F_{j}\left(\xi_{l}\right)$ is divisible by $q^{A(t)}$ (see [42, 2.4]). Moreover, from $n_{t}^{r} / r \leq\binom{ n_{t}+r-1}{r}<t \leq\binom{ n_{t}+r}{r} \leq\left(n_{t}+r\right)^{r} / r!$, we deduce that $r!^{1 / r} t^{1 / r}-r \leq n_{t}<r!^{1 / r} t^{1 / r}$ and that $A(t)$ $=r!^{1 / r}(r /(r+1)) t^{1+1 / r}+O_{r}(t)$. We have thus for $q \geq e\left(V / T^{1 / d}\right)^{1 / r d^{1 / r}}$ that

$$
\begin{align*}
\log q^{A(s)} \geq & (r!/ d)^{1 / r} s^{1+1 / r} \log \left(V^{1 /(r+1)} / T^{1 / d(r+1)}\right) \\
& +\left(r!^{1 / r}(r /(r+1)) s^{1+1 / r}+O_{d, r}(s(1+\log V))\right. \tag{2.11}
\end{align*}
$$

There exists, therefore, for $q \geq e\left(V / T^{1 / d}\right)^{1 / r d^{1 / r}}$ a positive constant $C$ depending solely on $d$ and $r$ such that $s^{s / 2} \prod_{j=1}^{s}\left|F_{j}\left(B_{0}, \ldots, B_{r+1}\right)\right|<q^{A(s)}$ for $s>C(1+\log V)^{r}$. For such $q$ and $s$ we have thus that $\operatorname{det}\left(F_{j}\left(\boldsymbol{\xi}_{l}\right)\right)=0$ since $\operatorname{det}\left(F_{j}\left(\boldsymbol{\xi}_{l}\right)\right)<q^{A(s)}$ and $\operatorname{det}\left(F_{j}\left(\xi_{l}\right)\right)$ is divisible by $q^{A(s)}$.

Now let $s$ be the smallest integer with $s>C(1+\log V)^{r}$. There are then $s$ monomials $F_{j}, 1 \leq$ $j \leq s$ of degree $k=O_{d, r}(1+\log V)$ such that $\operatorname{det}\left(F_{j}\left(\xi_{l}\right)\right)=0$ for any set $\xi_{l}, 1 \leq l \leq s$ of integral $(r+2)$-tuples representing points in $S=X\left(\mathbf{Q} ; B_{0}, \ldots, B_{r+1} ; P_{1}, \ldots, P_{u}\right)$. If $h: \mathbf{P}^{r+1} \rightarrow \mathbf{P}^{s-1}$ is the morphism defined by $F_{j}, 1 \leq j \leq s$, there is thus no $s$-subset of $h(S)$ which spans $\mathbf{P}^{s-1}$. The linear span $\Pi$ of $h(S)$ is therefore a $(t-1)$-plane in $\mathbf{P}^{s-1}$ for some $t<s$.

Let $x_{l}, 1 \leq l \leq t$ be rational points in $S$ such that $\left\{h\left(x_{1}\right), \ldots, h\left(x_{t}\right)\right\}$ spans $\Pi$ and $\xi_{l}, 1 \leq l \leq t$ be primitive integral $(r+2)$-tuples representing these points. Then the $s \times t$ matrix $A=\left(F_{j}\left(\xi_{l}\right)\right)$ is of rank $t$. Let $\Delta$ be the greatest common divisor of all $t \times t$ minors of $A$. By [4, theorem 1] there exists a form $G\left(x_{0}, \ldots, x_{r+1}\right) \in \mathbf{Z} F_{1}+\cdots+\mathbf{Z} F_{s}$ of degree $k$ and height at $\operatorname{most}\left(\Delta^{-1} \operatorname{det}\left(A^{T} A\right)^{1 / 2}\right)^{1 /(s-t)}$ which vanishes at $\xi_{1}, \ldots, \xi_{t}$. This form will define a hyperplane $\Lambda$ in $\mathbf{P}^{s-1}$ containing $\Pi$ such that $Y=h^{-1}(\Lambda)$ is a hypersurface in $\mathbf{P}^{r+1}$ containing $S$. To estimate $H(Y)$, we note that

$$
\operatorname{det}\left(A^{T} A\right) \leq \prod_{j=1}^{s}\left(\sum_{l=1}^{t} F_{j}\left(\xi_{l}\right)^{2}\right) \leq t^{s} \prod_{j=1}^{s} F_{j}\left(B_{0}, \ldots, B_{r+1}\right)^{2}<q^{2 A(s)}
$$

Therefore, as $\Delta$ is divisible by $q^{A(t)}$, we conclude that

$$
\begin{aligned}
H(Y) & \leq\left(\Delta^{-1} \operatorname{det}\left(A^{T} A\right)^{1 / 2}\right)^{1 /(s-t)} \\
& \leq\left(q^{-A(t)} t^{s / 2} \prod_{j=1}^{s}\left|F_{j}\left(B_{0}, \ldots, B_{r+1}\right)\right|\right)^{1 /(s-t)}<q^{(A(s)-A(t)) /(s-t)},
\end{aligned}
$$

where $(A(s)-A(t)) /(s-t) \leq n_{s}<r!^{1 / r} s^{1 / r}=O_{r}(1+\log V)$. Hence $H(Y) \leq q^{f}$ for some $f=O_{r}(1+$ $\log V)$. This completes the proof.

In our applications of Theorem 2.2 and Lemma 2.8 we shall also need the following result.
Lemma 2.12. Let $X \subset \mathbf{P}_{\mathbf{Q}}^{r+1}$ be a geometrically integral hypersurface of degree $d$ over $\mathbf{Q}$ and $q=$ $p_{1} \ldots p_{u}>1$ be a square-free number such that $X_{p_{i}}$ is geometrically integral for all primes factors $p_{i}$ of $q$. Then the following holds.
(a) $\prod_{i=1}^{u} \# X_{p_{i}}\left(\mathbf{F}_{p_{i}}\right) \leq q^{r} \exp \left(C(\log q)^{1 / 2} / \log \log q\right)$
for some positive constant $C$ depending only on $d$ and $r$.
(b) If the singular loci of all $X_{p_{i}}, i=1, \ldots, u$ are of codimension 3 or more and if

$$
p_{i}>_{d, r} \log q \text { for } i=1, \ldots, q, \text { then } \prod_{i=1}^{u} \# X_{p_{i}}\left(\mathbf{F}_{p_{i}}\right)=O_{d, r}\left(q^{r}\right) .
$$

Proof.
(a) We have already seen in the proof of Lemma 1.5 that $\# X_{p}\left(\mathbf{F}_{p}\right) / p^{r}-1=O_{d, r}\left(p^{-1 / 2}\right)$ for any prime $p$ where $X_{p}$ is geometrically integral. There is thus a positive constant $A$ depending solely on $d$ and $r$ such that

$$
\prod_{i=1}^{u} \# X_{p_{i}}\left(\mathbf{F}_{p_{i}}\right) \leq q^{r}\left(\prod_{i=1}^{u}\left(1+p_{i}^{-1 / 2}\right)\right)^{A}
$$

The desired estimate therefore follows from the bound (see [49, I.5, theorem 5]):

$$
\prod_{i=1}^{u}\left(1+p_{i}^{-1 / 2}\right) \leq \exp \left((2+o(1))(\log q)^{1 / 2} / \log \log q\right)
$$

(b) By Hooley's generalisation [29] of Deligne's theorem, we have that $\# X_{p}\left(\mathbf{F}_{p}\right)-\# \mathbf{P}^{r}\left(\mathbf{F}_{p}\right)=$ $O_{d, r}\left(p^{r-1}\right)$ for any $p \in\left\{p_{1}, \ldots, p_{u}\right\}$. There is thus a positive constant $E$ depending solely on $d$ and $r$ such that

$$
\prod_{i=1}^{u} \# X_{p_{i}}\left(\mathbf{F}_{p_{i}}\right) \leq q^{r}\left(\prod_{i=1}^{u}\left(1+p_{i}^{-1}\right)\right)^{E}<q^{r}\left(\prod_{i=1}^{u}\left(1-p_{i}^{-1}\right)\right)^{-E}
$$

By Lemma 1.10 and the last assumption:

$$
\sum_{i=1}^{u} p_{i}^{-1} \leq(\log \log q+2) / \log \min _{i} p_{i}=O_{d, r}(1)
$$

As $a_{p}=-\log \left(1-p^{-1}\right)-p^{-1}>0$ and $\sum_{p} a_{p}$ converges, we have therefore that

$$
-\log \left(\prod_{i=1}^{u}\left(1-p_{i}^{-1}\right)\right)=\sum_{i=1}^{u}\left(-\log \left(1-p_{i}^{-1}\right)\right)=O_{d, r}(1)
$$

Hence $\left(\prod_{i=1}^{u}\left(1-p_{i}^{-1}\right)\right)^{-E}$ is bounded in terms of $d$ and $r$, which completes the proof.

## 3 | CONSTRUCTION OF SOME HYPERSURFACES AND CODIMENSION 2 CYCLES

The main goal of this section is to prove Lemma 3.2, which forms the technical heart of this paper. It states that all rational points on a hypersurface $X \subset \mathbf{P}^{r+1}$ over $\mathbf{Q}$ that may be represented by integral $(r+2)$-tuples in a box lie on a reasonably small number of subvarietes of codimension 1 or 2 .

Lemma 3.1. Let $X \subset \mathbf{P}^{r+1}$ be a geometrically integral hypersurface over $\mathbf{Q}$ of degree $d$. Let $\left(B_{0}, \ldots, B_{r+1}\right) \in \mathbf{R}_{\geq 1}^{r+2}$. Suppose that $X \subset \mathbf{P}^{r+1}$ is the only hypersurface of degree $d$ containing $X\left(\mathbf{Q} ; B_{0}, \ldots, B_{r+1}\right)$. Then the following holds.
(a) If $x$ is a non-singular point in $X\left(\mathbf{Q} ; B_{0}, \ldots, B_{r+1}\right)$, then the product $\pi_{x}$ of all primes $p$ where $x$ specialises to a singular $\mathbf{F}_{p}$-point on $X_{p}$ satisfies $\log \pi_{x}=O_{d, r}(1+\log V)$.
(b) If $X$ is non-singular, then the product $\pi_{\text {sing }}$ of all primes $p$ where $X_{p}$ is singular satisfies $\log \pi_{\text {sing }}=O_{d, r}(1+\log V)$.

Proof. Let $F\left(x_{0}, \ldots, x_{r+1}\right)=\sum a_{m} x^{\underline{m}} \in \mathbf{Z}\left[x_{0}, \ldots, x_{r+1}\right]$ be a primitive form defining $X \subset \mathbf{P}^{r+1}$. We have then by Lemma 1.7 that max $\left|a_{m}\right|=O_{d, r}\left(V^{(d+r+1)!/(d-1)!(r+1)!}\right)$. To prove (a), let $\xi=\left(\xi_{0}, \ldots, \xi_{r+1}\right)$ be an integral primitive $(r+2)$-tuple representing a non-singular point $x \in X\left(\mathbf{Q} ; B_{0}, \ldots, B_{r+1}\right)$ and $m \in\{0, \ldots, r+1\}$ be chosen such that $\left(\delta F / \delta x_{m}\right)(\xi) \neq 0$. Then, $\pi_{x}$ is a factor of $\left(\delta F / \delta x_{m}\right)(\xi)$ and $\log \pi_{x} \leq \log \left|\left(\delta F / \delta x_{m}\right)(\xi)\right|=O_{d, r}(1+\log V)$. To prove (b), we use that $\pi_{\text {sing }}$ is a factor of the discriminant $\Delta \neq 0$ of $F$. Therefore, $\log \pi_{\text {sing }} \leq \log |\Delta|=O_{d, r}(1+\log V)$.

The following lemma plays a central role in the proofs of the main theorems of this paper. By a prime divisor on $X$ we shall mean a closed integral subscheme of codimension 1.

Main Lemma 3.2. Let $r \geq 2$ and $X \subset \mathbf{P}^{r+1}$ be a geometrically integral hypersurface over $\mathbf{Q}$ of degree d. Let $\mathbf{B}=\left(B_{0}, \ldots, B_{r+1}\right) \in \mathbf{R}_{\geq 1}^{r+2}$. Then there exists a set of prime divisors $D_{\gamma}, \gamma \in \Gamma$ on $X$ and a (possibly empty) set of effective codimension 2 cycles $Z(q)$ on $X$ indexed by a set $Q$ of square-free factors $q>1$ of an integer $q^{*}$ with the following properties:
(a) $\log q^{*}=O_{d, r}(\log V)$ and $\log V<p<_{d, r} \log V$ for all prime factors $p$ of $q^{*}$.
(b) $q=O_{d, r}\left(\left(V / T^{1 / d}\right)^{1 / r d^{1 / r}} \log V\right)$ for all $q \in Q$.
(c) $\log \# Q=O_{d, r}(\log V / \log \log V)$ if $V>e$ and $\# Q=0$ if $V \leq e$.
(d) There exists for each $q=p_{1} \ldots p_{t+1} \in Q, p_{1}<p_{2}<\cdots<p_{t+1}$, a decomposition

$$
Z(q)=\sum Z\left(P_{1}, \ldots, P_{t+1}\right)
$$

of $Z(q)$ into effective cycles $Z\left(P_{1}, \ldots, P_{t+1}\right)$ with

$$
\begin{aligned}
\operatorname{deg} Z\left(P_{1}, \ldots, P_{t+1}\right)= & O_{d, r}\left(q^{-2}\left(V / T^{1 / d}\right)^{2 / r d^{1 / r}}(\log V)^{3}+q^{-1}\left(V / T^{1 / d}\right)^{1 / r d^{1 / r}}(\log V)^{3}\right. \\
& \left.+(\log V)^{2}\right)
\end{aligned}
$$

where $\left(P_{1}, \ldots, P_{t+1}\right)$ runs over all sequences of non-singular points in $\prod_{i=1}^{t+1} X_{p_{i}}\left(\mathbf{F}_{p_{i}}\right)$.
(e) $\sum_{q \in Q} \operatorname{deg} Z(q)=O_{d, r}\left(\left(V / T^{1 / d}\right)^{1 / d^{1 / r}} V^{c / \log (1+\log V)}\right)$
for some constant $c$ depending only on $d$ and $r$.
(f) $\# \Gamma=O_{d, r}\left(\left(V / T^{1 / d}\right)^{1 / r d^{1 / r}} \log V+1\right)$ and $\operatorname{deg} D_{\Gamma}=O_{d, r}(1+\log V)$ for $\gamma \in \Gamma$.
(g) There exists for each $\gamma \in \Gamma$ a hypersurface of degree $O_{d, r}(1+\log V)$ and of height $O_{d, r}\left(\left(V / T^{1 / d}\right)^{f / r d^{1 / r}}(\log V)^{f}\right), f=O_{r}(1+\log V)$ which contains $D_{\gamma}$ but not $X$.
(h) There exists for each non-singular point $x \in X\left(\mathbf{Q} ; B_{0}, \ldots, B_{r+1}\right)$ outside $\bigcup_{\gamma \in \Gamma} D_{\gamma}$ an integer $q \in Q$ such that $x$ belongs to the support of $Z(q)$ and such that $x$ specialises to a non-singular $\mathbf{F}_{\mathrm{p}}$-point on $X_{p}$ for each prime factor $p$ of $q$.
(i) If $X$ is non-singular, then we may obtain all the above conclusions for a set $Q$ which is totally ordered with respect to $\mid$ and with

$$
\sum_{q \in Q} \operatorname{deg} Z(q)=O_{d, r}\left(\left(V / T^{1 / d}\right)^{1 / d^{1 / r}}(\log V)^{r+2}\right)
$$

Proof. If $V \leq e$, then we choose a set of $O_{r}(1)$ hyperplane sections containing $X(\mathbf{Q} ; \mathbf{B})$ and let $D_{\gamma}, \gamma \in \Gamma$ be the irreducible components of these hyperplane sections. If $X(\mathbf{Q} ; \mathbf{B})$ is contained in another hypersurface $Y$ of degree $d$, then we let $D_{\gamma}, \gamma \in \Gamma$ be the components of $X \cap Y$. We have then by the theorem of Bézout in $[19,8.4]$ that $\# \Gamma=O_{d}(1)$ and, moreover, that $\operatorname{deg} D_{\gamma}=O_{d}(1)$ for each $\gamma \in \Gamma$. In both cases, all the assertions of 3.2 will hold for the above divisors $D_{\gamma}, \gamma \in \Gamma$ and $Q=\varnothing$. We may and shall thus in the rest of the proof assume that $V>e$ and that $X \subset \mathbf{P}^{r+1}$ is the only hypersurface of degree $d$ containing $X(\mathbf{Q} ; \mathbf{B})$. Then, $\log \pi_{X}=O_{d, r}(\log V)$ by Lemma 1.9 and $\log \pi_{s i n g}=O_{d, r}(\log V)$ by Lemma 3.1. By the previous lemma we get also that $\log \pi_{x}=O_{d, r}(\log V)$ for any non-singular point $x$ in $X\left(\mathbf{Q} ; B_{0}, \ldots, B_{r+1}\right)$. There is thus when $V>e$ a positive constant $k_{1}$ depending only on $d$ and $r$ such that $\pi_{x} \leqslant V^{k_{1}}$ for any such point $x$.

For a prime $p$ which does not divide $\pi_{X}$, let $\pi_{p}$ be a product of all primes $p_{i}<p$ not dividing $\pi_{X}$ with $p_{i}>\log V$ and $\pi_{p}=1$ if there are no such primes. Let $p^{*}$ be the largest prime not dividing $\pi_{X}$ such that

$$
\begin{equation*}
\pi_{p *}<e V^{k_{1}}\left(V / T^{1 / d}\right)^{1 / r d^{1 / r}} . \tag{3.3}
\end{equation*}
$$

Such a prime must exist since $\pi_{p}=1$ for the smallest prime $p$ not dividing $\pi_{X}$.
For $q^{*}=p^{*} \pi_{p^{*}}$, we then have

$$
\begin{equation*}
q^{*} \geq e V^{k_{1}}\left(V / T^{1 / d}\right)^{1 / r d^{1 / r}} \tag{3.4}
\end{equation*}
$$

As $p^{*}$ is the next prime after some prime factor of $\pi_{X} \pi_{p^{*}}$, we obtain from Bertrand's postulate that $p^{*} \leq 2 \pi_{X} \pi_{p^{*}}$ and then from (3.3) that $q^{*}<2 e \pi_{X} V^{k_{1}}\left(V / T^{1 / d}\right)^{1 / r d^{1 / r}}$. Hence $\log q^{*}=$ $O_{d, r}(\log V)$ by 1.9 .

To estimate $p^{*}$, we use standard results for $\theta(x)=\sum_{p \leq x} \log p$ (see [49, p. 31]). This gives

$$
p^{*} \ll \theta\left(p^{*}\right) \leq \log \pi_{X}+\log q^{*}+\theta(\log V) \ll_{d, r} \log V,
$$

thereby proving (a).
If $x \in X(\mathbf{Q} ; \mathbf{B})$ is a non-singular point on $X$, then it follows from the bound $\pi_{x} \leqslant V^{k_{1}}$ and (3.4) that there exists a factor $q$ of $q^{*}$, which is relatively prime to $\pi_{x} \pi_{X}$ with

$$
\begin{equation*}
q \geq e\left(V / T^{1 / d}\right)^{1 / r d^{1 / r}} \tag{3.5}
\end{equation*}
$$

Let $Q$ be the set of all factors $q>1$ of $q^{*}$ such that $q / p<e\left(V / T^{1 / d}\right)^{1 / r d^{1 / r}}$ for any prime $p$ dividing $q$. Then, as $p \leq p^{*}=O_{d, r}(\log V)$ for each prime factor $p$ of $q^{*}$, we get that

$$
\begin{equation*}
q=O_{d, r}\left(\left(V / T^{1 / d}\right)^{1 / r d^{1 / r}} \log V\right) \tag{3.6}
\end{equation*}
$$

for all $q \in Q$. Hence (b) holds.
Now note that $\log d\left(q^{*}\right)=O\left(\log q^{*} / \log \log q^{*}\right)($ see $[34, \mathrm{p} .56])$ for $q^{*}>e$ and that the function $f(x)=x / \log x$ is strictly increasing for $x>e$. Therefore, as $\# Q \leq d\left(q^{*}\right)$, we conclude from (a) that $\log \# Q=O_{d, r}(\log V / \log \log V)$ for $V>e$. This proves (c).

We now choose a hypersurface $Y\left(P_{1}, \ldots, P_{u}\right)$ as in 2.2 for each sequence $\left(P_{1}, \ldots, P_{u}\right)$ where $P_{i}$ is a non-singular $\mathbf{F}_{p_{i}}$-point on $X_{p_{i}}$ for $i \in\{1, \ldots, u\}$ and where $p_{1}<p_{2}<\ldots<p_{u}$. We allow the sequence $\left(P_{1}, \ldots, P_{u}\right)$ to be empty in which case we will write $Y(\varnothing)$ instead of $Y\left(P_{1}, \ldots, P_{u}\right)$. For $\left(P_{1}, \ldots, P_{u}\right)$ with $q=p_{1} \ldots p_{u} \geq e\left(V / T^{1 / d}\right)^{1 / r d^{1 / r}}$, we choose $Y\left(P_{1}, \ldots, P_{u}\right)$ such that the stronger conditions in 2.8 hold. Then, as $V>e$ we get that:

$$
\begin{gather*}
\operatorname{deg} Y\left(P_{1}, \ldots, P_{u}\right)=O_{d, r}(\log V),  \tag{3.7}\\
H\left(Y\left(P_{1}, \ldots, P_{u}\right)\right)=O_{d, r}\left(\left(V / T^{1 / d}\right)^{f / r d^{1 / r}}(\log V)^{f}\right), f=O_{r}(\log V), \tag{3.8}
\end{gather*}
$$

for sequences $\left(P_{1}, \ldots, P_{u}\right)$ with $q=p_{1} \ldots p_{u} \geq e\left(V / T^{1 / d}\right)^{1 / r d^{1 / r}}$ and $q \in Q$.
We may now define $Z(q)$ for $q \in Q$. Let $q=p_{1} p_{2} \ldots p_{t+1}$ be the prime decomposition of $q$ with increasing prime factors and $\left(P_{1}, \ldots, P_{t+1}\right)$ run over all sequences of non-singular points in $\prod_{i=1}^{t+1} X_{p_{i}}\left(\mathbf{F}_{p_{i}}\right)$. Then $Z(q)=\sum Z\left(P_{1}, \ldots, P_{t+1}\right)$, where $Z\left(P_{1}, \ldots, P_{t+1}\right)$ is the formal sum of the components of all intersections $D \cap D^{\prime}$ of irreducible components $D$ of $X \cap Y\left(P_{1}, \ldots, P_{t}\right)$ and irreducible components $D^{\prime} \neq D$ of $X \cap Y\left(P_{1}, \ldots, P_{t+1}\right)$.

To establish the bound for $\operatorname{deg} Z\left(P_{1}, \ldots, P_{t+1}\right)$ in (d), we apply the theorem of Bézout in [19, 8.4], which gives the following bound:

$$
\operatorname{deg} Z\left(P_{1}, \ldots, P_{t+1}\right) \leqslant \operatorname{deg} X \cdot \operatorname{deg} Y\left(P_{1}, \ldots, P_{t}\right) \cdot \operatorname{deg} Y\left(P_{1}, \ldots, P_{t+1}\right)
$$

Also, by Theorem 2.2 and the assumption $V>e$, we have for $u=t$ and $u=t+1$ that

$$
\operatorname{deg} Y\left(P_{1}, \ldots, P_{u}\right)<_{d, r}\left(q_{u}^{-1}\left(V / T^{1 / d}\right)^{1 / r d^{1 / r}}+1\right) \log V q_{u}
$$

where $q_{u}=p_{1} p_{2} \ldots p_{u}$ for $u>0$ and $q_{u}=1$ for $u=0$.
We have already seen that $q_{t+1} \mid q^{*}$ and $\log V q^{*}=O_{d, r}(\log V)$. Hence,

$$
\begin{align*}
& \operatorname{deg} Y\left(P_{1}, \ldots, P_{t}\right)<_{d, r}\left(q_{t}^{-1}\left(V / T^{1 / d}\right)^{1 / r d^{1 / r}}+1\right) \log V \\
& \operatorname{deg} Y\left(P_{1}, \ldots, P_{t+1}\right)<_{d, r}\left(q_{t+1}^{-1}\left(V / T^{1 / d}\right)^{1 / r d^{1 / r}}+1\right) \log V \\
& \operatorname{deg} Z\left(P_{1}, \ldots, P_{t+1}\right)<_{d, r}\left(q_{t}^{-1}\left(V / T^{1 / d}\right)^{1 / r d^{1 / r}}+1\right)\left(q_{t+1}^{-1}\left(V / T^{1 / d}\right)^{1 / r d^{1 / r}}+1\right)(\log V)^{2} . \tag{3.9}
\end{align*}
$$

Therefore, as $q_{t}^{-1}=p_{t+1} q_{t+1}^{-1}=p_{t+1} q^{-1}$ and $p_{t+1}<_{d, r} \log V$ (cf. (a)), we obtain the bound for $\operatorname{deg} Z\left(P_{1}, \ldots, P_{t+1}\right)$ in (d).

By (b) and (d),

$$
\operatorname{deg} Z\left(P_{1}, \ldots, P_{t+1}\right) \ll_{d, r} q^{-r}\left(V / T^{1 / d}\right)^{1 / d^{1 / r}}(\log V)^{r+2}
$$

As $\log V \leq \exp \left(16(\log V)^{1 / 2} / e^{2} \log \log V\right)$ for $V>e$, we have thus

$$
\operatorname{deg} Z\left(P_{1}, \ldots, P_{t+1}\right)<_{d, r} q^{-r}\left(V / T^{1 / d}\right)^{1 / r d^{1 / r}} \exp \left(16(r+2)(\log V)^{1 / 2} / e^{2} \log \log V\right)
$$

By Lemma 2.12(a), $\prod_{i=1}^{t+1} \# X_{p_{i}}\left(\mathbf{F}_{p_{i}}\right) \leq q^{r} \exp \left(C(\log q)^{1 / 2} / \log \log q\right)$ for some constant $C>0$ depending only on $d$ and $r$. Moreover, as $\log q=O_{d, r}(\log V)$, we have

$$
(\log q)^{1 / 2} / \log \log q<_{d, r}(\log V)^{1 / 2} / \log \log V
$$

for $V>e$.
On summing over all sequences $\left(P_{1}, \ldots, P_{t+1}\right)$ of non-singular points in $\prod_{i=1}^{t+1} \# X_{p_{i}}\left(\mathbf{F}_{p_{i}}\right)$, we therefore get

$$
\begin{equation*}
\operatorname{deg} Z(q)=O_{d, r}\left(V / T^{1 / d}\right)^{1 / r d^{1 / r}} \exp \left(C_{1}(\log V)^{1 / 2} / \log \log V\right), \tag{3.10}
\end{equation*}
$$

for some positive constant $C_{1}$ depending only on $d$ and $r$.
For $V>e$, we have further by (c) that $\# Q=\exp \left(C_{2} \log V / \log \log V\right)$ for some constant $C_{2}>0$ depending only on $d$. Hence for $V>e$, we obtain that

$$
\begin{equation*}
\sum_{q \in Q} \operatorname{deg} Z(q)=O_{d}\left(\left(V / T^{1 / d}\right)^{1 / d^{1 / r}} \exp (c \log V / \log \log V)\right) \tag{3.11}
\end{equation*}
$$

with $c=C_{1}+C_{2}>0$ depending solely on $d$ and $r$. This proves (e).
We now define the prime divisors $D_{\gamma} \subset X, \gamma \in \Gamma$. These will be the irreducible components of $X \cap Y(\varnothing)$ which are contained in $Y\left(P_{1}, \ldots, P_{t+1}\right)$ for one of the sequences $\left(P_{1}, \ldots, P_{t+1}\right)$ of non-singular points in $\prod_{i=1}^{t+1} X_{p_{i}}\left(\mathbf{F}_{p_{i}}\right)$ with $q=p_{1} p_{2} \ldots p_{t+1} \in Q$ satisfying $q \geq e\left(V / T^{1 / d}\right)^{1 / r d^{1 / r}}$.

By the theorem of Bézout in [19, 8.4], (3.7) and Theorem 2.2, we obtain that

$$
\begin{aligned}
& \operatorname{deg} D_{\gamma} \leq \operatorname{deg} X \cdot \operatorname{deg} Y\left(P_{1}, \ldots, P_{t+1}\right)=O_{d, r}(\log V) \\
& \operatorname{Card} \Gamma \leq \operatorname{deg}(X \cap Y(\emptyset)) \leq \operatorname{deg} X \cdot \operatorname{deg} Y(\emptyset)=O_{d, r}\left(\left(V / T^{1 / d}\right)^{1 / r d^{1 / r}} \log V\right)
\end{aligned}
$$

thereby proving (f). Moreover, as $D_{\gamma} \subset Y\left(P_{1}, \ldots, P_{t+1}\right)$, we see from (3.7) and (3.8) that (g) is satisfied for the divisors $D_{\gamma}$.

To prove (h), let $x \in X\left(\mathbf{Q} ; B_{0}, \ldots, B_{r+1}\right)$ be a non-singular point outside $\bigcup_{\gamma \in \Gamma} D_{\gamma}$. There exists then by (3.5) a square-free number $q=q_{t+1}=p_{1} \ldots p_{t+1} \geq e\left(V / T^{1 / d}\right)^{1 / r d^{1 / r}}$ in $Q$, such that $x$ specialises to a non-singular $\mathbf{F}_{p_{i}}$-point $P_{i}$ on $X_{p_{i}}$ for $i=1, \ldots, t+1$. Let $D_{x}$ be an irreducible component of $X \cap Y(\varnothing)$ containing $x$. One cannot have $D_{x} \subseteq Y\left(P_{1}, \ldots, P_{t+1}\right)$ since this would contradict the assumption that $x \notin \bigcup_{\gamma \in \Gamma} D_{\gamma}$. Hence there is an index $u \in\{0, \ldots, t\}$ with $D_{x} \subseteq Y\left(P_{1}, \ldots, P_{u}\right)$ but $D_{x} \not \subset Y\left(P_{1}, \ldots, P_{u+1}\right)$. This means that $x$ belongs to the support of $Z\left(q_{u+1}\right)$ for the factor $q_{u+1}=$ $p_{1} \ldots p_{u+1} \in Q$ of $q_{t+1} \in Q$, thereby proving (h).

If $X$ is non-singular, then we change the definition of the constant $k_{1}>0$ and choose it such that the stronger condition $\pi_{\text {sing }} \leq V^{k_{1}}$ holds. By (3.4), there exists then a factor $q$ of $q^{*}$, which is relatively prime to $\pi_{\text {sing }}$ such that (3.5) holds. Let $q=p_{1} p_{2} \ldots p_{u}$ be the prime decomposition of
such a factor with increasing prime factors. If we choose such a $q$ with $q / p_{u}<e\left(V / T^{1 / d}\right)^{1 / r d^{1 / r}}$, then (3.6) holds. For $V>e$, let $Q$ be the set of products $q_{t}=p_{1} p_{2} \ldots p_{t}, t \in\{1, \ldots, u\}$. We may then use the same arguments as above to establish $(a)-(h)$ for the new set $Q$. This set is totally ordered with respect to the relation I and $\# Q=\omega(q)=O(\log q / \log \log q)$ (see [34, p. 55]). Hence for $V>e$, we obtain from (a) that $\# Q \ll_{d, r} \log V / \log \log V$.

Now let $\Sigma_{i}=q_{1}^{i}+\cdots+q_{u}^{i}$ and $V>e$. Then, by (d) and Lemma 2.12(b) we have

$$
\begin{equation*}
\sum_{q \in Q} \operatorname{deg} Z(q)<_{d, r} \Sigma_{r-2}\left(V / T^{1 / d}\right)^{2 / r d^{1 / r}}(\log V)^{3}+\Sigma_{r-1}\left(V / T^{1 / d}\right)^{1 / r d^{1 / r}}(\log V)^{3}+\Sigma_{r}(\log V)^{2} \tag{3.12}
\end{equation*}
$$

Further, $\Sigma_{0} \leqslant \# Q \ll_{d, r} \log V$ and

$$
\Sigma_{i}=q_{u}^{i} \sum_{t=0}^{u-1}\left(\frac{q_{t+1}}{q_{u}}\right)^{i} \leq q_{u}^{i} \sum_{t=0}^{u-1}\left(\frac{1}{2}\right)^{i(u-1-t)}<2 q_{u}^{i}
$$

for $i>0$. Hence, as $q_{u}=O_{d, r}\left(\left(V / T^{1 / d}\right)^{1 / r d^{1 / r}} \log V\right.$ ) (cf. (3.6)), we obtain from (3.12) that $\sum_{q \in Q} \operatorname{deg} Z(q)<_{d, r}\left(V / T^{1 / d}\right)^{1 / d^{1 / r}}(\log V)^{r+2}$. This proves (i), thereby completing the proof of Lemma 3.2.

We now apply Lemma 3.2 to surfaces $X$ in $\mathbf{P}^{3}$. Then the divisors $D_{\gamma}, \gamma \in \Gamma$ in 3.2 are integral curves on $X$ of degree $O_{d}(1+\log V)$. The following lemma will be sufficient to estimate the contribution to $N(X ; \mathbf{B})$ from curves $D_{\gamma}, \gamma \in \Gamma$ of high degree, such that it only remains to consider curves of low degree.

Lemma 3.13. Let $B \in \mathbf{R}_{\geq 1}^{4}$ and $X \subset \mathbf{P}^{3}$ be a geometrically integral surface over $\mathbf{Q}$ of degree $d$ and of height $H(X)=O_{d}\left(V^{\theta}\right)$ for some $\theta=O(1)$. Let $Y \subset \mathbf{P}^{3}$ be a hypersurface over $\mathbf{Q}$ not containing $X$ of degree $O_{d}(1+\log V)$ and of height $H(Y)=O_{d}\left(V^{f}\right)$ for some $f=O_{d}(1+\log V)$. Let $D$ be an integral component of degree $\delta$ on $X \cap Y$. Then,

$$
N(D ; \mathbf{B})=O_{d, \delta}\left(V^{8 /(\delta+3)}(1+\log V)^{3}\right)
$$

Proof. As $\# D(\mathbf{Q})=O_{d}(1)$ if $D$ is not geometrically integral (see 1.17), we may assume that $D$ is geometrically integral. Let $F$ (resp. $\hat{F}$ ) be primitive integral forms defining $X$ (resp. $Y$ ). Then at least one of the determinants

$$
\Phi_{i j}=\left|\begin{array}{ll}
\partial F / \partial x_{i} & \partial F / \partial x_{j} \\
\partial \hat{F} / \partial x_{i} & \partial \hat{F} / \partial x_{j}
\end{array}\right|
$$

for $0 \leq i<j \leq 3$ will not vanish identically on $D$. Let $\Phi$ be one of these forms and $U$ be the open subset of $D$ where $\Phi \neq 0$. Also, let $\tilde{D}$ be the scheme-theoretic closure of $D$ in $\mathbf{P}_{\mathbf{Z}}^{3}$.

To estimate $N(U$; B $)$, we will use a set of $s=\binom{\delta+2}{2}-1=\delta(\delta+3) / 2$ monomials $F_{1}, \ldots, F_{S}$ of degree $\delta=\operatorname{deg} D$ in $\left(x_{0}, x_{1}, x_{2}, x_{3}\right)$ such that no non-trivial linear combination of these forms vanishes on $D$. It is easy to see that such a set of monomials exists by utilising a birational projection from $D$ to a plane geometrically integral curve of degree $\delta$.

Now let $p>4 V^{8 /(\delta+3)}$ and $P$ be a non-singular $\mathbf{F}_{p}$-point $P$ on $D_{p}=\tilde{D} \times_{\mathbf{Z}} \mathbf{F}_{p}$. We shall then prove that there is a non-zero form $G=\lambda_{1} F_{1}+\cdots+\lambda_{s} F_{s}$, which vanishes at $D(\mathbf{Q} ; V ; P)$. To see this, it suffices to show that $\operatorname{det}\left(F_{j}\left(\xi_{l}\right)\right)=0$ for any set $\xi_{1}, \ldots, \boldsymbol{\xi}_{s}$ of primitive integral quadruples representing $s=\delta(\delta+3) / 2$ rational points in $D(\mathbf{Q} ; V ; P)$. The integer $\operatorname{det}\left(F_{j}\left(\boldsymbol{\xi}_{l}\right)\right)$ is divisible by $p^{A(s)}$ for $A(s)=s(s-1) / 2$ and $\left|\operatorname{det}\left(F_{j}\left(\xi_{l}\right)\right)\right| \leq s!V^{\delta s} \leq s^{s} V^{\delta s}$. Moreover, $s^{2 /(s-1)} \leq 4$ for $s=\delta(\delta+3) / 2 \geq 2$ and $2 \delta /(s-1) \leq 4 \delta / s=8 /(\delta+3)$. Hence, if $p>4 V^{8 /(\delta+3)}$, we get that

$$
\left|\operatorname{det}\left(F_{j}\left(\xi_{l}\right)\right)\right| \leq s^{s} V^{\delta s}=\left(s^{2 /(s-1)} V^{2 \delta /(s-1)}\right)^{s(s-1) / 2} \leq\left(4 V^{8 /(\delta+3)}\right)^{s(s-1) / 2}<p^{A(s)}
$$

and $\operatorname{det}\left(F_{j}\left(\boldsymbol{\xi}_{l}\right)\right)=0$.
By the theorem of Bézout, we have therefore that

$$
\begin{equation*}
N(D ; \mathbf{B} ; P) \leq N(D ; V ; P) \leq \operatorname{deg} D \cdot \operatorname{deg} G=(\operatorname{deg} D)^{2}<_{d}(1+\log V)^{2} . \tag{3.14}
\end{equation*}
$$

for such $P$.
We next show that there exists a constant $C \geq 1$ depending solely on $d$ and $\delta$ such that for $\mathbf{B} \in \mathbf{R}_{\geq 1}^{4}$ with $V \geq C$, we may find a set $\Omega$ of $O_{d}(1+\log V)$ primes in $\left(4 V^{8 /(\delta+3)}, 8 V^{8 /(\delta+3)}\right]$ with the property that any point in $U(\mathbf{Q} ; \mathbf{B})$ specialises to a non-singular $\mathbf{F}_{p}$-point $P$ on $D_{p}=\tilde{D} \times_{\mathbf{Z}} \mathbf{F}_{p}$ for some $p \in \Omega$.

To see this, let $\xi$ be an integral quadruple representing a point in $U(\mathbf{Q} ; \mathbf{B}) \subset \mathbf{P}^{3}(\mathbf{Q} ; \mathbf{B})$. The assumptions for $\operatorname{deg} X, H(X)$, deg $Y$ and $H(Y)$ imply that $|\Phi(\xi)|=O_{d, \delta}\left(V^{g}\right)$ for some $g=O_{d}(1+$ $\log V$ ). We now use a quantitative form of Bertrand's postulate. It is e.g. known [35, p. 38] that $\sum_{x<p \leq 2 x} \log p \geq \frac{2}{3}(\log 2) x+O\left(x^{1 / 2} \log ^{2} x\right)$ and hence that $\prod_{x<p \leq 2 x} p>e^{2 x / 5}$ if $x$ is sufficiently large. There exists therefore a constant $C \geq 1$ depending only on $d$ and $\delta$ such that $\prod_{x<p \leq 2 x} p>$ $|\Phi(\xi)|$ for $x=4 V^{8 /(\delta+3)}$ with $V \geq C$. This implies in its turn that there is a set $\Omega$ of $O_{d, \delta}(1+\log V)$ primes in $\left(4 V^{\delta /(\delta+3)}, 8 V^{\delta /(\delta+3)}\right]$ with $\prod_{p \in \Omega} p>|\Phi(\xi)|$ for $\mathbf{B} \in \mathbf{R}_{\geq 1}^{4}$ with $V \geq C$. We may therefore for such $\mathbf{B}$ find a prime $p \in \Omega$ such that $\Phi(\xi)$ is not divisible by $p$ and such that $\xi(\bmod p)$ defines a non-singular $\mathbf{F}_{p}$-point $P$ on $D_{p}$.

We have thus for $V \geq C$ that

$$
N(U ; \mathbf{B}) \leq \# \Omega \cdot \max _{p \in \Omega} \# D_{p}\left(F_{p}\right) \cdot \max _{P} N(D ; \mathbf{B} ; P)
$$

This coupled with (3.14), $\# \Omega=O_{d, \delta}(1+\log V)$ and $\# D_{p}\left(\mathbf{F}_{p}\right)=O_{d}(p)$ shows that

$$
\begin{equation*}
N(U ; \mathbf{B})=O_{d, \delta}\left(V^{8 /(\delta+3)}(1+\log V)^{3}\right) \tag{3.15}
\end{equation*}
$$

for $\mathbf{B} \in \mathbf{R}_{\geq 1}^{4}$ with $V \geq C$ and hence for all $\mathbf{B} \in \mathbf{R}_{\geq 1}^{4}$ as $N(U ; \mathbf{B}) \leq N\left(\mathbf{P}^{3} ; \mathbf{B}\right) \ll V$.
To estimate $N(D-U$; B), recall that $\Phi$ vanishes on $D-U$ but not on $D$ and that $D$ is an irreducible component of $X \cap Y$. Therefore,

$$
N(D-U ; \mathbf{B}) \leq \operatorname{deg} D \cdot \operatorname{deg} \Phi \leq \operatorname{deg} X \cdot \operatorname{deg} Y \cdot(\operatorname{deg} X+\operatorname{deg} Y-2)<_{d}(1+\log V)^{2}
$$

by the theorem of Bézout. This finishes the proof.
Theorem 3.16. Let $X \subset \mathbf{P}^{3}$ be a geometrically integral surface over $\mathbf{Q}$ of degree $d$ and $X_{n s}$ be the nonsingular locus of $X$. Let $\mathbf{B} \in \mathbf{R}_{\geq 1}^{4}$. Then there exists for each $\varepsilon>0$ a set of $O_{d}\left(\left(V / T^{1 / d}\right)^{1 / 2 \sqrt{d}} \log V+1\right)$
geometrically integral curves $D_{\lambda} \subset X, \lambda \in \Lambda=\Lambda_{\varepsilon}$ of degree $O(1 / \varepsilon)$ such that

$$
N\left(X_{n s}-\bigcup_{\lambda \in \Lambda} D_{\lambda} ; \mathbf{B}\right)=O_{d}\left(\left(V / T^{1 / d}\right)^{1 / \sqrt{ } d} V^{c / \log (1+\log V)}\right)+O_{d, \varepsilon}\left(\left(V / T^{1 / d}\right)^{1 / 2 \sqrt{ } d} V^{\varepsilon}\right)
$$

for some positive constant c depending only on d. Moreover, if $X$ is non-singular, then we may find $a$ set of geometrically integral curves $D_{\lambda} \subset X, \lambda \in \Lambda=\Lambda_{\varepsilon}$ of degree $O(1 / \varepsilon)$ such that

$$
N\left(X-\bigcup_{\lambda \in \Lambda} D_{\lambda} ; \mathbf{B}\right)=O_{d}\left(\left(V / T^{1 / d}\right)^{1 / \sqrt{ } d}(\log V)^{4}\right)+O_{d, \varepsilon}\left(\left(V / T^{1 / d}\right)^{1 / 2 \sqrt{ } d} V^{\varepsilon}\right)
$$

Proof. We apply the main lemma in the case $r=2$. Let $D_{\gamma} \subset X, \gamma \in \Gamma$ and $Z(q) \subset X, q \in Q$ be as in 3.2 and as in 3.2(i) if $X$ is non-singular. Then, $N\left(X_{n s}-\bigcup_{\gamma \in \Gamma} D_{\gamma} ; \mathbf{B}\right) \leq \sum_{q \in Q} \operatorname{deg} Z(q)$ by 3.2(h). We have, therefore, by 3.2(i) that

$$
\begin{equation*}
N\left(X-\bigcup_{\gamma \in \Gamma} D_{\gamma} ; \mathbf{B}\right) \leq O_{d}\left(\left(V / T^{1 / d}\right)^{1 / \sqrt{ } d}(\log V)^{4}\right) \tag{3.17}
\end{equation*}
$$

if $X$ is non-singular and by 3.2(e) that

$$
\begin{equation*}
N\left(X_{n s}-\bigcup_{\gamma \in \Gamma} D_{\gamma} ; \mathbf{B}\right) \leq O_{d}\left(\left(V / T^{1 / d}\right)^{1 / \sqrt{ } d} V^{c / \log (1+\log V)}\right), \quad c=O_{d}(1) \tag{3.18}
\end{equation*}
$$

in general.
Now let $\Lambda \subset \Gamma$ be the subset of all indices $\gamma \in \Gamma$ such that $\operatorname{deg} D_{\gamma} \leq 16 / \varepsilon$. Then,

$$
\begin{equation*}
N\left(X_{n s}-\bigcup_{\lambda \in \Lambda} D_{\lambda} ; \mathbf{B}\right) \leq N\left(X_{n s}-\bigcup_{\gamma \in \Gamma} D_{\gamma} ; \mathbf{B}\right)+\# \Gamma \cdot \max _{\gamma \in \Gamma-\Lambda} N\left(D_{\gamma} ; \mathbf{B}\right) . \tag{3.19}
\end{equation*}
$$

To estimate $N\left(D_{\gamma} ; \mathbf{B}\right)$ for $\gamma \in \Gamma-\Lambda$, let $Y_{\gamma} \subset \mathbf{P}^{3}$ be the surface containing $D_{\gamma}$ in 3.2(g). Then, $X \not \subset$ $Y_{\gamma}$, deg $Y_{\gamma}=O_{d}(1+\log V)$ and $H\left(Y_{\gamma}\right)=O_{d}\left(V^{f}\right)$ for some $f=O(1+\log V)$. We may therefore apply Lemma 3.13 to $Y=Y_{\gamma}$ and $D=D_{\gamma}$ and conclude that

$$
\begin{equation*}
N\left(D_{\gamma} ; \mathbf{B}\right)=O_{d, \varepsilon}\left(V^{\varepsilon / 2}(1+\log V)^{3}\right) \tag{3.20}
\end{equation*}
$$

for any divisor $D_{\gamma}$ with index $\gamma \in \Gamma-\Lambda$.
From 3.2(f) and (3.20), we obtain

$$
\begin{equation*}
\# \Gamma \cdot \max _{\gamma \in \Gamma-\Lambda} N\left(D_{\gamma} ; \mathbf{B}\right)<_{d, \varepsilon}\left(V / T^{1 / d}\right)^{1 / 2 \sqrt{ } d} V^{\varepsilon / 2}(1+\log V)^{4}<_{\varepsilon}\left(V / T^{1 / d}\right)^{1 / 2 \sqrt{ } d} V^{\varepsilon} . \tag{3.21}
\end{equation*}
$$

The desired bounds for $N\left(X_{n s}-\bigcup_{\lambda \in \Lambda} D_{\lambda} ; \mathbf{B}\right)$ now follow from (3.17), (3.18), (3.19) and (3.21).

We may now state two corollaries of Lemma 3.2, which will play a central role in the proofs of Theorems 0.5-0.9.

Corollary 3.22. Let $X \subset \mathbf{P}^{3}$ be a geometrically integral surface over $\mathbf{Q}$ of degree $d$ and let $B \geq 1$. Then there exists a set of $O_{d}\left(B^{3 / 2 \sqrt{ } d} \log B+1\right)$ geometrically integral curves $D_{\lambda} \subset X, \lambda \in \Lambda$ of degree $O_{d}(1)$ and a positive constant $c$ depending only on $d$ such that

$$
\begin{aligned}
& N\left(X-\bigcup_{\lambda \in \Lambda} D_{\lambda} ; B\right)=O_{d}\left(B^{3 / \sqrt{ } d+c / \log (1+\log B)}\right) \text { and such that } \\
& N\left(X-\bigcup_{\lambda \in \Lambda} D_{\lambda} ; B\right)=O_{d}\left(B^{3 / \sqrt{ } d}(\log B)^{4}+1\right) \quad \text { if } X \text { is non-singular. }
\end{aligned}
$$

Proof. Let $B_{0}=B_{1}=B_{2}=B_{3}=B$. Then $V=B^{4}$ and $V / T^{1 / d}=B^{3}$. Now apply the previous theorem in the case $r=2, B_{0}=B_{1}=B_{2}=B_{3}=B$ and for some value of $\varepsilon$ not greater than $3 / 8 \sqrt{ } d$. Then we obtain a set of geometrically integral curves $D_{\lambda} \subset X$ as above except that we only get that

$$
N\left(X_{n s}-\bigcup_{\lambda \in \Lambda} D_{\lambda} ; B\right)=O_{d}\left(B^{3 / \sqrt{ } d+c / \log (1+\log B)}\right)
$$

for singular surfaces. But it follows from the Jacobian criterion and the theorem of Bézout that the singular locus of $X$ is contained in a union of $O_{d}(1)$ integral curves $D \subset X$ of degree $O_{d}(1)$ and from Theorem 1.17 that $\# D(\mathbf{Q})=O_{d}(1)$ if $D$ is not geometrically integral. We may therefore obtain the same bound for $N\left(X-\bigcup_{\lambda \in \Lambda} D_{\lambda} ; B\right)$ by including $O_{d}(1)$ geometrically integral curves of degree $O_{d}(1)$ in the singular locus of $X$ to the set $D_{\lambda} \subset X, \lambda \in \Lambda$. This finishes the proof.

Corollary 3.23. Let $X \subset \mathbf{P}^{n}$ be a geometrically integral surface over $\mathbf{Q}$ of degree d. Then there exists a positive constant $C$ depending solely on $d$ and $n$ such that the following holds. There exists for each $B \geq 1$ a set of $O_{d, n}\left(B^{3 / 2} \sqrt{d} \log B+1\right)$ geometrically integral curves of degree $O_{d, n}(1)$ on $X$ such that there are $O_{d, n}\left(B^{3 / \sqrt{ } d+C / \log (1+\log B)}\right)$ points in $X(\mathbf{Q} ; B)$, which do not lie on any of these curves.

Proof. We consider a linear birational projection $X \rightarrow \mathbf{P}^{3}$ from an ( $n-4$ )-subspace not intersecting $X \subset \mathbf{P}^{n}$ as in [43, 8.1]. We may then reduce to the case of hypersurfaces in $\mathbf{P}^{3}$ by an argument similar to the reduction to plane curves in the proof of Theorem 1.17.

## 4 | THE HILBERT SCHEME OF CONICS IN P ${ }^{3}$

The aim of this section is to prove some results on the geometry of the Hilbert scheme of conics in $\mathbf{P}^{3}$, which we will need in Section 5 to count rational points on families of conics. We shall throughout this section work over an algebraically closed field $K$ of characteristic 0 .

Let $\mathbf{P}^{3 V}$ be the Grassmannian of planes in $\mathbf{P}^{3}$. There is a universal rank 3 subbundle $S$ and a quotient line bundle $Q$ on $\mathbf{P}^{3 \vee}$ (cf. [15, p.198]). Let $\mathbf{H}$ be the projective bundle $P\left(\operatorname{Sym}^{2} S^{\vee}\right)$ of $\operatorname{Sym}^{2} S^{\vee}$ and $\pi: \mathbf{H} \rightarrow \mathbf{P}^{3 \vee}$ be the associated morphism. We use here and in the sequel the "classical" definition in [19, Appendix B5] (and not the dual one of Grothendieck) of a projective space bundle $P(E)$ associated to a vector bundle $E$ on a scheme.
$\mathbf{H}$ is a parameter space for one-dimensional closed subschemes $C \subset \mathbf{P}^{3}$ of degree 2 spanning a plane. Such subschemes have arithmetic genus 0 by the adjunction formula. We may therefore regard $\mathbf{H}$ as the Hilbert scheme of closed subschemes of $\mathbf{P}^{3}$ with Hilbert polynomial $P(t)=2 t+1$
(cf. [21, 1.b]). We shall in the rest of this section use the word conic for a closed subscheme of $\mathbf{P}^{3}$ with Hilbert polynomial $2 t+1$. A conic may thus be a union of two intersecting lines or a double line.

Let $p: \mathfrak{I} \rightarrow \mathbf{H}$ be the universal family of conics in $\mathbf{P}^{3}, i: \mathfrak{J} \rightarrow \mathbf{H} \times \mathbf{P}^{3}$ its embedding in $\mathbf{H} \times \mathbf{P}^{3}$ and $q: \mathfrak{F} \rightarrow \mathbf{P}^{3}$ be the restriction to $\mathfrak{F}$ of the projection $\mathrm{pr}_{2}: \mathbf{H} \times \mathbf{P}^{3} \rightarrow \mathbf{P}^{3}$. Then $p$ is flat and projective with conics $C \subset \mathbf{P}^{3}$ as fibres. Hence as $H^{1}\left(C, O_{C}(k)\right)=0$ and $\operatorname{dim} H^{0}\left(C, O_{C}(k)\right)=2 k+1$ for $k \geq 0$ for conics, we conclude from the semicontinuity theorem [24, III.12.9] that $R^{1} p_{*}\left(q^{*}\left(O_{\mathbf{P}^{3}}(k)\right)\right)=0$ and that $p_{*}\left(q^{*}\left(O_{\mathbf{P}^{3}}(k)\right)\right)$ is locally free of rank of $2 k+1$ for $k \geq 0$.

To find embeddings of $\mathbf{H}$ into projective spaces, we start with the functorial map from $\operatorname{pr}_{1 *}\left(\operatorname{pr}_{2}^{*} O_{\mathbf{P}^{3}}(k)\right)$ to $\operatorname{pr}_{1 *}\left(i_{*} i^{*}\left(\operatorname{pr}_{2}^{*} O_{\mathbf{P}^{3}}(k)\right)=p_{*}\left(q^{*}\left(O_{\mathbf{P}^{3}}(k)\right)\right)\right.$ for $\mathrm{pr}_{1}: \mathbf{H} \times \mathbf{P}^{3} \rightarrow \mathbf{H}$. If $h \in \mathbf{H}$ represents the conic $C \subset \mathbf{P}_{k(h)}^{3}$ over the residue field $k(h)$ of $O_{h}$, then the induced map from $\operatorname{pr}_{1 *}\left(\operatorname{pr}_{2}^{*} O_{\mathbf{P}^{3}}(k)\right) \otimes_{\mathbf{H}} k(h)$ to $p_{*}\left(q^{*}\left(O_{\mathbf{P}^{3}}(k)\right)\right) \otimes_{\mathbf{H}} k(h)$ can be identified with the restriction map from $H^{0}\left(\mathbf{P}_{k(h)}^{3}, O_{\mathbf{P}^{3}}(k)\right)$ to $H^{0}\left(C, O_{C}(k)\right)$. As this map is surjective for all $h \in \mathbf{H}$, the map from $\operatorname{pr}_{1 *}\left(\operatorname{pr}_{2}^{*} O_{\mathbf{P}^{3}}(k)\right)$ to $p_{*}\left(q^{*}\left(O_{\mathbf{P} 3}(k)\right)\right)$ must also be surjective. By flat base change [24, III.9.3], there is further a functorial isomorphism $O_{\mathbf{H}} \times_{K} f_{*} O_{\mathbf{P}^{3}}(k) \rightarrow \operatorname{pr}_{1 *}\left(\operatorname{pr}_{2}^{*} O_{\mathbf{P}^{3}}(k)\right)$ for $f: \mathbf{P}_{K}^{3} \rightarrow K$. The $O_{\mathbf{H}^{-}}$module $\operatorname{pr}_{1 *}\left(\operatorname{pr}_{2}^{*} O_{\mathbf{P}^{3}}(k)\right)$ is thus free of rank $\binom{k+4}{4}=\operatorname{dim} H^{0}\left(\mathbf{P}^{3}, O_{\mathbf{P}^{3}}(k)\right)$.

Let $\sigma_{k}: \Lambda^{2 \mathrm{k}+1} \mathrm{pr}_{1 *}\left(\operatorname{pr}_{2}^{*} O_{\mathbf{P}^{3}}(k)\right) \rightarrow \Lambda^{2 k+1} p_{*}\left(q^{*}\left(\left(O_{\mathbf{P}^{3}}(k)\right)\right)\right.$ be the $(2 k+1)$-th exterior product of the above map. Then $\sigma_{k}$ is a surjective map from a free $O_{\mathbf{H}^{-}}$module to an invertible $O_{\mathbf{H}^{-}}$ module, which defines to a morphism $\rho_{k}: \mathbf{H} \rightarrow P\left(\Lambda^{2 k+1} H^{0}\left(\mathbf{P}^{3}, O_{\mathbf{P}^{3}}(k)\right)^{\vee}\right)$ for $k \geq 1$ (cf. [24, II.7.1] and [37, 2.3]). As $\operatorname{Sym}^{k} V=H^{0}\left(\mathbf{P}^{3}, O_{\mathbf{P}^{3}}(k)\right)$ for $V=H^{0}\left(\mathbf{P}^{3}, O_{\mathbf{P}^{3}}(1)\right)$, we will regard $\rho_{k}$ as a morphism from $\mathbf{H}$ to $P\left(\Lambda^{2 k+1} \operatorname{Sym}^{k} V^{\vee}\right)$. The geometry of this morphism will be important when we apply the determinant method to families of conics. For $k=1$, we recover the morphism $\pi: \mathbf{H} \rightarrow \mathbf{P}^{3 v}$.

There is a canonical isomorphism between the projective bundles $\mathbf{H}=P\left(\operatorname{Sym}^{2} S^{\vee}\right)$ and $P(E)$ for $E=\operatorname{Sym}^{2}\left(S^{\vee} \otimes \mathrm{Q}^{\vee}\right)$. We shall in the sequel identify $\mathbf{H}$ with $P(E)$ and let $O_{E}(1)$ denote the tautological line bundle. The Chow ring of $\mathbf{H}=P(E)$ is generated by the first Chern classes $\mathrm{c}_{1}\left(\pi^{*} Q\right)$ and $\mathrm{c}_{1}\left(O_{E}(1)\right)$ (see [19, 8.3.4]). In particular, $\mathrm{Ch}^{1}(\mathbf{H})=\mathbf{Z c}_{1}\left(\pi^{*} \mathbf{Q}\right) \oplus \mathbf{Z c}_{1}\left(O_{E}(1)\right)$.

Lemma 4.1. Let $\left[D_{k}\right] \in \mathrm{Ch}^{1}(\mathbf{H}), k \geq 1$ be the inverse image of the hyperplane class in $\mathrm{Ch}^{1}\left(P\left(\Lambda^{2 k+1} \mathrm{Sym}^{k} V^{\vee}\right)\right.$ under the contravariant map induced by $\rho_{k}: \mathbf{H} \rightarrow P\left(\Lambda^{2 k+1} \mathrm{Sym}^{k} V^{\vee}\right)$. Then,

$$
\left[D_{k}\right]=k \mathrm{c}_{1}\left(\pi^{*} \mathrm{Q}\right)+\binom{k}{2} \mathrm{c}_{1}\left(O_{E}(1)\right) \quad \text { for } k \geq 1
$$

Proof. Let $L=q^{*}\left(O_{\mathbf{P}^{3}}(1)\right)$. Then $\quad\left[D_{k}\right]=\mathrm{c}_{1}\left(\Lambda^{2 k+1}\left(p_{*}\left(q^{*} O_{\mathbf{P}^{3}}(k)\right)\right)=\mathrm{c}_{1}\left(\operatorname{det}\left(p_{*} L^{\otimes k}\right)\right)\right.$ and $R^{i} p_{*} L^{\otimes k}=R^{i} p_{*}\left(q^{*} O_{\mathbf{P}^{3}}(k)\right)=0$ when $i>0$ and $k \geq 0$. There exist therefore by the RiemannRoch theorem of Grothendieck and Knudsen-Mumford (see [31, theorem 4] and [18, p. 184]) elements $a_{0}, a_{1}, a_{2}=p_{*}\left(c_{1}(L)^{2}\right)$ in $\operatorname{Ch}^{1}(\mathbf{H})$ such that $\mathrm{c}_{1}\left(\operatorname{det}\left(p_{*} L^{\otimes k}\right)\right)=a_{0}+k a_{1}+\left({ }_{2}^{k}\right) a_{2}$ for all $k \geq 0$. In particular, $a_{0}=\mathrm{c}_{1}\left(\operatorname{det}\left(p_{*} O_{\Im}\right)\right)=\mathrm{c}_{1}\left(O_{H}\right)=0$ and $a_{1}=\mathrm{c}_{1}\left(\operatorname{det}\left(p_{*} L\right)\right)=\left[D_{1}\right]$.

To determine $a_{2}=p_{*}\left(c_{1}(L)^{2}\right)$, let $\Lambda \subset \mathbf{P}^{3}$ be a line and $D \subset \mathbf{H}$ be the scheme parameterising all conics $C \subset \mathbf{P}^{3}$ which meet $\Lambda$. Then, $p_{*}\left(c_{1}(L)^{2}\right)=[D](c f .[23, p .167])$ and $a_{2}=c_{1}\left(O_{E}(1)\right)$ as $D$ is given by the vanishing of a global section of $O_{E}(1)$ (cf. [19, 3.2.22]). Finally, as $\rho_{1}=\pi$ we have that $D_{1} \subset$ $\mathbf{H}$ is given by the vanishing of a global section of $\pi^{*} Q$. Hence, $a_{1}=\mathrm{c}_{1}\left(\pi^{*} \mathrm{Q}\right)$, thereby completing the proof.

We shall write $\mathrm{Ch}^{p}(\mathbf{H})$ (resp. $\mathrm{Ch}_{p}(\mathbf{H})$ ) for the Chow group of cycles on $\mathbf{H}$ of codimension $p$ (resp. dimension $p$ ) and $\cup: \mathrm{Ch}^{p}(\mathbf{H}) \times \mathrm{Ch}^{q}(\mathbf{H}) \rightarrow \mathrm{Ch}^{p+q}(\mathbf{H})$ for products in the Chow ring. This gives a natural intersection pairing $\cup: \mathrm{Ch}^{p}(\mathbf{H}) \times \mathrm{Ch}_{p}(\mathbf{H}) \rightarrow \mathrm{Ch}_{0}(\mathbf{H})=\mathbf{Z}$.

Lemma 4.2. Let $X \subset \mathbf{P}^{3}$ be an integral projective surface of degree $d \geq 2$ and $\mathbf{H}_{X} \subset \mathbf{H}$ be the Hilbert scheme of conics on $X$. Let $Y$ be an integral curve on $\mathbf{H}_{X}$ and $F \subset X \times Y$ be the conic bundle surface over Yinduced by the universal family of conics over $\mathbf{H}_{X}$ and $k \geq 1$. Then the following holds.
(a) $\operatorname{dim} \pi(Y)=1$.
(b) The projection $\mathrm{pr}_{1}: F \rightarrow X$ is surjective.
(c) $c_{1}\left(\pi^{*} Q\right) \cup[Y]=[K(Y): K(\pi(Y))] \operatorname{deg} \pi(Y)$.
(d) $c_{1}\left(O_{E}(1)\right) \cup[Y]=[K(F): K(X)] d$.
(e) $\left[D_{k}\right] \cup[Y] \geq k+\binom{k}{2} d$.
(f) $\left[D_{k}\right] \cup[Y] \geq 2 k+\binom{k}{2} d$ unless $Y$ is mapped isomorphically onto a line in $\mathbf{P}^{3 \vee}$ under $\pi$.
(g) Assume that $\mathrm{pr}_{1}: F \rightarrow X$ is birational, $\mathrm{pr}_{2}: F \rightarrow Y$ smooth and that all fibres of $\mathrm{pr}_{2}$ pass through a non-singular point $P$ on $X$. Then there is a finite morphism $\phi: \mathbf{P}^{2} \rightarrow \mathbf{P}^{3}$ of projective degree two which maps $\mathbf{P}^{2}$ birationally onto $X$.

Proof. For (a), we use that the restriction of $\pi$ to $\mathbf{H}_{X}$ is finite and for (b) that $X$ is integral. To prove (c), we interpret $\mathrm{c}_{1}\left(\pi^{*} Q\right) \cup[Y]$ as the number of fibres $C$ of $\mathrm{pr}_{2}: F \rightarrow Y$ whose linear span $\Pi=\langle C\rangle \subset \mathbf{P}^{3}$ contains a given point $P \in \mathbf{P}^{3}$. If $P$ is sufficiently general, these conics will span deg $\pi(Y)$ different planes $\Pi$ and there will be $[K(Y)$ : $K(\pi(Y))$ ] different conics in each plane $\Pi$ parameterised by points on $Y$. This proves (c). To obtain (d), we interpret $c_{1}\left(O_{E}(1)\right) \cup[Y]$ as the number of fibres of $\mathrm{pr}_{2}: F \rightarrow Y$, which meet a given line $L$. If we choose this line general enough, then it will intersect $X$ in $d$ different points and each fibre of $\mathrm{pr}_{2}: F \rightarrow Y$ in at most one point. This proves (d) as there are $[K(F): K(X)]$ fibres of $\mathrm{pr}_{2}: F \rightarrow Y$ passing through a general point on $X$.

To obtain (e) and (f), we apply Lemmas 4.1 and 4.2(a)-(d). Then we get that $\operatorname{deg} \pi(Y) \geq 1$ and

$$
\left[D_{k}\right] \cup[Y]=k[K(Y): K(\pi(Y))](\operatorname{deg} \pi(Y))+\binom{k}{2} d[K(F): K(X)] .
$$

Hence (e) and (f) hold as [ $K(Y): K(\pi(Y))] \operatorname{deg} \pi(Y) \geq 2$ under the hypothesis in (f).
To show (g), let $p_{2}: \tilde{F} \rightarrow \tilde{Y}$ be the base extension of $\mathrm{pr}_{2}$ along the normalisation $\tilde{Y} \rightarrow Y$. Then $\tilde{F}$ is non-singular and the composition $q_{1}: \tilde{F} \rightarrow X$ of $\tilde{F}=F \times_{Y} \tilde{Y} \rightarrow F$ with $\mathrm{pr}_{1}$ birational. There is thus a unique factorisation $q_{1}=\eta_{\circ} p_{1}$ (see [24, p. 91]) through the normalisation $\eta$ : $\tilde{X} \rightarrow X$. Let $\tilde{P}=$ $\eta^{-1}(P)$ and $\tilde{E}=p_{1}^{-1}(\tilde{P})=q_{1}^{-1}(P)$. Then $\tilde{P}$ is non-singular on $\tilde{X}$ and the restriction of $p_{1}$ to $\tilde{F}-\tilde{E}$ quasi-finite as there are only finitely many fibres of $\mathrm{pr}_{2}$ passing through a given point on $X-P$. As $p_{1}: \tilde{F} \rightarrow \tilde{X}$ is birational, we have thus by Zariski's main theorem [24, p. 280], that $p_{1}$ restricts to an isomorphism from $\tilde{F}-\tilde{E}$ to $\tilde{X}-\tilde{P}$ and that $\tilde{X}$ is non-singular.

As $\tilde{P}$ is a fundamental point of $p_{1}^{-1}$, there is a unique morphism $\pi_{1}: \tilde{F} \rightarrow Z$ with $p_{1}=\mu \circ \pi_{1}$ for the blow-up $\mu: Z \rightarrow \tilde{X}$ at $\tilde{P}$ (see [24, p. 411]). $\pi_{1}$ is an isomorphism over $Z-\mu^{-1}(\tilde{P})$ and quasi-finite over $\mu^{-1}(\tilde{P})$ as only finitely many fibres of $\mathrm{pr}_{2}$ pass through an infinitely near point of $P$. Hence $p_{1}$ is isomorphic to the blow-up at $\tilde{P}$ by Zariski's main theorem. As $\tilde{E}$ is a section of the ruled surface $p_{2}: \tilde{F} \rightarrow \tilde{Y}$, there is thus (cf. [24, p. 375]) an isomorphism $\phi_{0}: \mathbf{P}^{2} \rightarrow \tilde{X}$, where the lines through $\phi_{0}^{-1}(\tilde{P})$ are sent to the fibres of $p_{2}$. Hence $\eta_{\circ} \phi_{0}: \mathbf{P}^{2} \rightarrow X$ is finite and birational and its composition $\phi: \mathbf{P}^{2} \rightarrow \mathbf{P}^{3}$ with $X \subset \mathbf{P}^{3}$ of projective degree 2 as it sends lines through $\phi_{0}^{-1}(\tilde{P})$ to conics on $X$.

Lemma 4.3. Let $X \subset \mathbf{P}^{3}$ be an integral projective surface of degree $d \geq 3$ and $\mathbf{H}_{X} \subset \mathbf{H}$ be the Hilbert scheme of conics on $X$. Then the following holds.
(a) If $Y$ is an integral curve on $\mathbf{H}_{X}$ which is mapped isomorphically onto a line on $\mathbf{P}^{3 \vee}$ under $\pi: \mathbf{H} \rightarrow \mathbf{P}^{3 \vee}$, then $\pi(Y)$ is dual to a line in the singular locus of $X$.
(b) If $\operatorname{dim} \mathbf{H}_{X} \geq 2$, then $X$ is a scroll or a Steiner surface of degree 4 with singular locus of $X$ consisting of three possibly coinciding lines.
(c) Suppose that $\operatorname{dim} \mathbf{H}_{X} \geq 2$ and that $X$ is not a scroll. Then there is exactly one component $S$ of $\mathbf{H}_{X}$ of dimension more than one. This component $S$ is an integral rational surface with

$$
\operatorname{deg} \rho_{k}(S)=4 k^{4}+4 k^{3}-2 k^{2}<k^{2}(2 k+1)^{2} \quad \text { for all } k>1
$$

Proof.
(a) Let $L \subset \mathbf{P}^{3}$ be the line dual to $\pi(Y) \subset \mathbf{P}^{3 \vee}$ and $F \subset X \times Y$ be the conic bundle surface over $Y$ in Lemma 4.2. The hypothesis implies that any plane $\Pi \subset \mathbf{P}^{3}$ containing $L$ is spanned by a unique fibre $C$ of $\mathrm{pr}_{2}: F \rightarrow Y$ and hence that the surjective morphism $\mathrm{pr}_{1}: F \rightarrow X$ restricts to an isomorphism from $C \backslash L$ to $(\Pi \cap X) \backslash L$. But this can only occur if $L$ is of multiplicity $\geq 2$ on $\Pi \cap X$ as $\operatorname{deg} C<\operatorname{deg}(\Pi \cap X)$. Hence $L$ must be in the singular locus of $X$ as otherwise it would be simple on $\Pi \cap X$ for some plane $\Pi$ containing $L$.
(b) Suppose that $X$ is not a scroll. There is then a non-singular point $P$ on $X$ not lying on any line on $X$ and thus an integral curve $Y$ on $\mathbf{H}_{X}$ such that all conics parameterised by $Y$ are nonsingular and pass through $P$. As $\mathrm{pr}_{1}: F \rightarrow X$ is birational if $d \geq 3$ by [48, p. 158] we thus conclude from $4.2(\mathrm{~g})$ that $X \subset \mathbf{P}^{3}$ is isomorphic to a birational projection of the Veronese surface $V_{4} \subset$ $\mathbf{P}^{5}$ from a line disjoint from $V_{4}$. Hence $X$ is a Steiner surface of degree 4 with a singular locus of $X$ consisting of three possibly coinciding lines (cf. [48, p. 135]).
(c) Let $\phi: \mathbf{P}^{2} \rightarrow \mathbf{P}^{3}$ be a morphism as in $4.2(\mathrm{~g})$ and $X_{n s}$ be the non-singular locus of $X$. There is then a bijection between lines $\Lambda \subset \mathbf{P}^{2}$ with $\Lambda \cap \phi^{-1}\left(X_{n s}\right) \neq \varnothing$ and conics $C \subset X$ with $C \cap X_{n s} \neq$ $\varnothing$ where $C=\phi(\Lambda)$. These conics will therefore be parameterised by an open subscheme $\Omega$ of $\mathbf{H}_{X}$ isomorphic to an open subsurface of the dual projective plane $\mathbf{P}^{2 \vee}$ and the closure $S$ of $\Omega$ is the only component of $\mathbf{H}_{X}$ of dimension at least two. By the above bijection, there is further one conic on $X$ passing through two given non-singular points on $X$ and this conic is actually parameterized by a point on $\Omega \subset S$.

There are thus 16 conics on $X$ meeting two disjoint lines in $\mathbf{P}^{3}$ which intersect $X$ transversally. By the geometric interpretation of $\mathrm{c}_{1}\left(O_{E}(1)\right)$ in the proof of Lemma 4.1, we have therefore

$$
\begin{equation*}
\mathrm{c}_{1}\left(O_{E}(1)\right) \cup \mathrm{c}_{1}\left(O_{E}(1)\right) \cup[S]=16 . \tag{4.4}
\end{equation*}
$$

Next, let $L \subset \mathbf{P}^{3}$ be a line that intersects $X$ transversally in $P_{1}, P_{2}, P_{3}$ and $P_{4}$. Then a conic $C$ on $X$ will span a plane $\Pi=\langle C\rangle \supset L$ if and only if $C$ passes through two of these points. There are thus altogether six such conics. As $c_{1}\left(\pi^{*} Q\right)$ is the class of all conics on $X$, which span planes through a given point on $\mathbf{P}^{3}$, we have thus that

$$
\begin{equation*}
c_{1}\left(\pi^{*} \mathrm{Q}\right) \cup c_{1}\left(\pi^{*} \mathrm{Q}\right) \cup[S]=6 \tag{4.5}
\end{equation*}
$$

Finally, let $L_{0} \subset \mathbf{P}^{3}$ be a line that intersects $X$ transversally in $P_{1}, P_{2}, P_{3}$ and $P_{4}$ and $P$ be a point in $\mathbf{P}^{3}-L_{0}$, such that the four lines $L_{i}=\left\langle P, P_{i}\right\rangle, 1 \leq i \leq 4$ spanned by $P$ and any of $P_{i}$ intersect $X$
transversally. There are then for each $i$ three conics $C$ on $X$, which contain $P_{i}$ and for which $\langle C\rangle \supset$ $L_{i}$. Hence

$$
\begin{equation*}
c_{1}\left(O_{E}(1)\right) \cup c_{1}\left(\pi^{*} Q\right) \cup[S]=12 \tag{4.6}
\end{equation*}
$$

For $\left[D_{k}\right]=k c_{1}\left(\pi^{*} \mathrm{Q}\right)+\binom{k}{2} c_{1}\left(O_{E}(1)\right)$, we now obtain from (4.4) to (4.6) that

$$
\operatorname{deg} \rho_{k}(S)=\left[D_{k}\right] \cup\left[D_{k}\right] \cup[S]=6 k^{2}+24 k\binom{k}{2}+16\binom{k}{2}^{2}=4 k^{4}+4 k^{3}-2 k^{2}
$$

thereby completing the proof.

Lemma 4.7. Let $X \subset \mathbf{P}^{3}$ be a projective surface of degree $d \geq 2$. Then the Hilbert scheme of conics on $X$ has $O_{d}(1)$ integral components and $\operatorname{deg} \rho_{k}(Y)=O_{d, k}(1)$ for each of these components $Y$.

Proof. See [43, 3.5].

## 5 | RATIONAL POINTS ON THE UNION OF CONICS

In this section, we shall obtain an estimate for the contribution from the conics to $N(X ; B)$ for a family $D_{\lambda} \subset X, \lambda \in \Lambda$ as in Corollary 3.22. We will get crucial savings by using that the rational points are less dense on conics of large height. These savings are especially important if the conics are parameterised by points on a curve or surface of high degree, which is the motivation for the geometric results in Section 4.

We keep the notation in Section 4 such that $\mathbf{H}$ (resp. $\mathbf{H}_{X}$ ) is the Hilbert scheme of conics in $\mathbf{P}^{3}$ (resp. on $X \subset \mathbf{P}^{3}$ ), $V$ is the vector space of linear forms in the homogeneous coordinates $\left(x_{0}, x_{1}, x_{2}, x_{3}\right)$ of $\mathbf{P}^{3}$. We shall also let $\rho_{k}: \mathbf{H} \rightarrow P\left(\Lambda^{2 k+1} \operatorname{Sym}^{k} V^{\vee}\right), k \geq 1$ be the morphism described in Section 4.

The monomials of degree $k$ in $\left(x_{0}, x_{1}, x_{2}, x_{3}\right)$ form a basis of $\operatorname{Sym}^{k} V$ and there is therefore a basis of $\Lambda^{2 k+1} \operatorname{Sym}^{k} V$ consisting of exterior products of $2 k+1$ monomials of degree $k$. Let $H: P\left(\Lambda^{2 k+1}\left(\operatorname{Sym}^{k} V\right)^{\vee}\right)(\mathbf{Q}) \rightarrow \mathbf{R}$ be the standard height function defined by the dual basis. Then $H$ depends only on the homogeneous coordinates $\left(x_{0}, x_{1}, x_{2}, x_{3}\right)$. We let $H_{k}(C)=H\left(\rho_{k}(h)\right), k \geq 1$ for a conic $C \subset \mathbf{P}^{3}$ over $\mathbf{Q}$ parameterised by $h \in \mathbf{H}(\mathbf{Q})$. It can thus be viewed as the height of the projective linear $2 k$-subspace spanned by the image of $C$ under the $k$-fold Veronese embedding of $\mathbf{P}^{3}$.

To compute $H_{k}(C)$, let $F_{j}, 1 \leq j \leq(k+1)(k+2)(k+3) / 6$ be an ordering of the set of monomials in $\left(x_{0}, x_{1}, x_{2}, x_{3}\right)$ of degree $k$ and $\xi_{l}, 1 \leq l \leq 2 k+1$ be quadruples of integers representing rational points on $C$ whose images under the $k$-fold Veronese map span $L_{k}$. Then $H_{k}(C)=M / \Delta$ for the greatest absolute value $M$ of all the $(2 k+1) \times(2 k+1)$-minors of $\left(F_{j}\left(\xi_{l}\right)\right)$ and the greatest common divisor $\Delta$ of these minors.

Lemma 5.1. Let $C \subset \mathbf{P}^{3}$ be a non-singular conic defined over $\mathbf{Q}$. Then,

$$
N(C ; B)=O_{k, \varepsilon}\left(B / H_{k}(C)^{1 /(2 k+1) k}+B^{\varepsilon}\right) \quad \text { for any } k \geq 1 .
$$

Proof. See [43, 4.1(a)].

Lemma 5.2. Let $X \subset \mathbf{P}^{3}$ be a geometrically integral projective surface of degree $d \geq 3$ and $S \subset \mathbf{H}_{X}$ be an integral component. Let $k>1$. Then,
(a) $N\left(\rho_{k}(S) ; R^{\operatorname{deg} \rho_{k}(S)}\right)=O_{d, k}\left(R^{2} \log R+1\right) \quad$ if $\operatorname{dim} S=1$.

and $X$ is not a scroll.

Proof.
(a) For $k>1 \rho_{k}: \mathbf{H} \rightarrow P\left(\Lambda^{2 k+1} \operatorname{Sym}^{k} V^{\vee}\right)$ is a closed immersion into some projective space. Hence $N\left(\rho_{k}(S) ; R^{\operatorname{deg} \rho_{k}(S)}\right)=O_{d, k}\left(R^{2} \log R+1\right)$ by Theorem 1.17 and Lemma 4.7.
(b) By Lemmas 4.3 and $4.7(\mathrm{~b})$, we have $d=4$ and $\operatorname{deg} \rho_{k}(S)=O_{k}(1)$. We now apply Corollary 3.23 to the closed immersion $\rho_{k}: S \subset P\left(\Lambda^{2 k+1} \operatorname{Sym}^{k} V^{\vee}\right)$ and $B=R^{\operatorname{deg}} \rho_{k}(S)^{1 / 2}$. We then obtain a set of $O_{k}\left(R^{3 / 2} \log R+1\right)$ geometrically integral curves $Y_{\gamma}, \gamma \in \Gamma$ of degree $O_{k}(1)$ on $\rho_{k}(S) \subset$ $P\left(\Lambda^{g(k)} \operatorname{Sym}^{k} V\right)$ such that all but $O_{k}\left(R^{3+O_{k}(1 / \log (1+\log R))}\right)$ points of height $\leq B$ lie on one of these curves. It thus only remains estimate the contribution from the curves $Y_{\gamma}, \gamma \in \Gamma$ to $N\left(\rho_{k}(S) ; R^{\operatorname{deg} \rho_{k}(S)^{1 / 2}}\right)$.

By Theorem 1.17 we have that $N\left(Y_{\gamma} ; R^{\operatorname{deg} \rho_{k}(S)^{1 / 2}}\right)<_{k} R^{2 \operatorname{deg} \rho_{k}(S)^{1 / 2} / \operatorname{deg} \rho_{k}\left(Y_{\gamma}\right)} \log R+1$ for all $\gamma \in \Gamma$. By Lemmas 4.2(e), 4.2(f) and 4.3(c), we have further that $\operatorname{deg} \rho_{k}(S)^{1 / 2} / \operatorname{deg} \rho_{k}\left(Y_{\gamma}\right)<$ $(2 k+1) /(2 k-1)$ for all $\gamma \in \Gamma$ and that $\operatorname{deg} \rho_{k}(S)^{1 / 2} / \operatorname{deg} \rho_{k}(Y)<(2 k+1) / 2 k$ if $Y_{\gamma}$ is not mapped isomorphically onto a line in $\mathbf{P}^{3 \vee}$ under $\pi$. By Lemmas 4.3(a) and (b) there are at most three curves $Y \subset S$ that are mapped isomorphically onto lines in $\mathbf{P}^{3 \vee}$ under $\pi$. Therefore,

$$
\sum_{\gamma \in \Gamma} N\left(Y_{\gamma} ; R^{\operatorname{deg} \rho_{k}(S)^{1 / 2}}\right)<_{k}\left(R^{3 / 2} \log R+1\right)\left(R^{2(2 k+1) / 2 k} \log R+1\right)+R^{2(2 k+1) /(2 k-1)} \log R+1
$$

which is acceptable for $k>1$. This completes the proof.
The following result will be used to estimate the contribution from the conics $D_{\lambda} \subset X, \lambda \in \Lambda$ in Corollary 3.22.

Lemma 5.3. Let $X \subset \mathbf{P}^{3}$ be a geometrically integral surface over $\mathbf{Q}$ of degree $d \geq 3$ and $E$ be a set of $O_{d, \varepsilon}\left(B^{f+\varepsilon}\right)$ integral conics over $\mathbf{Q}$ on $X$ for some positive real number $f$. Then the following holds.
(a) $\sum_{C \in E} N(C ; B)=O_{d, f, \varepsilon}\left(B^{1+f-d f / 8+3 \varepsilon}+B^{1+3 \varepsilon}+B^{f+3 \varepsilon}\right)$
if $\operatorname{dim} \mathbf{H}_{X} \leq 1$ or if all conics $C \in E$ are parameterised by points on irreducible components of dimension at most one on $\mathbf{H}_{X}$.
(b) If $\operatorname{dim} \mathbf{H}_{X} \geq 2$ and $X$ is not a scroll, then $d=4$. Further, if $\# E=O_{\varepsilon}\left(B^{3 / 4+\varepsilon}\right)$, then

$$
\sum_{C \in E} N(C ; B)=O_{\varepsilon}\left(B^{43 / 28+2 \varepsilon}\right)
$$

Proof.
(a) By Lemma 4.7 there are $O_{d}(1)$ integral components $Y$ of $\mathbf{H}_{X}$. It it therefore enough to show the lemma in the case where all conics $C$ in $E$ are parameterised by points on an integral
one-dimensional component $Y$ of $\mathbf{H}_{X}$. By Lemma 4.2(e),

$$
\operatorname{deg} \rho_{k}(Y) \geq k+d\binom{k}{2}=(2 k+1) k\left(\frac{d}{4}+\frac{1-3 d / 4}{2 k+1}\right) .
$$

There exists thus for each pair $f>0, \varepsilon>0$ an integer $k=k(f, \varepsilon)$ such that

$$
\begin{equation*}
\operatorname{deg} \rho_{k}(Y) /(2 k+1) k \geq d / 4-2 \varepsilon / f \tag{5.4}
\end{equation*}
$$

Now let $R$ be a real number with $1 \leq R \leq B^{f / 2}$. There are, then, by Lemma 5.2(a) $O_{d, f, \varepsilon}\left(R^{2} B^{\varepsilon}\right)$ conics $C$ with $H_{k}(C)^{1 / \operatorname{deg} \rho_{k}(Y)} \in[R, 2 R]$ and we have by Lemma 5.1 and (5.4) that $N(C ; B)=$ $O_{f, \varepsilon}\left(B R^{2 \varepsilon / f-d / 4}+B^{\varepsilon}\right)$ for each of these conics. The total contribution from these conics is thus $O_{d, f, \varepsilon}\left(B^{1+2 \varepsilon} R^{2-d / 4}+R^{2} B^{2 \varepsilon}\right)$. On summing over dyadic intervals $[R, 2 R]$ which cover $\left[1, B^{f / 2}\right]$, we obtain that the conics with $H_{k}(C)^{1 / \operatorname{deg} \rho_{k}(Y)} \leq B^{f / 2}$ contribute with $O_{d, f, \varepsilon}\left(B^{1+f-d f / 8+3 \varepsilon}+\right.$ $\left.B^{1+3 \varepsilon}+B^{f+3 \varepsilon}\right)$ in total.

For conics with $H_{k}(C)^{1 / \operatorname{deg} \rho_{k}(Y)}>B^{f / 2}$, then $N(C ; B)=O_{d, \varepsilon}\left(B^{1-d f / 8+\varepsilon}+B^{\varepsilon}\right)$ by Lemma 5.1. Therefore, as $\# E=O_{d, \varepsilon}\left(B^{f+\varepsilon}\right)$ we get a total contribution of $O_{d, f, \varepsilon}\left(B^{1+f-d f / 8+2 \varepsilon}+B^{f+2 \varepsilon}\right)$ from these conics $C$, thereby proving (a).
(b) By Lemma 4.3(b), $d=4$. The contribution to $\sum_{C \in E} N(C ; B)$ from conics parameterised by points on components of dimension $\leq 1$ is thus $O_{\varepsilon}\left(B^{1+3 / 8+3 \varepsilon}\right)$ by (a). We may thus assume that all $C \in E$ are parameterised by points on the unique two-dimensional irreducible component $S \subset \mathbf{H}_{X}$ described in Lemma 4.3(c) with $\operatorname{deg} \rho_{k}(S)<(2 k+1)^{2}$ for $k>1$.

Now fix $k>1$ and consider the conics $C \in E$ with $H_{k}(C) \in[R, 2 R]$ for some $R$ with $1 \leq R$ $\leq B^{3 / 14}$. There are $O_{k}\left(R^{7 / 2+1 / k}(\log R)^{2}+1\right)$ such conics by Lemma 5.2(b). We have also by Lemma 5.1 and (5.4) the uniform bound $N(C ; B)=O_{k, \varepsilon}\left(B R^{8 \varepsilon / 3-1}+B^{\varepsilon}\right), k>1$ for each of these conics. The total contribution from these conics is thus $O_{k, \varepsilon}\left(B R^{5 / 2+1 / k+7 \varepsilon / 3}+R^{7 / 2+1 / k+\varepsilon} B^{\varepsilon}\right)$. On summing over $O(\log B)$ dyadic intervals $[R, 2 R]$ which cover $\left[1, B^{3 / 14}\right]$, we get for each $k>$ 1 a total contribution of $O_{k, \varepsilon}\left(B^{43 / 28}+3 / 14 k+\varepsilon / 2\right)$ with $H_{k}(C)^{1 / \rho_{k}(S)^{1 / 2}} \leqslant B^{3 / 14}$.

For conics $C$ with $H_{k}(C)^{1 / \rho_{k}(S)^{1 / 2}}>B^{3 / 14}$, then $N(C ; B)=O_{k, \varepsilon}\left(B^{11 / 14+4 \varepsilon / 7}\right)$ by Lemma 5.1 and (5.4). The total contribution from a set of $O_{\varepsilon}\left(B^{3 / 4}+\varepsilon\right)$ such conics on $X$ is thus $O_{k, \varepsilon}\left(B^{43 / 28+11 \varepsilon / 7}\right)$. Hence, $\sum_{C \in E} N(C ; B)=O_{k, \varepsilon}\left(B^{43 / 28+3 / 14 k+11 \varepsilon / 7}\right)$ for all $k>1$, which suffices to deduce (b).

## 6 | RATIONAL POINTS ON PROJECTIVE SURFACES

The aim of this section is to prove Theorems 0.5-0.9. The following result improves upon theorem 0.1 in [43] and theorem 7 in [27].

Theorem 6.1. Let $X \subset \mathbf{P}^{n}$ be a geometrically integral surface over $\mathbf{Q}$ of degree d. Let $X^{\prime}$ be the complement of the union of all lines on $X$. Then,

$$
N\left(X^{\prime} ; B\right)=O_{d, n, \varepsilon}\left(B^{3 / \sqrt{ } d+\varepsilon}+B^{3 / 2 \sqrt{ } d+2 / 3+\varepsilon}+B^{1+\varepsilon}\right),
$$

unless $d=4$ and there is a two-dimensional family of conics on $X$. Then

$$
N\left(X^{\prime} ; B\right)=O_{n, \varepsilon}\left(B^{43 / 28+\varepsilon}\right) \quad \text { and } \quad N\left(X^{\prime} ; B\right)=O_{X}\left(B^{3 / 2}\right)
$$

Proof. We first prove the theorem when $n=3$. If $d \leq 2$, then $X^{\prime}=\varnothing$. We may and shall therefore assume that $d \geq 3$. There exists by Corollary 3.22 a set of $\# \Gamma=O_{d, n}\left(B^{3 / 2} \sqrt{ } d \log B+1\right)$ geometrically integral curves $C_{\gamma}, \gamma \in \Gamma$ of degree $O_{d}(1)$ such that all but $O_{d, n}\left(B^{3 / \sqrt{ } d+O_{d, n}(1 / \log (1+\log B))}\right.$ ) rational points in $X(\mathbf{Q} ; B)$ lie on one of these curves. As $N\left(C_{\gamma} ; B\right)=O_{d, n}\left(B^{2 / 3} \log B+1\right)$ for the curves $C_{\gamma}, \gamma \in \Gamma$ of degree $\geq 3$ (see Theorem 1.17), there are thus $O_{d, n}\left(B^{3 / 2} \sqrt{ } d+2 / 3(\log B)^{2}+1\right)$ points in $X(\mathbf{Q} ; B)$, which lie on one of these curves.

To estimate the contribution from the conics, we apply Lemma 5.3 with $f=3 / 2 \sqrt{ }$ d. If $\operatorname{dim} \mathbf{H}_{X}$ $\leq 1$, then we conclude from 5.3a) that there are $O_{d, \varepsilon}\left(B^{1+3 / 2 \sqrt{ } d-3 \sqrt{ } d / 16+\varepsilon}+B^{1+\varepsilon}\right)$ points in the set $X(\mathbf{Q} ; B)$, which lie on one of the conics $C_{\gamma}$. The total contribution from all $C_{\gamma}, \gamma \in \Gamma$ of degree $\geq 2$ to $N\left(X^{\prime} ; B\right)$ is thus acceptable, thereby proving the theorem when $n=3$ and $\operatorname{dim} \mathbf{H}_{X} \leq 1$.

If $\operatorname{dim} \mathbf{H}_{X} \geq 2$, then by 5.3b) there are $O_{\varepsilon}\left(B^{43 / 28+\varepsilon}\right)$ points in $X(\mathbf{Q} ; B)$, which lie on one of the conics $C_{\gamma}$. As $d=4$ (see Lemma 4.3), we have thus that $N\left(X^{\prime} ; B\right)=O_{\varepsilon}\left(B^{43 / 28+\varepsilon}\right)$ for such surfaces. To establish the last assertion, we use the existence (see the proof of Lemma 4.3(c)) of a finite morphism $\phi: \mathbf{P}^{2} \rightarrow \mathbf{P}^{3}$ of projective degree 2 which maps $\mathbf{P}^{2}$ birationally onto $X$. Then $H(y)^{2} \ll_{X}$ $H(\phi(y))$ for all $y \in \mathbf{P}^{2}(\mathbf{Q})$ (see [46, p. 15]. Hence $X(\mathbf{Q} ; B) \cap \phi\left(\mathbf{P}^{2}(\mathbf{Q})\right) \ll_{X} B^{3 / 2}$. To get that $N\left(X^{\prime} ; B\right)$ $=O_{X}\left(B^{3 / 2}\right)$ it now only remains to that apply Theorem 1.17 to the components of a closed set $T \subset$ $X$ such that $\phi$ maps $\mathbf{P}^{2}-\phi^{-1}(T)$ isomorphically onto $X-T$.

To prove the theorem when $n>3$, we use a projection $\lambda: \mathbf{P}^{n} \backslash \Lambda \rightarrow \mathbf{P}^{3}$ from a linear projective (n-4)-plane $\Lambda \subset \mathbf{P}^{n}$ not intersecting $X$. By [12, Section 3] we may choose this morphism $\lambda$ such that $Z=\lambda(X) \subset \mathbf{P}^{3}$ is of degree $d$ with at most $d$ points in $X$ over each point of $Z$ and such that there is a constant $c_{0}=O_{d, n}(1)$ such that $H(\lambda(x)) \leq c_{0} H(x)$ for all rational points $x$ on $\mathbf{P}^{n} \backslash \Lambda$. By [43, 8.1d] we may further assume that there exists a proper closed subscheme $T$ of $Z$ such that $X \backslash \lambda^{-1}(T)$ is isomorphic to $Z \backslash T$ under $\lambda$ and such that $T \subset \mathbf{P}^{3}$ is given by $O_{d, n}(1)$ equations of degree $O_{d, n}(1)$. Therefore, $\lambda$ maps $\left(X^{\prime}-\lambda^{-1}(T)\right)(\mathbf{Q} ; B)$ injectively into $Z^{\prime}\left(\mathbf{Q} ; c_{0} B\right)$. By the Bézout theorem in [19, theorem 8.4.6] we have further that the sum of the degrees of the irreducible components of $T$ is bounded in terms of $d$ and $n$. It follows that this is also true for $\lambda^{-1}(T)$ such that $N\left(X^{\prime} \cap \lambda^{-1}(T) ; B\right)=O_{d, n}(B)$ by Theorem 1.17. Hence as Theorem 6.1 holds for $Z \subset \mathbf{P}^{3}$, we conclude that it also holds for $X \subset \mathbf{P}^{n}$.

Remark 6.2. If $d=3,4$ or 5 , then we get that $N\left(X^{\prime} ; B\right)=O_{n, \varepsilon}\left(B^{3 / \sqrt{ } d+\varepsilon}\right)$ unless $d=4$ and $\operatorname{dim} \mathbf{H}_{X} \geq 2$.

Theorem 6.3. Let $X \subset \mathbf{P}^{3}$ be a non-singular surface over $\mathbf{Q}$ of degree $d$ and let $U$ be the complement of the union of curves of degree $\leq d-2$ on $X$. Then,

$$
N(U ; B)=O_{d}\left(B^{3 / \sqrt{ } d}(\log B)^{4}+1\right)
$$

Proof. The result is known when $d \leq 2$ (see [27, theorem 2] for a sharper result when $d=2$ ). We may thus assume that $d \geq 3$. Let $D_{\lambda} \subset X, \lambda \in \Lambda$ be a set of $O_{d}\left(B^{3 / 2} \sqrt{ } d \log B+1\right)$ geometrically integral curves $D_{\lambda} \subset X, \lambda \in \Lambda$ of degree $O_{d}(1)$ as in Corollary 3.22. Then,

$$
N\left(X-\bigcup_{\lambda \in \Lambda} D_{\lambda} ; B\right)=O_{d}\left(B^{3 \sqrt{ } d}(\log B)^{4}+1\right)
$$

To estimate the contribution to $N(U ; B)$ from the curves $D_{\lambda}$, we apply Theorem 1.17. Then we get $N\left(D_{\lambda} ; B\right)=O_{d}\left(B^{2 /(d-1)} \log B+1\right)$ for curves $D_{\lambda}$ of degree at least $d-1$. The total contribution from
the curves $D_{\lambda}, \lambda \in \Lambda$ to $N(U ; B)$ is thus $O_{d}\left(B^{3 / 2} \sqrt{ } d+2 /(d-1)(\log B)^{2}+1\right)$, which is acceptable for $d \geq$ 4. When $d=3$, we get $O\left(B^{\sqrt{3 / 2}+2 / 3}(\log B)^{2}+1\right)$ in total from the curves $D_{\lambda}$ of degree $\geq 3$ and for the conics $D_{\lambda}$ we get $O_{\varepsilon}\left(B^{1+\sqrt{3} / 2-3 \sqrt{3} / 16+\varepsilon}+B^{1+\varepsilon}\right)$ in total by Lemma 5.3(a) as $\operatorname{dim} \mathbf{H}_{X} \leq 1$. This gives the desired bound for $N(U ; B)$ when $d=3$, thereby completing the proof.

Corollary 6.4. Let $X \subset \mathbf{P}^{3}$ be a non-singular surface over $\mathbf{Q}$ of degree $d$. Then,

$$
N\left(X^{\prime} ; B\right)=O_{d}\left(B^{3 / \sqrt{ } d}(\log B)^{4}+B\right)
$$

Proof. It is proved in [14] that there are $O_{d}(1)$ curves of degree $\leq d-2$ on $X$. The result thus follows from Theorems 6.3 and 1.17.

Corollary 6.5. Let $\mathbf{a}=\left(a_{0}, a_{1}, a_{2}, a_{3}\right)$ be a quadruple of rational numbers different from zero and $n_{a, d}(B)$ be the number of primitive integer solutions in the region $\max \left(\left|x_{0}\right|, \ldots,\left|x_{3}\right|\right) \leq B$ to the equation

$$
a_{0} x_{0}^{d}+a_{1} x_{1}^{d}+a_{2} x_{2}^{d}+a_{3} x_{3}^{d}=0
$$

with $a_{0} x_{0}^{d}+a_{j} x_{j}^{d} \neq 0$ for $j=1,2,3$.
Then,

$$
n_{a, d}(B)=O_{d}\left(B^{3 / \sqrt{ } d}(\log B)^{4}+1\right)
$$

Proof. The case $d=1$ is trivial and the case $d=2$ follows from [27, theorem 2]. So let $d \geq 3$ and $X \subset \mathbf{P}^{3}$ be the surface over $\mathbf{Q}$ defined by the equation $a_{0} x_{0}^{d}+a_{1} x_{1}^{d}+a_{2} x_{2}^{d}+a_{3} x_{3}^{d}=0$. Then it is known (see [16, Example 2.5.3(a)] or Theorem 9.4 below) that there are $3 d^{2}$ lines on $X$ and that their union is defined by the equation $\left(a_{0} x_{0}^{d}+a_{1} x_{1}^{d}\right)\left(a_{0} x_{0}^{d}+a_{2} x_{2}^{d}\right)\left(a_{0} x_{0}^{d}+a_{3} x_{3}^{d}\right)=0$. It thus suffices to prove that $N\left(X^{\prime} ; B\right)=O_{d}\left(B^{3 / \sqrt{d}}(\log B)^{4}+1\right)$.

There are $O_{d}(1)$ curves of degree $\leq d-2$ on $X$ (see [14]). We thus get the assertion from Theorem 6.3 provided we can prove that $N(C ; B)=O_{d}\left(B^{3 / \sqrt{ } d}(\log B)^{4}+1\right)$ for any curve $C$ on $X$ of degree $\delta$ with $2 \leq \delta \leq d-2$. But is shown in Theorem 9.4 below that $\delta \geq(d+1) / 3$ for any curve which is not a line. Hence $N(C ; B)=O_{d}\left(B^{6 /(d+1)} \log B\right)$ by Theorem 1.17, which is acceptable for $d \geq 3$. This finishes the proof.

Theorem 6.6. Let $X \subset \mathbf{P}^{4}$ be a non-singular complete intersection of two hypersurfaces of degree $d_{1}$ and $d_{2}$ and let $U$ be the complement of the union of all curves of degree at most $d_{1}+d_{2}-3$ on $X$. Let $d=d_{1} d_{2}$. Then,

$$
N(U ; B)=O_{d, \varepsilon}\left(B^{3 / \sqrt{ } d+\varepsilon}\right)
$$

Proof. If $d_{1}=1$ or $d_{2}=1$, then $X \subset \mathbf{P}^{4}$ is given by equations $a_{0} x_{0}+\cdots+a_{4} x_{4}=G\left(x_{0}, \ldots, x_{4}\right)=0$ where some $a_{i} \neq 0$. If $a_{4} \neq 0$, then $G\left(x_{0}, \ldots, x_{3},-\left(a_{0} / a_{4}\right) x_{0} \cdots-\left(a_{3} / a_{4}\right) x_{3}\right)$ is a form in $\left(x_{0}, \ldots, x_{3}\right)$ which defines a non-singular surface $\tilde{X} \subset \mathbf{P}^{3}$ of degree $d=d_{1}+d_{2}-1=d_{1} d_{2}$. The projection $\alpha$ : $X \rightarrow \tilde{X}$ from $(0,0,0,0,1)$ is an isomorphism, which maps $U$ onto the complement $\tilde{U}$ of all curves of degree at most $d-2$ on $\tilde{X}$ and with $H(\alpha(x)) \leq H(x)$ for $x \in X(\mathbf{Q})$. We have thus by Theorem 6.3 that $N(U ; B) \leq N(\tilde{U} ; B)=O_{d}\left(B^{3 / \sqrt{ } d}(\log B)^{4}+1\right)$. If $d_{1}=d_{2}=2$, then $X$ is a del Pezzo surface of degree 4. It is well-known that there is no two-dimensional family of conics on such a surface. Hence $N(U ; B)=O_{\varepsilon}\left(B^{3 / \sqrt{ } d+\varepsilon}\right)$ by Theorem 6.1.

For the remaining pairs $\left(d_{1}, d_{2}\right)$ we choose a set $\# \Lambda=O_{d}\left(B^{3 / 2} \sqrt{d} \log B+1\right)$ geometrically integral curves $D_{\lambda}, \lambda \in \Lambda$ of degree $O_{d}(1)$ as in Corollary 3.23. Then, all but $O_{d, n}\left(B^{3 / \sqrt{ } d+O_{d, n}(1 / \log (1+\log B))}\right.$ ) rational points in $X(\mathbf{Q} ; B)$ will lie on one of these curves. Moreover, by Theorem 1.17 we have that $N\left(D_{\lambda} ; B\right)=O_{d}\left(B^{2 / \delta} \log B+1\right)$ for curves $D_{\lambda}$ of degree $\geq \delta$. The total contribution from the curves $D_{\lambda}, \lambda \in \Lambda$ of degree $\geq \delta$ is thus $O_{d}\left(B^{3 / 2} \sqrt{d+2 / \delta}(\log B)^{2}+1\right)$, which is acceptable for $\delta \geq 4 \sqrt{ } d / 3$. This completes the proof when $d=d_{1} d_{2} \geq 8$, since then $\operatorname{deg} D_{\lambda} \geq d_{1}+d_{2}-2 \geq 4 \sqrt{ } d / 3$ for all curves $D_{\lambda}$ with $U \cap D_{\lambda} \neq \varnothing$.

We now treat the remaining case $\left\{d_{1}, d_{2}\right\}=\{2,3\}$. The total contribution from the curves $D_{\lambda}$, $\lambda \in \Lambda$ of degree $\geq 4$ is then $O_{\varepsilon}\left(B^{3 / 2} \sqrt{6+2 / 4+\varepsilon}\right)$, which is acceptable. If $\operatorname{deg} D_{\lambda}=3$, then $D_{\lambda}$ is contained in a hyperplane $H \subset \mathbf{P}^{4}$ and either a non-singular twisted cubic in $H$ or a plane cubic [22, proposition 18.9]. The self-intersection number $\left(D_{\lambda} . D_{\lambda}\right)=2 p_{a}\left(D_{\lambda}\right)-2$ (see Ex. II.8.4(c) and Ex.V.1.3 in [24]) such that $\left(D_{\lambda} . D_{\lambda}\right)=-2$ for a twisted cubic. We may therefore apply the Hilbert scheme arguments in [14] and conclude that there are only $O(1)$ non-singular twisted cubics on $X$. The total contribution from these cubics is thus $O_{\varepsilon}\left(B^{2 / 3} \log B+1\right)$ by Theorem 1.17.

Let $Q \subset \mathbf{P}^{4}$ be the unique quadric containing $X$. Any plane cubic $C$ on $X$ will span a plane $\Pi \subset Q$. Hence $X$ can only contain a plane cubic when $Q$ is singular. Also, as $X$ is non-singular, the vertex $v$ of $Q$ must then be a point outside $X$. By projecting from $v$, we obtain a morphism $h: X \rightarrow Q^{\prime}$ to a non-singular quadric in $\mathbf{P}^{3}$, which maps the integral plane cubics on $X$ onto lines on $Q^{\prime}$. These lines are the fibres of two morphisms $g_{i}: Q^{\prime} \rightarrow \mathbf{P}^{1}, i=1,2$ and any plane cubic on $X$ is therefore a fibre of one of the two morphisms $f_{i}=g_{i} h$ to $\mathbf{P}^{1}$. By [24, III.10.7] the set $S$ of points $s \in \mathbf{P}^{1}(\mathbf{C})$ such that $X_{s}=X \times_{\mathbf{P}^{1}} k(s)$ is singular is finite and by [2, III.11.4] we have that $\chi\left(X_{\mathrm{C}}\right)=\sum_{s \in S} \chi\left(X_{s}\right)$ with all $\chi\left(X_{s}\right) \geq 0$. Hence as $\chi\left(X_{s}\right) \geq 1$ for integral and singular fibres (cf. [20, p. 508]), we conclude that there are at most $\chi\left(X_{\mathrm{C}}\right)$ such fibres of $f_{i}$. The Euler-characteristic $\chi\left(X_{\mathrm{C}}\right)$ $=24$ as $X$ is a K3-surface (cf. pp. 590-592 in [20]). There are thus at most 48 singular plane cubics on $X$ and they contribute with $O_{\varepsilon}\left(B^{2 / 3} \log B+1\right)$ to $N(X ; B)$.

To count points on the non-singular plane cubics, we choose a birational projection $\beta: X \rightarrow \mathbf{P}^{3}$ as in [12, Section 3] and apply the arguments that we used for the conics in the proof of Theorem 6.1. Then $\operatorname{deg} \beta(X)=6$ and all but $O(1)$ plane cubics on $X$ are mapped isomorphically onto plane cubics on $\beta(X)$. There exists also a constant $c_{0}$ such that $N\left(D_{\lambda} ; B\right) \leq N\left(\beta\left(D_{\lambda}\right) ; c_{0} B\right)$ for all these cubics. It is thus enough to prove that the sum of $N\left(\beta\left(D_{\lambda}\right) ; c_{0} B\right)$ over all non-singular plane cubics $\beta\left(D_{\lambda}\right)$ is of order $O_{\varepsilon}\left(B^{3 / \sqrt{ } 6+\varepsilon}\right)$. By [41, 1.8], we have $N(C ; B)=O_{\varepsilon}\left(\left(B / H(\Pi)^{1 / 3}\right)^{2 / 3+\varepsilon}+1\right)$ for a non-singular cubic $C$ on a plane $\Pi \subset \mathbf{P}^{3}$. The planes $\Pi_{\lambda} \subset \mathbf{P}^{3}$ spanned by the cubics $\lambda\left(D_{\lambda}\right)$ are images of planes on $Q$ and hence parameterised by a one-dimensional subscheme of bounded degree of the dual space $\mathbf{P}^{3 \vee}$. There are thus by Theorem $1.17 O\left(R^{2}\right)$ such planes $\Pi_{\lambda}$ of height $H(\Pi) \leq 2 R$ for $R$ $\geq 1$. The contribution from the non-singular cubics spanning planes of height $H(\Pi) \in[R, 2 R]$ is therefore $O_{\varepsilon}\left(B^{2 / 3+\varepsilon} R^{16 / 9}+R^{2}\right)$ and if we cover $\left[1, B^{3 / 4} \sqrt{6}\right]$ by $O(\log B)$ dyadic intervals $[R, 2 R]$, then we get $O_{\varepsilon}\left(B^{2 / 3}+4 / 3 \sqrt{6}+2 \varepsilon\right)$ in total. If $H(\Pi) \geq B^{3 / 4} \sqrt{6}$, then $N(C ; B)=O_{\varepsilon}\left(B^{2 / 3-1 / 6 \sqrt{6}+\varepsilon}\right)$ which gives $O_{\varepsilon}\left(B^{2 / 3+4 / 3 \sqrt{6}+2 \varepsilon}\right)$ in total as \# $\Lambda=O_{\varepsilon}\left(B^{3 / 2 \sqrt{6}+\varepsilon}\right)$. The contribution to $N(X ; B)$ from the cubics is thus $O_{\varepsilon}\left(B^{2 / 3+4 / 3 \sqrt{6}+2 \varepsilon}\right)$, which is acceptable. This completes the proof.

Corollary 6.7. Let $X \subset \mathbf{P}^{4}$ be a non-singular complete intersection of two hypersurfaces of degree $d_{1}$ and $d_{2}$ and $d=d_{1} d_{2}$. Then,

$$
N\left(X^{\prime} ; B\right)=O_{d, \varepsilon}\left(B^{3 / \sqrt{ } d+\varepsilon}+B\right) .
$$

Proof. It is proved in [5, lemma 12] that there are $O_{d}(1)$ curves of degree $\leq d_{1}+d_{2}-3$ on $X$. The result therefore follows from Theorems 6.6 and 1.17.

## 7 | INTEGRAL POINTS ON AFFINE SURFACES AND THE DIMENSION GROWTH CONJECTURE FOR PROJECTIVE VARIETIES

In this section, we shall prove Theorems 0.3 and 0.4 . We will use the following notation.
Notation 7.1. Let $X \subset \mathbf{P}^{r+1}$ be a quasi-projective variety over $\mathbf{Q}$.
(a) $S_{1}(X ; B)$ is the set of rational points on $X$ which may be represented by an integral $(r+2)$-tuple $\left(1, x_{1}, \ldots, x_{r+1}\right)$ with $\left|x_{m}\right| \leq B$ for $m \in\{1, \ldots, r+1\}$.
(b) $N_{1}(X ; B)=\# S_{1}(X ; B)$.

Theorem 7.2. Let $X \subset \mathbf{P}^{n}$ be a geometrically integral surface over $\mathbf{Q}$ of degree and $X_{n s}$ be the nonsingular locus of $X$. Let $\mathbf{B}=(1, B, B, B)$. Suppose that the hyperplane $\Pi_{0}$ defined by $x_{0}=0$ intersects $X$ properly. Then there exist a positive constant $c$ bounded solely in terms of d such that the following holds.

There exists for each $B \geq 1$ a set of $O_{d}\left(B^{1 / \sqrt{d}} \log B+1\right)$ geometrically integral curves $D_{\lambda} \subset X, \lambda \in \Lambda$ of degree $O_{d}(1)$ such that $N\left(X_{n s}-\bigcup_{\lambda \in \Lambda} D_{\lambda} ; \mathbf{B}\right)=O_{d}\left(B^{2 / \sqrt{ } d+c / \log (1+\log B)}\right)$.

Proof. If $\mathbf{B}=(1, B, B, B)$, then $V=B^{3}$ and $T=B^{d}$ by the assumption on $\Pi_{0} \cap X$. The theorem therefore follows from Theorem 3.16 applied to the case $\mathbf{B}=(1, B, B, B)$ and for some value of $\varepsilon$ not exceeding $1 / 3 \sqrt{ } d$.

Corollary 7.3. Let $X \subset \mathbf{P}^{3}$ be a geometrically integral surface over $\mathbf{Q}$ of degree d. Suppose that the scheme-theoretic intersection $\Pi_{0} \cap X$ defined is geometrically integral. Then

$$
N_{1}(X ; B)=O_{d, \varepsilon}\left(B^{2 / \sqrt{ } d+\varepsilon}+B^{1+\varepsilon}\right) .
$$

Proof. Let $D_{\lambda} \subset X, \lambda \in \Lambda, c$ and $\mathbf{B}=(1, B, B, B)$ be as in Theorem 7.2. Then,

$$
N_{1}\left(X_{n s} ; \mathbf{B}\right) \leq \sum_{\lambda \in \Lambda} N_{1}\left(D_{\lambda} ; \mathbf{B}\right)+O_{d}\left(B^{2 / \sqrt{ } d+c / \log (1+\log B)}\right)
$$

Further, if $C$ is a geometrically integral space curve of degree $\delta$, then $N_{1}(C ; B)=O_{\delta, \varepsilon}\left(B^{1 / \delta+\varepsilon}\right)$ by the results on affine curves in $[3,38,39]$. We have thus that $N_{1}\left(D_{\lambda} ; B\right)=O_{d, \varepsilon}\left(B^{1 / 2+\varepsilon}\right)$ for any curve $D_{\lambda}, \lambda \in \Lambda$ of degree $>1$. The total contribution to $N_{1}(X ; B)$ from these curves is thus $O_{d, \varepsilon}\left(B^{1 / \sqrt{ } d+1 / 2+\varepsilon}\right)$. Moreover, by proposition 1 in [12] there are $O_{d, \varepsilon}\left(B^{1 / \sqrt{ } d+\varepsilon}+B^{1+\varepsilon}\right)$ points in $S_{1}(X ; B)$ on the union of the curves $D_{\lambda}, \lambda \in \Lambda$ of degree 1 . We have thus shown that $N_{1}\left(X_{n s} ; \mathbf{B}\right)=$ $O_{d, \varepsilon}\left(B^{2 / \sqrt{ } d+\varepsilon}+B^{1+\varepsilon}\right)$.

The singular locus $X_{\text {sing }}$ of $X$ is contained in a union of $O_{d}(1)$ integral curves $D \subset X$ of degree $O_{d}(1)$ with $\# D(\mathbf{Q})=O_{d}(1)$ if $D$ is not geometrically integral (see the proof of Corollary 3.23). We have thus by the above estimates for affine curves that $N_{1}\left(X_{\text {sing }} ; \mathbf{B}\right)=O_{d, \varepsilon}\left(B^{1+\varepsilon}\right)$, which completes the proof.

Theorem 7.4. Let $f\left(y_{1}, y_{2}, y_{3}\right) \in \mathbf{Z}\left[y_{1}, y_{2}, y_{3}\right]$, be a polynomial such that its homogeneous part $h(f)$ of maximal degree is irreducible over $\overline{\mathbf{Q}}$. Let $d=\operatorname{deg} h(f)$ and $n(f ; B)$ be the number of triples
$\mathbf{y}=\left(y_{1}, y_{2}, y_{3}\right)$ of integers such that $y_{1}, y_{2}, y_{3} \in[-B, B]$ and $f(\mathbf{y})=0$. Then,

$$
\begin{array}{ll}
n(f ; B)=O_{d, \varepsilon}\left(B^{1+\varepsilon}\right) & \text { if } d \geq 4 \\
n(f ; B)=O_{\varepsilon}\left(B^{2 / \sqrt{ } 3+\varepsilon}\right) & \text { if } d=3 .
\end{array}
$$

Proof. Let $F\left(x_{0}, x_{1}, x_{2}, x_{3}\right)=x_{0}^{d} f\left(x_{1} / x_{0}, x_{2} / x_{0}, x_{3} / x_{0}\right)$ and $X \subset \mathbf{P}^{3}$ be the surface over $\mathbf{Q}$ defined by $F$. Then $\Pi_{0} \cap X$ and $X$ are geometrically integral since $h(f)$ and hence also $f$ is irreducible over $\overline{\mathrm{Q}}$. It is clear from the definitions that $N_{1}(X ; B)=n(f ; B)$. The result is therefore just a reformulation of Corollary 7.3.

Remark. Theorem 0.3 follows from Theorem 7.4 and [12, proposition 8].

The following result gives an almost complete answer to the dimension growth conjecture (Conjecture 0.2) of Heath-Brown and improves upon the previous results in [12, 42].

Theorem 7.5. Let $X \subset \mathbf{P}^{n}$ be a geometrically integral projective variety of degree $d$ and dimension $r$ defined over $\mathbf{Q}$. Then,

$$
\begin{array}{ll}
N(X ; B)=O_{d, n, \varepsilon}\left(B^{r+\varepsilon}\right) & \text { if } d \geq 4 \\
N(X ; B)=O_{n, \varepsilon}\left(B^{r-1+2 / \sqrt{ } 3+\varepsilon}\right) & \text { if } d=3
\end{array}
$$

Proof. Use Theorem 7.4 and [12, theorem 2].

Remark. The birational projection argument in [12, section 3] implies that Conjecture 0.2 holds for projective varieties of degree $d$ as soon as it holds for projective hypersurfaces of degree $d$. Conjecture 0.2 is thus known to be true for varieties of degree 2 [27, theorem 2] and for varieties of dimension at most 3 by [27, theorem 5], [27, theorem 9], [6] and [9, theorem 3]. It was first shown for non-singular hypersurfaces by Browning and Heath-Brown [11, theorem 1].

Castryck et al. [13] have recently been able to remove the $B^{\varepsilon}$-factor in Theorem 7.5 when $d \geq 5$ and there is also now a sharper bound $N(X ; B)=O_{n, \varepsilon}\left(B^{r+1 / 7+\varepsilon}\right)$ for $d=3$ (see [45]).

## 8 | INTEGRAL AND RATIONAL POINTS ON CUBIC HYPERSURFACES

The aim of this section is to prove the dimension growth conjecture for projective cubic hypersurfaces and thereby obtain a proof of Theorem 0.1 for all projective geometrically integral varieties over $\mathbf{Q}$ of degree $d \geq 2$.

The main new ingredient (see Theorem 8.11) will be an estimate for cubic polynomials $f \in$ $\mathbf{Q}\left[y_{1}, \ldots, y_{n}\right]$ where the homogeneous cubic part $h(f)$ vanishes on a two-dimensional affine linear subspace over $\mathbf{Q}$. As we will not require uniformity of the implicit constants, we may and shall assume that $h(f)$ vanishes on the linear subspace defined by $y_{3}=\cdots=y_{n}=0$. The homogenisation $F\left(x_{0}, \ldots, x_{n}\right)=x_{0}^{3} f\left(x_{1} / x_{0}, \ldots, x_{n} / x_{0}\right)$ of $f$ is then a cubic form over $\mathbf{Q}$ which will vanish on the line
$\Lambda \subset \mathbf{P}_{\mathbf{Q}}^{n}$ defined by $x_{0}=x_{3}=\cdots=x_{n}=0$. It will thus have an expansion

$$
\begin{equation*}
F=L_{11} x_{1}^{2}+2 L_{12} x_{1} x_{2}+L_{22} x_{2}^{2}+2 Q_{1} x_{1}+2 Q_{2} x_{2}+C, \tag{8.1}
\end{equation*}
$$

where $L_{11}, L_{12}, L_{22}, Q_{1}, Q_{2}$ and $C$ are homogeneous polynomials in $\mathbf{Q}\left[x_{0}, x_{3}, \ldots, x_{n}\right]$. There is also a similar expansion of $f\left(y_{1}, \ldots, y_{n}\right)=F\left(1, y_{1}, \ldots, y_{n}\right)$

$$
\begin{equation*}
f=l_{11} y_{1}^{2}+2 l_{12} y_{1} y_{2}+l_{22} y_{2}^{2}+2 q_{1} y_{1}+2 q_{2} y_{2}+c \tag{8.2}
\end{equation*}
$$

where $l_{11}, l_{12}, l_{22}, q_{1}, q_{2}, c \in \mathbf{Q}\left[y_{3}, \ldots, y_{n}\right]$ are the polynomials obtained from $L_{11}, L_{12}, L_{22}, Q_{1}, Q_{2}$ and $C$ by letting $x_{0}=1$ and $x_{i}=y_{i}$ for $i=3, \ldots, n$.

Lemma 8.3. Let $F \in \mathbf{Q}\left[x_{0}, x_{1}, \ldots, x_{n}\right]$ be an irreducible cubic form as in (8.1) and suppose that at least one of the forms $L_{11}, L_{12}, L_{22}, Q_{1}, Q_{2}$ does not vanish. Then the closed subset of $\mathbf{A}_{\mathbf{Q}}^{n-2}$ defined by $l_{11}=l_{12}=l_{22}=q_{1}=q_{2}=c=0$ is of codimension at least 2 .

Proof. It follows from the irreducibility of $f$ and (8.2) that the highest common factor $\left(l_{11}, l_{12}, l_{22}, q_{1}\right.$, $\left.q_{2}, c\right)=1$. There is thus no prime ideal in $\mathbf{Q}\left[y_{3}, \ldots, y_{n}\right]$ of height 1 containing the ideal generated by $l_{11}, l_{12}, l_{22}, q_{1}, q_{2}$ and $c$ and hence no irreducible component of codimension 1 in the given closed subset.

Lemma 8.4. Let $F \in \mathbf{Q}\left[x_{0}, x_{1}, \ldots, x_{n}\right]$ be a cubic form as in (8.1) and $X \subset \mathbf{P}_{\mathbf{Q}}^{n}$ be the hypersurface defined by $F$. Let $Y \subset \mathbf{A}_{\mathrm{Q}}^{n}$ be the affine hypersurface with coordinates $y_{i}=x_{i} x_{0}$ for $i=1, \ldots, n$ defined by $f\left(y_{1}, \ldots, y_{n}\right)=F\left(1, y_{1}, \ldots, y_{n}\right)$.

Suppose that the singular locus of $Y$ is of codimension at least 2 in $Y$ and that the line $\Lambda \subset X$ defined by $x_{0}=x_{3}=\cdots=x_{n}=0$ is not contained in the singular locus of $X$. Suppose also that $X$ is not a cone with vertex on $\Lambda$. Then (see (8.2)):

$$
D=\left|\begin{array}{lll}
l_{11} & l_{12} & q_{1} \\
l_{12} & l_{22} & q_{2} \\
q_{1} & q_{2} & c
\end{array}\right|
$$

does not vanish identically.
Proof. The assertion is equivalent to the assertion that the ternary quadratic form

$$
Q_{\text {gen }}\left(X_{0}, X_{1}, X_{2}\right)=c X_{0}^{2}+2 q_{1} X_{0} X_{1}+2 q_{2} X_{0} X_{2}+l_{11} X_{1}^{2}+2 l_{12} X_{1} X_{2}+l_{22} X_{2}^{2}
$$

defines a non-singular conic in $\mathbf{P}_{K}^{2}$ over $K=\mathbf{Q}\left(y_{3}, \ldots, y_{n}\right)$. To show this, let $p$ : $Y \rightarrow \mathbf{A}_{\mathbf{Q}}^{n-2}$ be the morphism which sends $\left(y_{1}, \ldots, y_{n}\right)$ to $\left(y_{3}, \ldots, y_{n}\right)$. Then, if we apply the theorem of generic smoothness [24, III.10.8] to the restriction of $p$ to the non-singular locus of $Y$, we conclude that any singular point on the generic fibre of $p$ belongs to the singular locus of $Y$. Therefore, as $Y$ is non-singular in codimension 1, the generic fibre of $p$ must be smooth and $X_{0}$ vanish at any singular point $P$ on the conic in $\mathbf{P}_{K}^{2}$ defined by $Q_{\text {gen }}\left(X_{0}, X_{1}, X_{2}\right)$. The ternary quadratic form $Q_{\text {gen }}\left(X_{0}, X_{1}, X_{2}\right)$ is thus non-singular if and only if the binary quadratic form $l_{11} X_{1}^{2}+2 l_{12} X_{1} X_{2}+l_{22} X_{2}^{2}$ is non-singular and $D \neq 0$ if and only if $L_{11} L_{22}-L_{12}^{2} \neq 0$.

If $L_{11} L_{22}-L_{12}^{2}=0$, then there exists a linear form $L \in \mathbf{Q}\left[x_{3}, \ldots, x_{n}\right]$ and rational numbers $\lambda_{i j}$ such that $L_{i j}=\lambda_{i j} L$ for $1 \leq i \leq j \leq 2$. We may thus, when $D=0$, assume that $L_{11}=L_{12}=0$ after a

Q-linear change of coordinates in $x_{1}$ and $x_{2}$. Then (8.1) reduces to:

$$
F=L_{22} x_{2}^{2}+2 Q_{1} x_{1}+2 Q_{2} x_{2}+C .
$$

But for such a form $F$ we cannot have that $L_{22}=0$ since this would imply that $\Lambda \subset \operatorname{Sing} X$. Also, we cannot have that $Q_{1}=0$ since $X$ would then be a cone with vertex $(0,1,0 \ldots, 0)$ on $\Lambda$. Hence if $L_{11}=L_{12}=0$, then $D=-l_{22} q_{1}^{2} \neq 0$. This shows that $D$ cannot vanish identically.

In what follows, we shall say that a line on $X$ is simple if it is not contained in the singular locus of $X$.

Lemma 8.5. Let $F \in \mathbf{Q}\left[x_{0}, x_{1}, \ldots, x_{n}\right]$ be a cubic form form as in (8.1), $X \subset \mathbf{P}_{\mathbf{Q}}^{n}$ be the hypersurface defined by $F$ and $X$ be the line defined by $x_{0}=x_{3}=\cdots=x_{n}=0$. Suppose that $\Lambda$ is disjoint to the singular locus Sing $X$ of $X=0$ or that $\Lambda$ is simple on $X$ and there is more than one geometric point on $\Lambda \cap \operatorname{Sing} X$. Then $L_{11} L_{22}-L_{12}^{2}$ does not vanish identically.

Proof. If $L_{11} L_{22}-L_{12}^{2}=0$, then we may as in the previous proof assume that $L_{11}=L_{12}=0$ and $F=L_{22} x_{2}^{2}+2 Q_{1} x_{1}+2 Q_{2} x_{2}+C$. Then $\Lambda \subseteq$ Sing $X$ when $L_{22}=0$ while $\Lambda \cap \operatorname{Sing} X=\{(0,1,0, \ldots, 0)\}$ when $L_{22} \neq 0$. Hence $L_{11} L_{22}-L_{12}^{2}$ cannot vanish under the given assumptions.

Notation 8.6. $\mathbf{Z}_{B}=\mathbf{Z} \cap[-B, B]$ for $B>1$.
$n(f ; B):=\#\left\{y=\left(y_{1}, \ldots, y_{n}\right) \in \mathbf{Z}_{B}^{n}: f(y)=0\right\}$ for polynomials $f \in \mathbf{Q}\left[y_{1}, \ldots, y_{n}\right]$.
Lemma 8.7. Let $e \geq 0$ and $f(y), y=\left(y_{1}, \ldots, y_{n}\right)$ be a polynomial in $\mathbf{Q}\left[y_{1}, \ldots, y_{n}\right]$ and $g(y)=f(\varphi(y))$ for $a \mathbf{Q}$-linear automorphism $\varphi \in G L_{n}(\mathbf{Q})$. Then $n(f ; B)=O_{f}\left(B^{e}\right)$ if and only if $n(g ; B)=O_{g}\left(B^{e}\right)$.

Proof. This is trivial and left to the reader.

Theorem 8.8. Let $F\left(x_{0}, x_{1}, \ldots, x_{n}\right)$ be an irreducible cubic form over $\mathbf{Q}$ and $X \subset \mathbf{P}_{\mathbf{Q}}^{n}$ be the hypersurface defined by $F$. Let $Y \subset \mathbf{A}_{\mathbf{Q}}^{n}$ be the affine hypersurface with coordinates $y_{i}=x_{i} / x_{0}$ for $i=1, \ldots, n$ defined by $f\left(y_{1}, \ldots, y_{n}\right)=F\left(1, y_{1}, \ldots, y_{n}\right)$ and $Z \subset \mathbf{P}_{\mathbf{Q}}^{n-1}$ be the hypersurface defined by $h(f)\left(x_{1}, \ldots, x_{n}\right)=F\left(0, x_{1}, \ldots, x_{n}\right)$.

Suppose that the following conditions hold.
(i) Y has singular locus of codimension at least 2.
(ii) There is a rational line $\Lambda$ on $Z$, which is disjoint from the singular locus of $X$ or which is simple on $X$ with more than one geometric point of multiplicity 2 on $X$.

Then $n(f ; B)=O_{f, \varepsilon}\left(B^{n-2+\epsilon}\right)$.
Proof. By Lemma 8.7 we may assume that $\Lambda$ is given by $x_{0}=x_{3}=\cdots=x_{n}=0$ and that $F$ has an expansion as in (8.1). We may also assume that $f \in \mathbf{Z}\left[y_{1}, \ldots, y_{n}\right]$ after replacing $F$ by $m F$ for a suitable integer $m$.

Let $f_{b}\left(y_{1}, y_{2}\right)=f\left(y_{1}, y_{2}, b_{3}, \ldots, b_{n}\right)$ for $b=\left(b_{3} \ldots, b_{n}\right) \in \mathbf{Z}_{B}^{n-2}$. Then,

$$
\begin{equation*}
n(f ; B)=\sum_{b \in \mathbf{Z}_{B}^{n-2}} n\left(f_{b} ; B\right) \tag{8.9}
\end{equation*}
$$

where $n\left(f_{b} ; B\right)=\#\left\{\left(y_{1}, y_{2}\right) \in \mathbf{Z}_{B}^{2}: f_{b}\left(y_{1}, y_{2}\right)=0\right\}$.

If $D \neq 0$ (cf. Lemma 8.4) and $L_{11} L_{22}-L_{12}^{2} \neq 0$ at $b \in \mathbf{Z}_{B}^{n-2}$, then $n\left(f_{b} ; B\right)=O_{\varepsilon}\left(B^{\varepsilon}\right)$ by lemma 13 in [12]. The total contribution to the sum in (8.9) from such ( $n-2$ )-tuples is thus $O_{\varepsilon}\left(B^{n-2+\varepsilon}\right)$.

For the remaining $b \in \mathbf{Z}_{B}^{n-2}$ with $f_{b} \neq 0$, we use the trivial estimate $n\left(f_{b} ; B\right)=O(B)$. To estimate the number of such $b$, we first note that by (ii), $X$ cannot be a cone with vertex on $\Lambda$ as there cannot be more than two geometric points on $\Lambda \cap \operatorname{Sing} X$. We may hence apply Lemmas 8.4 and 8.5 and conclude that $D$ and $L_{11} L_{22}-L_{12}^{2}$ do not vanish. There are, therefore, $O_{f}\left(B^{n-3}\right)(n-2)$-tuples $b \in$ $\mathbf{Z}_{B}^{n-2}$ such that $D$ or $L_{11} L_{22}-L_{12}^{2}$ vanishes at $b$. The total contribution to the sum in (8.9) from all $b \in \mathbf{Z}_{B}^{n-2}$ with $f_{b} \neq 0$ and $D\left(L_{11} L_{22}-L_{12}^{2}\right)(b)=0$ is thus $O_{f}\left(B^{n-2}\right)$.

It remains to estimate the contribution from the $(n-2)$-tuples $b \in \mathbf{Z}_{B}^{n-2}$ with $f_{b}=0$. These ( $n-2$ )-tuples lie on an affine variety of dimension $\leq n-4$ (see Lemma 8.3). There are thus $O_{f}\left(B^{n-4}\right)$ such $(n-2)$-tuples and we have $n\left(f_{b} ; B\right) \leq(2 B+1)^{2}$ for such $b$. This gives $O_{f}\left(B^{n-2}\right)$ in total. We have therefore shown that the right-hand side of (8.9) is of order $O_{f, \varepsilon}\left(B^{n-2+\varepsilon}\right)$, thereby completing the proof of Theorem 8.8.

To treat the case when there is a rational line on $Z$ not satisfying 8.8(ii), we apply the following result.

Proposition 8.10. Let $F$ be an irreducible cubic form in $\mathbf{Q}\left[x_{0}, x_{1}, \ldots, x_{n}\right]$ and $X \subset \mathbf{P}_{\mathbf{Q}}^{n}$ be the hypersurface defined by F. Suppose that there is a rational point $P$ of multiplicity two on $X$ such that $x_{0}$ vanishes at $P$ and such that the projective tangent cone of $X$ at $P$ is not a double hyperplane in $T_{P}\left(\mathbf{P}^{n}\right)$ defined by $x_{0}^{2}$. Let $f\left(y_{1}, \ldots, y_{n}\right)=F\left(1, y_{1}, \ldots, y_{n}\right)$. Then $n(f ; B)=O_{f, \varepsilon}\left(B^{n-2+\varepsilon}\right)$.

Proof. We may after a linear coordinate change in $\left(x_{1}, \ldots, x_{n}\right)$ (see Lemma 8.7) assume that $P=$ $(0,1,0, \ldots, 0)$. There are then forms $Q, C$ in $\left(x_{0}, x_{2}, \ldots, x_{n}\right)$ with

$$
F\left(x_{0}, x_{1}, \ldots, x_{n}\right)=x_{1} Q\left(x_{0}, x_{2}, \ldots, x_{n}\right)+C\left(x_{0}, x_{2}, \ldots, x_{n}\right),
$$

where after a further linear coordinate change in $\left(x_{2}, \ldots, x_{n}\right)$ we can suppose that

$$
Q\left(x_{0}, x_{2}, \ldots, x_{n}\right)=x_{2} L\left(x_{0}, x_{2}, \ldots, x_{n}\right)+Q_{1}\left(x_{0}, x_{3}, \ldots, x_{n}\right)
$$

for some linear form $L \neq 0$. We may also after replacing $F$ by $m F$ for a suitable $m \in \mathbf{N}$ assume that $Q$ and $C$ have integer coefficients.

Let $A=\mathbf{Z}\left[x_{0}, x_{3}, \ldots, x_{n}\right]$ and $R \in A$ be the resultant of $Q, C \in A\left[x_{2}\right]$. Then $R$ is the determinant of the Sylvester matrix of $Q$ and $C$ and hence a sextic form in $\left(x_{0}, x_{3}, \ldots, x_{n}\right) . R$ cannot be the zero polynomial as $Q$ and $C$ have no common factor of positive degree for irreducible $F$. By the theory of resultants $R$ belongs to the ideal in $A\left[x_{2}\right]$ generated by $Q$ and $C$.

For $a=\left(a_{3}, \ldots, a_{n}\right) \in \mathbf{Z}^{n-2}$, let $q_{a}\left(y_{2}\right)=Q\left(1, y_{2}, a_{3}, \ldots, a_{n}\right)$ and $c_{a}\left(y_{2}\right)=C\left(1, y_{2}, a_{3}, \ldots, a_{n}\right)$. Then $a_{1} q_{a}\left(a_{2}\right)+c_{a}\left(a_{2}\right)=0$ for any pair $\left(a_{1}, a_{2}\right) \in \mathbf{Z}^{2}$ with $f\left(a_{1}, a_{2}, a_{3}, \ldots, a_{n}\right)=0$. As $r(a):=R\left(1, a_{3}\right.$, $\left.\ldots, a_{n}\right)$ belongs to the ideal of $\mathbf{Z}\left[y_{2}\right]$ generated by $q_{a}\left(y_{2}\right)$ and $c_{a}\left(y_{2}\right)$, we have thus for such $a$ that $q_{a}\left(a_{2}\right) \mid r(a)$. Also, if $a \in \mathbf{Z}_{B}^{n-2}$, then $r(a)=O_{f}\left(B^{6}\right)$. There are, thus, for $a \in \mathbf{Z}_{B}^{n-2}$ with $r(a) \neq 0$ only $O_{f, \varepsilon}\left(B^{\varepsilon}\right)$ possible values for $q_{a}\left(a_{2}\right)$ for $\left(a_{1}, a_{2}\right) \in \mathbf{Z}^{2}$ with $f\left(a_{1}, a_{2}, a_{3}, \ldots, a_{n}\right)=0$.

We may now count the contribution to $n(f ; B)$ from all $\left(y_{1}, \ldots, y_{n}\right)$ with $R\left(1, y_{3}, \ldots, y_{n}\right) \neq 0$ and $y_{2} L\left(1, y_{2}, y_{3}, \ldots, y_{n}\right) \neq 0$. For $a=\left(a_{3}, \ldots, a_{n}\right) \in \mathbf{Z}^{n-2}$, let $f_{a}\left(y_{1}, y_{2}\right)=f_{a}\left(y_{1}, y_{2}, a_{3}, \ldots, a_{n}\right)$ and $l_{a}\left(y_{2}\right)=L\left(1, y_{2}, a_{3}, \ldots, a_{n}\right)$. Then, $y_{2} l_{a}\left(y_{2}\right)=q_{a}\left(y_{2}\right)-Q_{1}\left(1, a_{3}, \ldots, a_{n}\right)$ and $y_{2} l_{a}\left(y_{2}\right)=O_{f}\left(B^{2}\right)$ for $y_{2}$ $\in \mathbf{Z}_{B}$. There are, thus, $O_{f, \varepsilon}\left(B^{\varepsilon}\right)$ possible values of $y_{2}$ for each non-zero value of $y_{2} l_{a}\left(y_{2}\right)$. To conclude, we have therefore shown that there are $O_{F, \varepsilon}\left(B^{2 \varepsilon}\right)$ solutions $\left(y_{1}, y_{2}\right)=\left(a_{1}, a_{2}\right) \in \mathbf{Z}_{B}^{2}$ with
$y_{2} l_{a}\left(y_{2}\right) \neq 0$ to the equation $f_{a}\left(y_{1}, y_{2}\right)=0$ for each $a \in \mathbf{Z}_{B}^{n-2}$ with $r(a) \neq 0$. This gives $O_{f, \varepsilon}\left(B^{n-2+2 \varepsilon}\right)$ $n$-tuples in $\mathbf{Z}_{B}^{n}$ in total with $f=0$ and $y_{2} L\left(1, y_{2}, y_{3}, \ldots, y_{n}\right) R\left(y_{3}, \ldots, y_{n}\right) \neq 0$.

The remaining contribution comes from $n$-tuples in $\mathbf{Z}_{B}^{n}$ which lie on the closed subset $W \subset \mathbf{A}^{n}$ defined by the equations $f=y_{2} L\left(1, y_{2}, y_{3}, \ldots, y_{n}\right) R\left(y_{3}, \ldots, y_{n}\right)=0$. Here $f \notin \mathbf{Q}\left[y_{3}, \ldots, y_{n}\right]$ as $L \neq$ 0 . It is therefore clear from the irreducibility of $f$ that $W$ is of dimension $\leq n-2$. There are thus $O_{f}\left(B^{n-2}\right) n$-tuples in $\mathbf{Z}_{B}^{n}$ which lie on $W$. This completes the proof.

We now come to the most important new result of this section.
Theorem 8.11. Let $F\left(x_{0}, \ldots, x_{n}\right)$ be an irreducible cubic form over $\mathbf{Q}$ and $f\left(y_{1}, \ldots, y_{n}\right)=$ $F\left(1, y_{1}, \ldots, y_{n}\right)$. Let $X \subset \mathbf{P}_{\mathbf{Q}}^{n}$ be the hypersurface defined by $F$ and $Z=H \cap X$ for the hyperplane $H \subset \mathbf{P}_{\mathbf{Q}}^{n}$ defined by $x_{0}=0$. Suppose that the singular locus of $Y=X-Z$ is of codimension at least 2 in $Y$ and that there is a rational line $\Lambda$ on $Z$ with the following properties:
(i) $X$ is not a cone with vertex at a point on $\Lambda$.
(ii) If $\Lambda$ is simple on $X$, then there is no rational point $P \in \Lambda$ of multiplicity two on $X$ for which the projective tangent cone of $X$ at $P$ is a double hyperplane in $T_{P}\left(\mathbf{P}^{n}\right)$ defined by $x_{0}^{2}$.

Then $n(f ; B)=O_{f, \varepsilon}\left(B^{n-2+\varepsilon}\right)$.
Proof. Suppose first that $\Lambda$ is simple on $X$. We may then apply Theorem 8.8 if there is no or more than one singular geometric point on $\Lambda$ and Proposition 8.10 when there is only one singular geometric point on $\Lambda$. It thus only remains to treat the case when $\Lambda$ is a double line on $X$. We may then assume that $\Lambda \subset H$ is given by the equations $x_{3}=\cdots=x_{n}=0$ such that

$$
F\left(x_{0}, x_{1}, \ldots, x_{n}\right)=x_{1} Q_{1}\left(x_{0}, x_{3}, \ldots, x_{n}\right)+x_{2} Q_{2}\left(x_{0}, x_{3}, \ldots, x_{n}\right)+C\left(x_{0}, x_{3}, \ldots, x_{n}\right),
$$

for some forms $Q_{1}, Q_{2}$ and $C$. If now $\lambda_{1} Q_{1}+\lambda_{2} Q_{2}=0$ for $\lambda_{1}, \lambda_{2} \in \mathbf{Q}$, then $\lambda_{1}=\lambda_{2}=0$ since otherwise $X$ would be a cone with vertex on $\left(0, \lambda_{2},-\lambda_{1}, 0, \ldots, 0\right) \in \Lambda$. Therefore, at least one of the quadratic forms $Q_{1}$ or $Q_{2}$ is not divisible by $x_{0}^{2}$, such that we may apply Proposition 8.10 to $P=(0,1,0, \ldots, 0)$ or $P=(0,0,1, \ldots, 0)$. This finishes the proof.

If we combine this theorem with the results in the paper [9] of Browning and Heath-Brown, then we obtain the following general theorem.

Theorem 8.12. Let $G\left(x_{1}, \ldots, x_{n}\right)$ be an absolutely irreducible cubic form over $\mathbf{Q}$. Then, $n(G ; B)=$ $O_{G, \varepsilon}\left(B^{n-2+\varepsilon}\right)$.

Proof. If the hypersurface $Z \subset \mathbf{P}_{\mathbf{Q}}^{n-1}$ defined by $G$ is a cone, then we may assume that its vertex is given by the equation $x_{m+1}=\cdots=x_{n}=0, m<n$ (see Lemma 8.7). Let $G_{0}\left(x_{1}, \ldots, x_{m}\right)=G\left(x_{1}, \ldots\right.$, $\left.x_{m}, 0, \ldots, 0\right)$. Then $G_{0}$ is absolutely irreducible and $n(G ; B) \leq(2 B+1)^{n-m} n\left(G_{0} ; B\right)$. We may and shall therefore assume that the hypersurface $Z$ defined by $G$ is not a cone.

We now use the fact that any non-conical cubic hypersurface of dimension $>3$ is normal (see [33, theorem 3.1]). We may thus apply Theorem 8.11 for non-conical cubic hypersurfaces of dimension $>3$ with a rational line. If on the other hand there is no rational line on $Z$, then the assertion is already known by theorem 2 in [9].

It thus only remains to treat the case when $\operatorname{dim} Z \leq 3$. But then the result is already known thanks to theorems 3 and 9 in [27] and theorem 3 in [9].

Remark. In the case of cubic hypersurfaces with singular locus of codimension $\geq 4$, this result was first obtained by Browning [7] by means of a version of the circle method.

Theorem 8.13. Let $X \subset \mathbf{P}^{m}$ be a projective, geometrically integral, $r$-dimensional variety over $\mathbf{Q}$ of degree $d \geq 2$. Then $N(X ; B)=O_{X, \varepsilon}\left(B^{r+\varepsilon}\right)$.

Proof. It suffices by Theorem 7.5 and the following remark to prove this for varieties of degree 3. It is then proved in [12, section 3] that there exists a finite birational morphism $f: X \rightarrow \mathbf{P}^{r+1}$ over Q which maps $X$ onto a cubic hypersurface $Z$ and a constant $c$ such that $H(f(x)) \leq c H(x)$ for all $x \in X(\mathbf{Q})$. Therefore, as $N(Z ; B)=O_{Z, \varepsilon}\left(B^{r+\varepsilon}\right)$ by Theorem 8.12, we will also have that $N(X, B)=$ $O_{X, \varepsilon}\left(B^{r+\varepsilon}\right)$.

## 9 | CURVES ON FERMAT SURFACES

In this section, we shall study the degrees of curves on Fermat surfaces.
Theorem 9.1. Let $K$ be an algebraically closed field of characteristic 0 and $X \subset \mathbf{P}^{n}$ be the hypersurface given by the equation $a_{0} x_{0}^{d}+\cdots+a_{n} x_{n}^{d}=0$ for an $(n+1)$-tuple $\left(a_{0}, \ldots, a_{n}\right)$ of non-zero elements in K. Let C be a closed integral curve on $X$ of degree $\delta$ and geometric genus $g$ which does not lie on any other hypersurface of degree $d$ defined by a diagonal form $b_{0} x_{0}^{d}+\cdots+b_{n} x_{n}^{d}$. Then the following holds.
(a) $(n+1) \delta(d-(n-1)) \leq n \delta d+n(n-1)(g-1)$.
(b) $(n+1)(d-(n-1)) \leq n d+n(n-1)(\delta-3) / 2$.

Proof.
(a) Let $\Pi \subset \mathbf{P}^{n}$ be the hyperplane defined by the equation $y_{0}+\cdots+y_{n}=0$ and $h: C \rightarrow \Pi$ the morphism which sends $\left(x_{0}, \ldots, x_{n}\right)$ to $\left(y_{0}, \ldots, y_{n}\right)=\left(a_{0} x_{0}^{d}, \ldots, a_{n} x_{n}^{d}\right)$. Let $\pi$ : $C_{1} \rightarrow C$ be the normalization of $C$ and $f=h \pi$. Let $V$ be the $n$-dimensional $K$-subspace of $H^{0}\left(C_{1}, f^{*} \mathrm{O}_{\Pi}(1)\right)$ spanned by $f^{*} y_{i}, i=0, \ldots, n$. For $s \in V \backslash\{0\}$, let $(s)_{0}=\sum_{P} \operatorname{ord}_{P}(s) P$ be its divisor of zeroes. The set $M_{P, V}=\left\{\operatorname{ord}_{P}(s)\right\}_{S} \in V \backslash\{0\}$ consists of $n$ non-negative integers. The ramification sequence $\alpha_{0}(P, V) \leq \alpha_{1}(P, V) \leq \ldots \leq \alpha_{n-1}(P, V)$ of $f: C_{1} \rightarrow \Pi$ at $P \in C_{1}$ is defined by

$$
M_{P, V}=\left\{\alpha_{0}(P, V), 1+\alpha_{1}(P, V), \ldots,(n-1)+\alpha_{n-1}(P, V)\right\} .
$$

By the Plücker formula for $f: C_{1} \rightarrow \Pi \approx \mathbf{P}^{n-1}$ (see (*) in exercise C13 in [1, Ch. I]), we get

$$
\begin{equation*}
\sum_{P \in C_{1}} \sum_{i=0}^{n-1} \alpha_{i}(P, V)=n D+n(n-1)(g-1) \tag{9.2}
\end{equation*}
$$

where $D=\delta d$ is the degree $\sum_{P} \operatorname{ord}_{P}(s)$ of the divisors $(s)_{0}$ of zeroes of $s \in V \backslash\{0\}$.
Let $(t)_{0}=\sum_{P} m_{P} P$ be the divisor of zeroes of $t=\pi^{*}\left(x_{0} \ldots x_{n}\right) \in H^{0}\left(C_{1}, \pi^{*} O_{C}(n+1)\right)$. It is an effective Weil divisor of degree $(n+1) \delta$ on $C_{1}$. To obtain the desired result, it is enough to prove that

$$
\begin{equation*}
\sum_{i=0}^{n-1} \alpha_{i}(P, V) \geq m_{P}(d-(n-1)) \tag{9.3}
\end{equation*}
$$

for closed points $P$ on $C_{1}$. This is clear if $m_{P}=0$, since $\alpha_{i}(P, V) \geq 0$ by definition. If $m_{P} \geq 1$, we reorder $\left(x_{0}, \ldots, x_{n}\right)$ such that $\operatorname{ord}_{P} \pi^{*} x_{n}=0$ and $\operatorname{ord}_{P} \pi^{*} x_{0} \leq \operatorname{ord}_{P} \pi^{*} x_{1} \leq \cdots \leq \operatorname{ord}_{P} \pi^{*} x_{n-1}$. Then, as $\left(f^{*} y_{0}, \ldots, f^{*} y_{n-1}\right)$ is a basis of $V$, we obtain that $\operatorname{ord}_{P} f^{*} y_{i} \leq i+\alpha_{i}(P, V)$ for $i=0, \ldots$, $n-1$. Also, $m_{P}=\operatorname{ord}_{P} \pi^{*} x_{j}+\cdots+\operatorname{ord}_{P} \pi^{*} x_{n-1}$ where $j=\max \left(n-m_{P}, 0\right)$. Hence,

$$
\sum_{i=0}^{n-1} \alpha_{i}(P, V) \geq \sum_{i=j}^{n-1} \alpha_{i}(P, V) \geq \sum_{i=j}^{n-1}\left(\operatorname{ord}_{P} \pi^{*} y_{i}-i\right)=d m_{P}-\sum_{i=j}^{n-1} i \geq m_{P}(d-(n-1))
$$

(b) It suffices by (a) to prove that $2 g-2 \leq \delta(\delta-3)$. If $C$ is a plane curve, then this follows from Exercise I.7.2(a) and Exercise IV.1.8(a) in [24]. If $C$ is not contained in a plane, then we project it birationally to a plane curve $C^{\prime}$ and use that $g(C)=g\left(C^{\prime}\right)$ and $\operatorname{deg} C \leq \operatorname{deg} C^{\prime}$. This completes the proof.

The following theorem improves upon previous results (cf. [28]) on the degrees of curves on Fermat surfaces.

Theorem 9.4. Let $K$ be an algebraically closed field of characteristic 0 and $X \subset \mathbf{P}^{3}$ be the surface given by the equation $a_{0} x_{0}^{d}+a_{1} x_{1}^{d}+a_{2} x_{2}^{d}+a_{3} x_{3}^{d}=0$ for a quadruple $\left(a_{0}, a_{1}, a_{2}, a_{3}\right)$ of non-zero elements in $K$. Then the following holds.
(a) Let $j=1,2$ or 3 . Then the subscheme of $X$ defined by $a_{0} x_{0}^{d}+a_{j} x_{j}^{d}=0$ is a union of $d^{2}$ lines.
(b) Let $d \geq 3$ and $C \subset X$ be a closed integral curve on $X$, which is not one of the $3 d^{2}$ lines described in (a). Then the degree of $C$ is at least $(d+1) / 3$.

Proof. (b) Suppose first that $C$ lies on another surface defined by a diagonal equation $b_{0} x_{0}^{d}+$ $b_{1} x_{1}^{d}+b_{2} x_{2}^{d}+b_{3} x_{3}^{d}=0$. Then the two diagonal forms define a one-dimensional subscheme $Y$ of $\mathbf{P}^{3}$, which is connected (see [24, Exercise II.8.4]). If $b_{i} / a_{i} \neq b_{j} / a_{j}$ for all $0 \leq i<j \leq 3$, then $Y$ is also non-singular. Hence $Y$ is integral and $C=Y$ of degree $d^{2}$ in this case. If $b_{i} / a_{i}=b_{j} / a_{j}=\lambda$ for some $i<j$, then $\left(b_{0}-\lambda a_{0}\right) x_{0}^{d}+\left(b_{1}-\lambda a_{1}\right) x_{1}^{d}+\left(b_{2}-\lambda a_{2}\right) x_{2}^{d}+\left(b_{3}-\lambda a_{3}\right) x_{3}^{d}$ is a binary form $G$ in $x_{k}$ and $x_{l}$ for $k, l \notin\{i, j\}$. We may thus, then, find a linear factor $L$ of $G$, which vanishes on $C$. Moreover, this linear form cannot divide $a_{k} x_{k}^{d}+a_{l} x_{l}^{d}$ as $a_{k} x_{k}^{d}+a_{l} x_{l}^{d} \neq 0$ on $C$. Hence the plane section of $X$ defined by $L$ is integral and $C$ of degree $d$ in this case.

It remains to consider the case where $C$ lies on no other diagonal surface of degree $d$. Then $4(d-2) \leq 3 d+3(\operatorname{deg} C-3)$ by $9.1(\mathrm{~b})$, which is equivalent to the desired assertion.
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