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Abstract
We develop a global version of Heath-Brown’s p-adic
determinant method to study the asymptotic behaviour
of the number N(W; B) of rational points of height at
most B on certain subvarieties W of Pn defined over Q.
The most important application is a proof of the dimen-
sion growth conjecture of Heath-Brown and Serre for
all integral projective varieties of degree d ≥ 2 over Q.
For projective varieties of degree d ≥ 4, we prove a
uniform version N(W; B) = Od,n,ε(Bdim W+ε) of this con-
jecture. We also use our global determinant method to
improve upon previous estimates for quasi-projective
surfaces. If, for example, 𝑋́ is the complement of the
lines on a non-singular surface X ⊂ P3 of degree d,
then we show that 𝑁(𝑋́; 𝐵) = 𝑂𝑑(𝐵3∕

√
𝑑(log 𝐵)4 + 𝐵).

For surfaces defined by forms 𝑎0𝑥𝑑0 + 𝑎1𝑥
𝑑
1
+ 𝑎2𝑥

𝑑
2
+

𝑎3𝑥
𝑑
3
with non-zero coefficients, then we use a new geo-

metric result for Fermat surfaces to show that𝑁(𝑋́; 𝐵) =
𝑂𝑑(𝐵

3∕
√
𝑑(log 𝐵)4) for B ≥ e.

MSC 2020
11D72, 11G35, 14G05, 14G40 (primary)

INTRODUCTION

In this paper, we shall study the number N(W; B) of rational points of height at most B ≥ 1 on
quasi-projective subvarietiesW of Pn defined over Q. The height H(x) of a rational point x onW
will always be given by H(x) = max(|x0|, . . . , |xn|) for a primitive integral (n+1)-tuple (x0,. . . , xn)
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representing x.Wewill use theO and<< notation for functions defined for B≥ 1. If g is a function
from [1,∞) to [0,∞), thenwewriteN(W; B)=O(g(B)) orN(W; B)<< g(B) when there is a constant
C > 0 such that N(W; B) ≤ Cg(B) for all B ≥ 1. The constant C will depend on some parameters,
which we include as indices.
It is trivial to show that N(X; B) = Od,n(Bdim X+1) and this is the best possible upper bound for

projective varieties X ⊂ Pn of degree 1. For integral projective varieties of degree d ≥ 2, one can
obtain a better bound by means of the large sieve. Serre used in his book [46] arguments of S.
Cohen to show that N(X; B) = OX(Bdim X+1/2(log X)) and on p. 178 in [46] he asks if this can be
improved to N(X; B) = OX(Bdim X(log X)c) for some constant c = cX > 0. The main result of this
paper is the following bound conjectured by Serre in [47, p. 27].

Theorem 0.1. Let 𝑋 ⊂ 𝐏𝑛 be an integral projective variety of degree 𝑑 ≥ 2 defined over Q. Then,
𝑁(𝑋; 𝐵) = 𝑂𝑋,𝜀(𝐵

dim𝑋+𝜀).

In the case of hypersurfaces, this was first conjectured by Heath-Brown in [25, p. 227] and later
(see [12]) he went on to formulate the following uniform version of Serre’s conjecture.

Conjecture 0.2. Let 𝑋 ⊂ 𝐏𝑛 be an integral projective variety defined over Q of degree 𝑑 ≥ 2. Then,
𝑁(𝑋; 𝐵) = 𝑂𝑑,𝑛,𝜀(𝐵

dim𝑋+𝜀).

Conjecture 0.2 was shown for hypersurfaces of degree 2 in [27, theorem 2] and for geometrically
integral varieties of degree d = 2 and d ≥ 6 in a paper [12] of Browning, Heath-Brown and the
author. In Section 7, we shall prove the following uniform bounds.

Theorem 0.3. Let 𝑋 ⊂ 𝐏𝑛 be an integral projective variety over Q of degree d. Then,

𝑁 (𝑋; 𝐵) = 𝑂𝑑,𝑛,𝜀
(
𝐵dim𝑋+𝜀

)
𝑖𝑓 𝑑 ≥ 4

𝑁 (𝑋; 𝐵) = 𝑂𝑛,𝜀

(
𝐵dim𝑋−1+2∕

√
3+𝜀

)
𝑖𝑓 𝑑 = 3.

This generalises the result in [42] for varieties of degree d ≥ 4 with finitely many planes of
codimension 1. To deduce Theorem 0.1 fromTheorem 0.3, it remains to establish the non-uniform
bound 𝑂𝑋,𝜖(𝐵dim𝑋+𝜖) for varieties of degree 3. This is done in Section 8 by ad hoc methods, very
different from the methods in the first seven chapters.
If X is integral, but not geometrically integral, then the rational points on Xwill lie on a proper

closed subset consisting of Od.n(1) components of degrees bounded in terms of d and n. It is thus
enough to show Theorem 0.3 in the case where X is geometrically integral. By considering the
affine cone of a suitable birational projection of X onto a hypersurface as in [12], we deduce
Theorem 0.3 from the following result for affine hypersurfaces (see Theorem 7.4).

Theorem 0.4. Let 𝑓(𝑦1, … , 𝑦𝑛) ∈ 𝒁[𝑦1, … , 𝑦𝑛], 𝑛 ≥ 3 be a polynomial such that its homogeneous
part h(f) of maximal degree is irreducible over 𝐐. Let 𝑑 = deg ℎ(𝑓) and 𝑛(𝑓; 𝐵) be the number of
n-tuples 𝐲 = (𝑦1, … , 𝑦𝑛) of integers such that 𝑦1, … , 𝑦𝑛 ∈ [−𝐵, 𝐵] and 𝑓(𝒚) = 0. Then,

𝑛(𝑓; 𝐵) = 𝑂𝑑,𝑛,𝜀
(
𝐵𝑛−2+𝜀

)
𝑖𝑓 𝑑 ≥ 4

𝑛(𝑓; 𝐵) = 𝑂𝑛,𝜀

(
𝐵𝑛−3+2∕

√
3+𝜀

)
𝑖𝑓 𝑑 = 3.
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1094 SALBERGER

It suffices to show Theorem 0.4 when n = 3, thanks to a hyperplane section argument. In the
case where d ≥ 6, this was done in [12]. It is much more difficult to establish the theorem for
affine surfaces of degree d < 6. To do this, we develop a global version of Heath-Brown’s p-adic
determinant method [27]. This global method is considerably more complicated to use than its
local counterpart. But it gives sharper estimates for a number of Diophantine counting problems
and it will also be used to establish the bounds in Theorems 0.5–0.9 for projective surfaces. As the
proofs are very similar, we refer to the discussion of the proofs of those results for an introduction
to the proof of Theorem 0.4 for affine surfaces.
If X ⊂ Pn contains a rational linear subspace of codimension 1, then N(X; B) >>Bdim X. We can

thus not expect a lower growth order than r = dim X for X in Theorem 0.2. To obtain a better
bound, we must count points on the complement 𝑋́ ⊂ X of all (r − 1)-planes on X. In this paper,
we shall use our determinant method and some new geometric results to improve upon previous
bounds for 𝑁(𝑋́; 𝐵) for surfaces.
Let us first state our results for non-singular surfaces.

Theorem 0.5. Let 𝑋 ⊂ 𝐏3 be a non-singular projective surface of degree d defined overQ and U be
the complement of the union of all curves of degree at most 𝑑 − 2 on X. Then,

𝑁(𝑈; 𝐵) = 𝑂𝑑

(
𝐵3∕

√
𝑑(log 𝐵)4 + 1

)
.

Moreover, if 𝑋́ is the complement of the union of all lines on X, then

𝑁(𝑋́; 𝐵) = 𝑂𝑑

(
𝐵3∕

√
𝑑(log 𝐵)4 + 𝐵

)
.

Theorem 0.6. Let 𝑋 ⊂ 𝐏4 be a non-singular complete intersection of two hypersurfaces of degree
𝑑1 and 𝑑2 and let U be the complement of the union of all curves of degree at most 𝑑1 + 𝑑2 − 3 on 𝑋.
Let 𝑑 = 𝑑1𝑑2. Then,

𝑁(𝑈; 𝐵) = 𝑂𝑑,𝜀

(
𝐵3∕

√
𝑑+𝜀

)
.

Moreover, if 𝑋́ is the complement of the union of all lines on X, then

𝑁(𝑋́; 𝐵) = 𝑂𝑑,𝜀

(
𝐵3∕

√
𝑑+𝜀 + 𝐵

)
.

The interest in U comes from the fact that there are Od(1) curves of degree ≤d – 2 on a non-
singular surface X of degree d in P3 and Od(1) curves of degree ≤ d1+d2 – 3 on a non-singular
complete intersection of two hypersurfaces of degree d1 and d2 in P4 (see [14] and [5]).
The estimates in Theorem 0.5 should be compared with the estimates N(U;B) =

Od,ε(B3/√ d + 2/(d − 1) + ε) and 𝑁(𝑋́; 𝐵) = Od,ε(B3/√ d + 2/(d − 1) + ε + B1 + ε) of Heath-Brown [27]
and the estimates in Theorem 0.6 with the estimates 𝑁(𝑈; 𝐵) = 𝑂𝑑,𝜀(𝐵3∕

√
𝑑+2∕(𝑑1+𝑑2−2)+𝜀) and

𝑁(𝑋́; 𝐵) = 𝑂𝑑,𝜀(𝐵
3∕

√
𝑑+2∕(𝑑1+𝑑2−2)+𝜀 + 𝐵1+𝜀) in [5].

An interesting consequence of Theorem 0.5 is the following uniform estimate for diagonal
surfaces, which is sharper than the bound in [28, theorem 13].

Corollary 0.7. Let𝑋 ⊂ 𝐏3 be the surface given by the equation 𝑎0𝑥𝑑0 + 𝑎1𝑥
𝑑
1
+ 𝑎2𝑥

𝑑
2
+ 𝑎3𝑥

𝑑
3
= 0 for

a quadruple (𝑎0, 𝑎1, 𝑎2, 𝑎3) of rational numbers different from zero. Let 𝑋́ ⊂ 𝑋 be the open subset
for which 𝑎𝑖𝑥𝑑𝑖 + 𝑎𝑗𝑥

𝑑
𝑗
≠ 0 𝑓𝑜𝑟 𝑎𝑙𝑙 0 ≤ 𝑖 < 𝑗 ≤ 3.
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COUNTING RATIONAL POINTS ON PROJECTIVE VARIETIES 1095

Then,

𝑁 (𝑋́; 𝐵) = 𝑂𝑑

(
𝐵3∕

√
𝑑(log 𝐵)4 + 1

)
.

We shall also study singular surfaces. The following result improves upon theorem 7 in [27].

Theorem 0.8. Let 𝑋 ⊂ 𝐏𝑛 be a geometrically integral projective surface of degree d defined overQ.
Then,

𝑁(𝑋́; 𝐵) = 𝑂𝑑,𝑛,𝜀

(
𝐵3∕

√
𝑑+𝜀 + 𝐵3∕2

√
𝑑+2∕3+𝜀 + 𝐵1+𝜀

)
,

unless 𝑑 = 4 and there is a two-dimensional family of conics on X. In that case

𝑁(𝑋́; 𝐵) = 𝑂𝑛,𝜀
(
𝐵43∕28+𝜀

)
𝑎𝑛𝑑

𝑁(𝑋́; 𝐵) = 𝑂𝑋(𝐵
3∕2).

It is not surprising that the exponent 3/√d occurs in the above estimates. If X ⊂ Pn is the √d-
fold Veronese embedding of P2 for a perfect square d, then X is of degree d in Pn andN(U; B)>>U
B3/√d for any dense open subset U of X.
The most important ingredient in the proofs of Theorems 0.5–0.8 is the following result.

Theorem 0.9. Let 𝑋 ⊂ 𝐏𝑛 be a geometrically integral projective surface of degree d defined over Q
and 𝐵 ≥ 1. Then there exists a set of 𝑂𝑑,𝑛(𝐵3∕2

√
𝑑 log 𝐵 + 1) geometrically integral curves of degree

𝑂𝑑(1) on X such that the following holds.

(a) If 𝑛 = 3 and𝑋 is non-singular, then all but𝑂𝑑(𝐵3∕
√
𝑑(log 𝐵)4 + 1) rational points of height≤ 𝐵

on 𝑋 lie on one of these curves.
(b) In general, there exists a constant 𝑐 > 0 depending only on d and n such that all but

𝑂𝑑,𝑛(𝐵
3∕

√
𝑑+𝑐∕ log(1+log 𝐵)) rational points of height ≤ B lie on one of these curves.

The function f(B)= Bc/log(1+log B) on (1,∝) extends to a continuous function on [1,∝) with f(1)=
ec and f(B)=Oc,ε(Bε) for all ε> 0. Wemay thus replaceOd,n(B3/√d+c/log(1+log B)) byOd,n,ε(B3/√d+ε)
in (b).
We now present the main ideas behind the proofs of the uniform bounds for surfaces in Theo-

rems 0.5–0.9. To describe the proof of the bounds in Theorem 0.5 for non-singular surfaces in P3,
let us first recall two basic results of Heath-Brown [27] (see theorems 14 and 5).

Theorem0.10. Let𝑋 ⊂ 𝐏𝑟+1 be a geometrically integral projective hypersurface of degree d defined
over Q. Then there exists for all 𝜀 > 0, 𝐵 ≥ 1 a set of 𝑂𝑑,𝑟,𝜀(𝐵(𝑟+1)∕𝑑

1∕𝑟+𝜀) hypersurfaces 𝑌𝑖 ⊂ 𝐏𝑟+1 of
degree 𝑂𝑑,𝜀(1) not containing X such that all rational points of height ≤ 𝐵 on X lie on one of these
hypersurfaces.

Theorem 0.11. Let 𝑍 ⊂ 𝐏3 be an integral curve of degree δ defined over Q. Then 𝑁(𝑍; 𝐵) =
𝑂𝛿,𝜀(𝐵

2∕𝛿+𝜀).

From Theorems 0.10 and 0.11 it follows immediately (see [27, theorem 11]) that N(U; B) =
Od,ε(B3/√d+2/(d−1)+ε) for non-singular surfaces X ⊂ P3 of degree d.
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1096 SALBERGER

The following result was first presented in a talk at the Max-Planck institute 2002.

Theorem 0.12. Let𝑋 ⊂ 𝐏𝑟+1 be a geometrically integral projective hypersurface of degree d overQ.
Then there exists for 𝐵 ≥ 1 a hypersurface Y of degree 𝑂𝑑,𝑟,𝜀(𝐵(𝑟+1)∕𝑟𝑑

1∕𝑟+𝜀), not containing X such
that all rational points of height ≤ 𝐵 on X lie on Y.

ToproveTheorem0.12,weuse our global version ofHeath-Brown’s p-adic determinantmethod.
The main difference is that we consider congruences between integral coordinates of the rational
points of height ≤ B for (almost) all primes up to order 𝐵(𝑟+1)∕𝑟𝑑1∕𝑟+𝜀 instead of just one prime of
order 𝐵(𝑟+1)∕𝑟𝑑1∕𝑟+𝜀 as in [27, theorem 14].
For surfaces X of degree d, there is thus an auxiliary surface Y ⊂ P3 of degree Od,ε(B3/2√d+ε),

with X⊄Y such that all rational points of height ≤ B on X lie on Y. If the implicit constant
k = k(δ, ε) in 0.11 were of order Oδ,ε(δ2+ε), then Theorem 0.5 would follow. But no one has been
able to prove this in spite of the recent progress in [13].
Instead, we deduce Theorem 0.5 from Theorem 0.9(a) and a slight refinement of Theorem 0.11.

For cubic surfaces,we need also amethod based onHilbert schemes from [43] to dealwith the con-
tribution from the conics in Theorem 0.9. To prove Theorem 0.9 in its turn, we use the following
result, which is shown by combining the techniques in the proofs of Theorems 0.10 and 0.12.

Theorem 0.13. Let 𝑋 ⊂ 𝐏𝑟+1 be a geometrically integral hypersurface over 𝐐 of degree d
and 𝐵 ≥ 1. Let Ω = {𝑝1, … , 𝑝𝑡} be (a possibly empty) set of primes and Pi be a non-singular
𝐅𝑝𝑖 -point on 𝑋𝑝𝑖 for each 𝑖 ∈ {1, … , 𝑡}. Let 𝑞𝑡 = 𝑝1 …𝑝𝑡 if 𝑡 ≥ 1 with 𝑞𝑡 = 1 if 𝑡 = 0. Then there
is a hypersurface 𝑌(𝑃1, … , 𝑃𝑡) ⊂ 𝐏𝑟+1 over 𝐐 of degree 𝑂𝑑,𝑟(𝑞−1𝐵(𝑟+1)∕𝑟𝑑

1∕𝑟
log 𝐵𝑞 + log 𝐵𝑞 + 1)

not containing 𝑋 such that all rational points on 𝑋 of height ≤ 𝐵 which specialise to 𝑃𝑖 for
𝑖 ∈ {1, … , 𝑡} 𝑙𝑖𝑒 𝑜𝑛 𝑌(𝑃1, … , 𝑃𝑡).

Here 𝑋𝑝 ⊂ 𝐏𝑟+1𝐅𝑝
denotes the reduction (mod p) of the scheme-theoretic closure of X in 𝐏𝑟+1

𝐙
. If

Ω is empty then we recover Theorem 0.12 while the case where Ω consists of a single prime of
order 𝐵(𝑟+1)∕𝑟𝑑1∕𝑟+𝜀 is related to a statement in [27] used to establish Theorem 0.10.
We now sketch the proof of Theorem 0.9(a). Full details will be given in Section 3. We first

use Siegel’s lemma to reduce to the case where X is defined by a primitive integral form F of
discriminantΔ=Od(Bk), where k> 0 only depends ond. Let p1< p2 < . . . be the sequence of primes
not dividing Δ and u be the index for which (p1. . .pu)/pu < eB3/2√d ≤ p1. . .pu. Then u< pu =Od(1+
log B) and qu = p1. . .pu = Od(B3/2√d log B+1).
We now apply Theorem 0.13 for r = 2 and the sets Ωt = {p1,. . . , pt} of the first t primes of this

sequence for t ∈ {0,. . . , u}. Let x be a rational point on X of height ≤ B and (P1,. . . , Pu) be the list
of the specialisations of x to 𝐅𝑝𝑖 -points on 𝑋𝑝𝑖 for i ∈ {1,. . . ,u}. Let Y(P1,. . . , Pt), 0 ≤ t ≤ u be the
surface in Theorem 0.13 and Dx be an irreducible component of X ∩ Y(∅) containing x.
There are two cases.

Case I: Dx ⊆ Y(P1,. . . , Pu)
Case II: There exists t ∈ {0,. . . ,u−1} such that Dx ⊆ Y(P1,. . . , Pt) but Dx ⊄ Y(P1,. . . , Pt+1).

In case I, Dx ⊆ X ∩ Y(P1,. . . , Pu) and deg Dx ≤ d(deg Y(P1,. . . , Pu)) = Od(1 + log B). There are at
most d(deg Y(∅))=Od(B3/2√dlog B+1) such curves Dx. One may now show (see Lemma 3.13 and
Theorem 3.16) that the total contribution from the curves Dx with 1 <<d deg Dx <<d 1 + log B is
acceptable by applying the determinant method to each of these curves.
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COUNTING RATIONAL POINTS ON PROJECTIVE VARIETIES 1097

In case II, x belongs to Dx ∩ Y(P1,. . . , Pt + 1), which is of codimension 2 in X. There are thus by
the theorem of Bézout [19, 8.4] at most deg Dx deg Y(P1,. . . , Pt + 1) rational points on Dx ∩ Y(P1,. . . ,
Pt + 1) and at most d(deg Y(P1,. . . , Pt))(deg Y(P1,. . . , Pt + 1)) rational points on X, lying on different
irreducible components of X ∩ Y(P1,. . . , Pt) and X ∩ Y(P1,. . . , Pt + 1).
By Theorem 0.13 we have that deg 𝑌(𝑃1, … , 𝑃𝑡+𝑖) = 𝑂𝑑(𝑞−1𝑡+1𝐵

3∕2
√
𝑑(log 𝐵)2−𝑖 + log 𝐵 + 1) for

𝑖 = 0, 1. We now sum over all (t + 1)-tuples (P1,. . . , Pt + 1) for 𝑡 ∈ {0, … , 𝑢 − 1}. This will give
Od(B3/√d(log B)4 + 1) rational points as there are 𝑂𝑑(𝑞2𝑡+1) sequences (P1,. . . , Pt + 1) and 𝑞2𝑡+1 =
𝑂𝑑(𝐵

3∕
√
𝑑(log 𝐵)2 + 1). This completes our description of how to deduce Theorem 0.9(a) from

Theorem 0.13. The proof of Theorem 0.9(b) is similar although somewhat more complicated.
We shall in fact in Theorem 3.16 prove a theorem for projective surfaces, which is more general

than Theorem 0.9 for n = 3. This result is a consequence of a “main lemma” 3.2 for projective
r-dimensional hypersurfaces, which concerns the set𝑋(𝐐; 𝐵0, … , 𝐵𝑟+1) of rational points that can
be represented by integral (r + 2)-tuples (x0,. . . , xr + 1) in the region |xm| ≤ Bm, m ∈ {0,. . . , r + 1}.
This generalisation is used to prove Theorem 0.4 for surfaces. We then apply Lemma 3.2 to the
case when B0 = 1 and B1 = B2 = B3 = B.
The proofs of Theorem 0.6 and Theorem 0.8 resemble the proof of Theorem 0.5. For some sur-

faces, we use again the method with Hilbert schemes in [43] to deal with the contribution from
the conics which appear in Theorem 0.9. To obtain Theorem 0.7 from Theorem 0.6, we also use
the new result (see Theorem 9.4) that there are no curves of degree < (d + 1)/3 apart from the
obvious lines on a non-singular Fermat surface of degree d.
The central technical result of the paper is thus Lemma 3.2. It is an improvement of the impor-

tant theorem 14 in [27]. In this paper we shall only apply it for surfaces, although there are
interesting applications to varieties of higher dimensions. For some applications of Theorem 0.9
to threefolds, see [44].
Here is a short description of the contents of the sections. In Section 1, we construct auxiliary

hypersurfaces containing X(Q; B0,. . . , Br + 1). In case B0 = ⋯ = Br + 1 = B, we get Theorem 0.12.
In Section 2, we generalise this to subsets of X(Q; B0,. . . , Br + 1) satisfying congruence con-
ditions. In particular, when B0 = ⋯ = Br + 1 = B, we obtain Theorem 0.13. In Section 3, we
prove the central technical results discussed above and deduce Theorem 0.9. In Section 4, we
study the geometry of the Hilbert scheme of conics on a surface in P3 by means of the rela-
tive Riemann–Roch theorem of Knudsen–Mumford. These results are used in Section 5 to count
the rational points on the conics which may appear when we apply Theorem 0.9. In Section
6, we prove Theorems 0.5–0.8 and in Section 7 we establish Theorems 0.3 and 0.4. In Section
8, we prove Theorem 0.1 for the remaining class of varieties of degree 3. Finally, in Section 9,
we show a result on the degrees of curves on Fermat surfaces, which we need for the proof
of Corollary 0.7 in Section 6. This section is purely geometric and independent of the previous
sections.
The first version of this paper appeared around 2010 and this version is almost identical to a

version from 2011 except that we have added references to some later papers, which were influ-
enced by this paper.Walsh [50] andCastryck, Cluckers, Dittman andNguyen [13] havemanaged to
remove logB- andBε-factors in some of the estimates here. The latter paper contains precise results
on how the implicit constants depend on the degree of the variety. There is also a recent paper by
Paredes and Sasyk [36] devoted to the dimension growth conjecture for projective varieties over
arbitrary global fields.
For other applications of the global determinant method the reader may consult the papers of

Browning [8] and Xiao [50].
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1098 SALBERGER

1 A NEWVERSION OF THE DETERMINANTMETHOD

In this section, we shall describe a new global version of Heath-Brown’s p-adic determinant
method in which we make simultaneous use of congruence modulo all small primes. The main
goal is to prove Theorem 1.2. To formulate the theorem, we shall need the following notation
which will be used throughout the paper. In the sequel, a hypersurface X in Pr + 1 will mean an
equi-dimensional closed subscheme of codimension 1.

Notation 1.1. Let X ⊂ Pr + 1 be a hypersurface over Q and F(x0 , . . . , xr + 1) ∈ Q[x0 , . . . , xr + 1] be a
form which defines X. Let B0 , . . . , Br + 1 ∈ R ≥ 1. Then,

(i) X(Q; B0 , . . . , Br + 1) is the set of rational points on Xwhich may be represented by an integral
(r + 2)-tuple (x0 , . . . , xr + 1) with |xm| ≤ Bm form ∈ {0 , . . . , r + 1}. If B0 =⋯ = Br+1 = B, then
we denote this set by X(Q; B).

(ii) N(X; B0 , . . . , Br + 1) = #X(Q; B0 , . . . , Br + 1) and N(X; B) = #X(Q; B).
(iii) V = B0 . . .Br + 1.
(iv) 𝑇 = max{𝐵𝑓0

0
…𝐵

𝑓𝑟+1
𝑟+1

}with themaximum taken over all (r+ 2)-tuples (f0 , . . . , fr + 1) for which
the corresponding monomial 𝑥𝑓0

0
…𝑥

𝑓𝑟+1
𝑟+1

occur in F(x0 , . . . , xr + 1) with non-zero coefficient.

Theorem 1.2. Let 𝑋 ⊂ 𝐏𝑟+1 be a geometrically integral hypersurface of degree d defined over
Q and let (𝐵0, … , 𝐵𝑟+1) ∈ 𝐑𝑟+2≥1

. Then there exists a hypersurface 𝑌 ⊂ 𝐏𝑟+1 over Q of degree

𝑂𝑑,𝑟((𝑉∕𝑇
1∕𝑑)

1∕𝑟𝑑1∕𝑟
log𝑉 + 1) which contains 𝑋(𝐐; 𝐵0, … , 𝐵𝑟+1), but which does not contain X.

In particular, if 𝐵0 =⋯ = 𝐵𝑟+1 = 𝐵, then there exists a hypersurface 𝑌 ⊂ 𝐏𝑟+1 over Q of degree
𝑂𝑑,𝑟(𝐵

(𝑟+1)∕𝑟𝑑1∕𝑟 log 𝐵 + 1) which contains X(Q; B), but which does not contain X.

Beforewe give the proof of the theorem,we first prove some lemmas.We shall use the following
notation.

Notation 1.3.

(i) Ξ is the scheme-theoretic closure of the hypersurface 𝑋 ⊂ 𝐏𝑟+1
𝐐

in 𝐏𝑟+1
𝐙
.

(ii) 𝑋𝑝 = Ξ×𝐙𝐅𝑝 for a prime p.
(iii) μP is the multiplicity of the Fp-point P on Xp.
(iv) np = ∑P μP where P runs over all Fp-points P on Xp.

There is always a primitive form F(x0 , . . . , xr + 1) ∈ Z[x0 , . . . , xr + 1] which defines𝑋 ⊂ 𝐏𝑟+1𝐐
and

we have then thatΞ=Proj(Z[x0 , . . . , xr + 1]/(F)) andXp =Proj(Fp[x0 , . . . , xr + 1]/(Fp)) for the image
Fp of F in Fp[x0 , . . . , xr + 1].

Lemma 1.4. Let 𝑋 ⊂ 𝐏𝑟+1 be as in 1.2 and p be a prime. Let 𝝃 1, … , 𝝃 𝑠 be primitive (𝑟 + 2)-tuples of
integers representing integral points on Ξ. Let 𝐹1, … , 𝐹𝑠 be forms in (𝑥0, … , 𝑥𝑟+1) with integer coef-
ficients and Δ = det(𝐹𝑗(𝝃 𝑙)) be the determinant of the 𝑠 × 𝑠-matrix 𝑀 = (𝐹𝑗(𝜉𝑙))1 ≤ 𝑗, 𝑙 ≤ 𝑠. Then
there exists a non-negative integer𝑁 ≥ 𝑟!1∕𝑟(𝑟∕(𝑟 + 1))𝑠1+1∕𝑟∕𝑛𝑝

1∕𝑟 + 𝑂𝑑,𝑟(𝑠) such that 𝑝𝑁|Δ.
Proof. Let P be an Fp-point on Xp and sP = #IP for the subset IP ⊆ {1,. . . ,s} of indices l
such that ξl + pZr + 2 represents P. Then, by [42, 2.5], there exists a non-negative integer
𝑁𝑃 = (𝑟!∕𝜇𝑃)

1∕𝑟(𝑟∕(𝑟 + 1))𝑠
1+1∕𝑟
𝑃

+ 𝑂𝑑,𝑟(𝑠𝑃) such that 𝑝𝑁𝑃 | det(A) for each sP×sP-submatrix A of

 1460244x, 2023, 4, D
ow

nloaded from
 https://londm

athsoc.onlinelibrary.w
iley.com

/doi/10.1112/plm
s.12508 by Statens B

eredning, W
iley O

nline L
ibrary on [13/04/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



COUNTING RATIONAL POINTS ON PROJECTIVE VARIETIES 1099

Mwith second indices l in IP. If we apply this to all Fp-points P on Xp and use Laplace expansion,
then we get that pN |Δ for N = ∑P NP = r!1/r(r/(r + 1))∑P sP1 + 1/r/μP1/r + Od,r(s). By Hölder’s

inequality,
∑
𝑃 𝑠𝑃 ≤ (

∑
𝑃 𝜇𝑃)

1∕(𝑟+1)(
∑
𝑃 𝑠

1+1∕𝑟
𝑃

∕𝜇
1∕𝑟
𝑃
)
𝑟∕(𝑟+1)

. Hence,
∑
𝑃 𝑠

1+1∕𝑟
𝑃

∕𝜇
1∕𝑟
𝑃

≥ 𝑠1+1∕𝑟∕𝑛
1∕𝑟
𝑝

and 𝑁 =
∑
𝑃 𝑁𝑃 ≥ 𝑟!1∕𝑟(𝑟∕(𝑟 + 1))𝑠1+1∕𝑟∕𝑛

1∕𝑟
𝑝 + 𝑂𝑑,𝑟(𝑠), which finishes the proof. □

Lemma 1.5. If 𝑋𝑝 is geometrically integral, then 𝑛
1∕𝑟
𝑝 ∕𝑝 − 1 = 𝑂𝑑,𝑟(𝑝

−1∕2).

Proof. Let Xp,sing be the singular locus of Xp. Then the sum of the degrees of the irreducible
components of Xp,sing is bounded in terms of d and r by the theorem of Bézout (see [19, 8.4]).
Hence, by [32, lemma 1], we have #Xp,sing(Fp) = Od,r(pr−1) and ∑P (μP –1) ≤ (d − 1)#Xp,sing(Fp) =
Od,r (pr−1). As #Xp(Fp) = pr + Od,r(pr−1/2) by [32, theorem 1], we thus find that np /pr –1 =
Od,r(p−1/2). To complete the proof, use the inequality |𝛼1∕𝑟 − 1| ≤ |𝛼 − 1| for 𝛼 = 𝑛𝑝∕𝑝𝑟 ≥ 0. □

Notation 1.6.

(a) Letm = (m0, . . . ,mr + 1) be an (r+ 2)-tuple of non-negative integers. Then, deg(m) =m0 +⋯
+mr + 1. Also, if 𝑥 = (𝑥0, … , 𝑥𝑟+1), then 𝑥𝑚 = 𝑥

𝑚0
0
…𝑥

𝑚𝑟+1
𝑟+1

.
(b) If X ⊂ Pr + 1 is a hypersurface overQ defined by a primitive form 𝐹(𝑥0, … , 𝑥𝑟+1) =

∑
𝑎𝑚𝑥

𝑚 in
𝐙[𝑥0, … , 𝑥𝑟+1], then H(X) =max |𝑎𝑚|.

Lemma 1.7. Let𝑋 ⊂ 𝐏𝑟+1 be an integral hypersurface overQ of degree d. Then one of the following
two statements holds.

(a) There exists a projective Q-hypersurface Y ⊂ Pr + 1 of degree d different from X which contains
𝑋(𝐐; 𝐵0, … , 𝐵𝑟+1).

(b) 𝐻(𝑋) = 𝑂𝑑,𝑟(𝑉𝜃) where 𝜃 = (𝑑 + 𝑟 + 1)!∕(𝑑 − 1)!(𝑟 + 1)!.

Proof. This is proved in [27, theorem 4] for r = 1 and the same argument may be used to prove
Lemma 1.7 for r > 1.

Lemma 1.8. Let d be a positive integer and let𝑚 = (𝑚0,… ,𝑚𝑟+1) run over all (𝑟 + 2)-tuples of non-
negative integers with deg(𝑚) = 𝑑. Then there exists a finite set of universal formsΦ1(𝑎𝑚), … ,Φ𝑡(𝑎𝑚)
in 𝑎𝑚 with integer coefficients with the following property. Whenever the variables 𝑎𝑚 take values in
a field K, then the form

𝐹(𝑥0, … , 𝑥𝑟+1) =
∑

𝑎𝑚𝑥
𝑚

is absolutely irreducible over K if and only if Φ𝑖(𝑎𝑚) ≠ 0 in K for some 𝑖 ∈ {1, … , 𝑡}.

Proof. Let Hk be the Hilbert scheme of hypersurfaces of degree k in Pr+1 and νk: Hk × Hd-k →

Hd, k ∈ {1, . . . , d – 1} be the morphism obtained by multiplying forms of degree k and d – k. Then
𝐹(𝑥0, … , 𝑥𝑟+1) =

∑
𝑎𝑚𝑥

𝑚 has a factor over K of degree k if and only if the corresponding K-point
on Hd belongs to νk(Hk × Hd − k). Also, as Hk × Hd − k is a projective scheme, νk(Hk × Hd − k)
must be a closed subset ofHd by the main theorem of elimination theory. The union of all images
νk(Hk × Hd − k), k ∈ {1, . . . , d − 1} is thus a closed subset of Hd defined by a finite set of forms
Ф1(am), . . . , Фt(am) over Z such that F is reducible over K if and only if all Фi(am) = 0 in K. This
completes the proof. □
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1100 SALBERGER

Lemma 1.9. Let 𝑋 ⊂ 𝐏𝑟+1 be a geometrically integral hypersurface over Q of degree d and
(𝐵0, … , 𝐵𝑟+1) ∈ 𝐑

𝑟+2
≥1

. Then one of the following two statements holds.

(a) There exists a projective Q-hypersurface Y ⊂ Pr + 1 of degree d different from X which contains
𝑋(𝐐; 𝐵0, … , 𝐵𝑟+1).

(b) The product πX of all primes where Xp is not geometrically integral satisfies log 𝜋𝑋 = 𝑂𝑑,𝑟(1 +
log𝑉).

Proof. Let F(x0 , . . . , xr + 1) = ∑ am xm be an integral primitive form defining X and Ф1(am), . . . ,
Фt(am) be the values of the universal forms in Lemma 1.8 of the coefficients am of F. Then Фi(am)
≠ 0 for some i ∈ {1, . . . , t} as X is geometrically integral. Also, by applying Lemma 1.8 to Fp and
K = Fp for the prime factors p of Фi(am), we obtain that πX is a factor of Фi(am). But the degree
D of Фi is bounded in terms of d and r. Hence, if H(X) = Od,r(Vθ) for some θ = Od,r(1), then there
exists ψ = Od,r(1) such that Фi(am) = Od,r(Vψ). Therefore, by Lemma 1.7, we conclude that log πX
≤ log |Фi(am)| <<d,r 1 + log V if (a) does not hold. This completes the proof. □

Lemma 1.10. Let π > 1 be an integer and p run over all prime factors of π. Then,∑
𝑝|𝜋 log 𝑝∕𝑝 ≤ log log 𝜋 + 2.

Proof. Wemay and shall assume that π is square-free. Letm be a positive integer such thatm ≤ π
and vp(n) be the highest integer such that 𝑝

𝑣𝑝(𝑛)|𝑛. We then have (cf. [49, pp. 13–14]):
𝑚

∑
𝑝|𝜋 log 𝑝∕𝑝 −

∑
𝑝|𝜋 log 𝑝 ≤

∑
𝑝|𝜋 𝑣𝑝(𝑚!) log 𝑝 ≤

∑
𝑝≤𝜋

𝑣𝑝(𝑚!) log 𝑝 = log𝑚! ≤ 𝑚 log𝑚,

∑
𝑝|𝜋 log 𝑝∕𝑝 ≤ log𝑚 + (1∕𝑚)

∑
𝑝|𝜋 log 𝑝 ≤ log𝑚 + (1∕𝑚) log 𝜋.

To obtain the assertion, letm = [log π] for π > 2. □

Lemma 1.11. Let 𝑋 ⊂ 𝐏𝑟+1 be a hypersurface defined by a form 𝐹(𝑥0, … , 𝑥𝑟+1) of degree d
and V, T be as in 1.1. Let (𝐵0, … , 𝐵𝑟+1) ∈ 𝐑𝑟+2≥1

and 𝜉𝑙 = (𝜉𝑙,0, … , 𝜉𝑙,𝑟+1), 𝑙 ∈ {1, … , 𝑠} be primitive
(𝑟 + 2)-tuples of integers representing rational points in 𝑋(𝐐; 𝐵0, … , 𝐵𝑟+1). Then there exist mono-
mials 𝐹1(𝑥0, … , 𝑥𝑟+1), … , 𝐹𝑠(𝑥0, … , 𝑥𝑟+1) of the same degree 𝑘 = (𝑟!∕𝑑)1∕𝑟𝑠1∕𝑟 + 𝑂𝑑,𝑟(1) such that
no non-trivial linear combination of these forms is divisible by F and such that

log | det(𝐹𝑗(𝝃 𝑙))| ≤ (𝑟!∕𝑑)1∕𝑟𝑠1+1∕𝑟 log(𝑉1∕(𝑟+1)∕𝑇1∕𝑑(𝑟+1)) + 𝑠 log 𝑠 + 𝑂𝑑,𝑟 (𝑠 log𝑉) . (1.12)

Proof. On applying [42, 3.4] in the case of hypersurfaces, n= r+ 1 for the lexicographical ordering
< of the monomials in (x0 , . . . , xr + 1) we obtain:

log | det(𝐹𝑗(𝝃 𝑙))| ≤ (𝑟!∕𝑑)1∕𝑟(𝑟∕(𝑟 + 1))𝑠[𝑠1∕𝑟 log𝑊 + 𝑂𝑑,𝑟(log𝑉)] + 𝑠 log 𝑠, (1.13)

where 𝑊 = (𝐵
𝑎0
0
…𝐵

𝑎𝑟+1
𝑟+1

)
(𝑟+1)∕𝑟 and (a0,. . . ,ar + 1) are the invariants introduced by Broberg

in [5, Section 2]. But as 𝐵𝑎0
0
…𝐵

𝑎𝑟+1
𝑟+1

= (𝑉∕𝑇1∕𝑑)
1∕(𝑟+1) (see [43, 1.4b]), we deduce that

(r /(r + 1)) logW = log (V1/(r + 1)/T1/d(r + 1)), which completes the proof of Lemma 1.11. □
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COUNTING RATIONAL POINTS ON PROJECTIVE VARIETIES 1101

Proof of Theorem 1.2. We may assume that alternative (b) in 1.9 holds. Let π be the product of
all primes p where Xp is not geometrically integral. Then,∑

𝑝|𝜋 log𝑝∕𝑝 ≤ log (1 + log𝑉) + 𝑂𝑑,𝑟(1) (1.14)

by 1.9(b) and 1.10.

Now suppose we are given s ≥ 1 integral primitive (r + 2)-tuples ξl = (ξl,0 , . . . , ξl,r + 1) with
l ∈ {1, . . . , s} such that |ξl,m| ≤ Bm for m ∈ {0, . . . , r + 1} and F(ξl) = 0 for all l. We may then by
Lemma 1.11 findmonomials Fj, 1≤ j≤ s of degree k= (r!/d)1/rs1/r +Od,r(1) such that no non-trivial
linear combination of these forms is divisible by F and such that (1.12) holds. We shall prove that
the determinant det(Fj(ξl)) of this s×s-matrix vanishes if s is large enough.
We first apply Lemma 1.4 to the primes p ≤ s1/r where Xp is geometrically integral and write∑∗
𝑝≤𝑠1∕𝑟

for a sum over these primes. We then obtain a positive factor D of det(Fj(ξl)) which is
relatively prime to π, such that

log 𝐷 ≥ 𝑟!1∕𝑟 (𝑟∕ (𝑟 + 1)) 𝑠1+1∕𝑟
∑∗

𝑝≤𝑠1∕𝑟

(log 𝑝)∕𝑛
1∕𝑟
𝑝 + 𝑂𝑑,𝑟(𝑠)

∑∗

𝑝≤𝑠1∕𝑟

log 𝑝.

The last term is Od,r(s1 + 1/r) since
∑
𝑝≤𝑠1∕𝑟 log 𝑝 = 𝑂(𝑠

1∕𝑟) (see [49, p. 31], for example).
Also, log 𝑝∕𝑛1∕𝑟𝑝 ≥ log 𝑝∕𝑝 if 𝑛

1∕𝑟
𝑝 ≤ 𝑝 and log 𝑝∕𝑛1∕𝑟𝑝 ≥ log 𝑝∕𝑝 − (𝑛

1∕𝑟
𝑝 − 𝑝)(log 𝑝)∕𝑝2 if 𝑛

1∕𝑟
𝑝 ≥

𝑝. Hence, by 1.5 we conclude that log 𝑝∕𝑛1∕𝑟𝑝 ≥ log 𝑝∕𝑝 + 𝑂𝑑,𝑟(log 𝑝∕𝑝
3∕2) for all p where Xp is

geometrically integral. Therefore,
∑∗
𝑝≤𝑠1∕𝑟

log 𝑝∕𝑛
1∕𝑟
𝑝 ≥

∑∗
𝑝≤𝑠1∕𝑟

log 𝑝∕𝑝 + 𝑂𝑑,𝑟(1) and

log𝐷 ≥ 𝑟!1∕𝑟(𝑟∕(𝑟 + 1))𝑠1+1∕𝑟
∑∗

𝑝≤𝑠1∕𝑟

log 𝑝∕𝑝 + 𝑂𝑑,𝑟(𝑠
1+1∕𝑟).

But
∑
𝑝≤𝑠1∕𝑟 log 𝑝∕𝑝 −

∑∗
𝑝≤𝑠1∕𝑟

log 𝑝∕𝑝 ≤ log(1 + log𝑉) + 𝑂𝑑,𝑟(1) by (1.14) and∑
𝑝≤𝑠1∕𝑟 log 𝑝∕𝑝 = (log 𝑠)∕𝑟 + 𝑂(1) (see [49, p.14]).
Hence,

log𝐷 ≥ (𝑟!1∕𝑟∕(𝑟 + 1))𝑠1+1∕𝑟[log 𝑠 − log (1 + log𝑉)𝑟] + 𝑂𝑑,𝑟(𝑠
1+1∕𝑟). (1.15)

If we combine this with (1.12) and use the fact that log s = Or(s1/r), then we get that

log (|det(Fj(ξl))|/D) ≤ (r!1/r/(r + 1))s1 + 1/r log ((𝑉∕𝑇1∕𝑑)
1∕𝑑1∕𝑟

(1 + log𝑉)𝑟∕𝑠) + 𝑂𝑑,𝑟(𝑠(𝑠
1∕𝑟

+ log𝑉)), where in case det(Fj(ξl)) = 0 we formally set log 0 = –∞.
For s ≥ (log V)r, we conclude that there is a constant C ≥ 1 depending only on d and r such

that

log(| det(𝐹𝑗(𝝃 𝑙))|∕𝐷) ≤ (𝑟!1∕𝑟∕(𝑟 + 1))𝑠1+1∕𝑟[log ((𝑉∕𝑇1∕𝑑)1∕𝑑1∕𝑟 (1 + log𝑉)𝑟∕𝑠) + log𝐶]. (1.16)

In particular, det(Fj(ξl))= 0 for 𝑠 > 𝐶(𝑉∕𝑇1∕𝑑)
1∕𝑑1∕𝑟

(1 + log𝑉)𝑟. There is thus a positive integer

𝑠 ≪𝑑,𝑟 (𝑉∕𝑇
1∕𝑑)

1∕𝑑
1∕𝑟

(log𝑉)𝑟 + 1,
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1102 SALBERGER

such that det(Fj(ξl)) = 0 for any set of s integral (r + 2)-tuples ξl = (ξl,0 , . . . , ξl,r + 1), 1 ≤ l ≤ s
representing points in X(Q; B0 , . . . , Br + 1). There are, therefore, integers λ1, . . . , λs, not all zero,
such that the form G = λ1F1 + ⋯ + λsFs vanishes at X(Q; B0, . . . , Br + 1). By Lemma 1.11, G is a
form of degree

𝑘 = (𝑟!∕𝑑)1∕𝑟𝑠1∕𝑟 + 𝑂𝑑,𝑟(1) = 𝑂𝑑,𝑟((𝑉∕𝑇
1∕𝑑)

1∕𝑟𝑑1∕𝑟
log𝑉 + 1),

which is not divisible by F. It will therefore define a hypersurface Y ⊂ Pr + 1 with all the
desired properties. If B0 = ⋯ = Br + 1 = B, then V = Br + 2 and T = Bd. Hence, deg 𝑌 =
𝑂𝑑,𝑟(𝐵

(𝑟+1)∕𝑟𝑑1∕𝑟 log 𝐵 + 1) in that case. This completes the proof of Theorem 1.2.

Theorem 1.17. Let 𝐶 ⊂ 𝐏𝑛 be an integral curve of degree d over Q. Then 𝑁(𝐶; 𝐵) = 𝑂𝑛(𝐵2∕𝑑) if
𝑑 ≤ 2 and

𝑁 (𝐶; 𝐵) = 𝑂𝑑,𝑛

(
𝐵2∕𝑑 log 𝐵 + 1

)
for general d. If C is not geometrically integral, then #𝐶(𝐐) = 𝑂𝑑,𝑛(1).

Proof. Suppose first thatC is geometrically integral and that d≥ 3. Then the assertion follows from
Theorem 1.2 and the theorem of Bézout when n = 2. If n > 2, we apply the birational projection
argument in [12, section 3] for a suitable linear projection λ: C→ P2 from a (n – 3)-subspace not
intersecting C ⊂ Pn. It is shown there that we may choose λ such that the image λ(C) is a geo-
metrically integral plane curve of degree d and such that there exists a constant c0 <<d,n 1 with
N(C; B) ≤ dN(λ(C); c0B). Therefore, as 1 + log c0B = Od,n(1 + log B), we conclude that:

𝑁 (𝐶; 𝐵) ≤ 𝑑𝑁(𝜆(𝐶); 𝑐0𝐵) ≪𝑑,𝑛 (𝑐0𝐵)
2∕𝑑 (1 + log 𝑐0𝐵) ≪𝑑,𝑛 𝐵

2∕𝑑 log 𝐵 + 1.

If d = 2, then we use the estimate N(λ(C); c0B) << (c0B)2 in [9, theorem 6] instead of Theo-
rem 1.2 and if d= 1, then we apply [27, lemma 1(iii)]. To prove the assertion for curves that are not
geometrically integral, we apply the arguments in the proof of theorem 2.1 in [41]. This completes
the proof. □

The uniform bound in 1.17 is a slight improvement of the bound N(C; B) = Od,ε(B2/d + ε) in
[27, theorem 3] for space curves. It is easy to show that B2/d<<C N(C; B) <<C B2/d for Q-rational
projective curves C. Hence the uniform bound in 1.17 is close to best possible for rational curves.
For non-rational curves, there are sharper uniform bounds due to Ellenberg and Venkatesh [17].

2 COUNTING FUNCTIONSWITH CONGRUENCE CONDITIONS

In this section, we shall prove a more precise version of 1.2 with congruence conditions.

Notation 2.1. Let 𝑋, Ξ, (𝐵0, … , 𝐵𝑟+1) ∈ 𝐑𝑟+2≥1
and X(Q; B0 , . . . , Br + 1) be as in 1.1 and 1.3. Let

p1, . . . , pt be primes and Pi be an 𝐅𝑝𝑖 -point on 𝑋𝑝𝑖 = Ξ×𝐙𝐅𝑝𝑖 for each i ∈ {1, . . . , t}.

(i) X(Q; B0, . . . , Br + 1; P1, . . . , Pt) is the subset of points in X(Q; B0, . . . , Br + 1) which specialise to
Pi on 𝑋𝑝𝑖 for each i ∈ {1, . . . , t}. If B0 = ⋯ = Br + 1 = B, then we write X(Q; B; P1, . . . , Pt) for
this set.
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COUNTING RATIONAL POINTS ON PROJECTIVE VARIETIES 1103

(ii) N(X; B0, . . . , Br + 1; P1, . . . , Pt) = #X(Q; B0, . . . , Br + 1; P1, . . . , Pt). If B0 = ⋯ = Br + 1 = B, then
we denote this number by N(X; B; P1, . . . , Pt).

Theorem 2.2. 𝐿𝑒𝑡 𝑋 ⊂ 𝐏𝑟+1
𝐐

be a geometrically integral hypersurface of degree d over Q and
(𝐵0, … , 𝐵𝑟+1) ∈ 𝐑

𝑟+2
≥1

. Let (𝑝1, … , 𝑝𝑢) be a (possibly empty) strictly increasing sequence of primes and
𝑃𝑖 be a non-singular 𝐅𝑝𝑖 -point on 𝑋𝑝𝑖 for each 𝑖 ∈ {1, … , 𝑢}. Let 𝑞 = 𝑝1 …𝑝𝑢 if 𝑢 ≥ 1 and 𝑞 = 1 if
𝑢 = 0. Then there exists a hypersurface 𝑌 ⊂ 𝐏𝑟+1 over Q of degree

𝑂𝑑,𝑟

(
𝑞−1

(
𝑉∕𝑇1∕𝑑

)1∕𝑟𝑑1∕𝑟
log𝑉𝑞 + log𝑉𝑞 + 1

)
with 𝑋(𝐐; 𝐵0, … , 𝐵𝑟+1; 𝑃1, … , 𝑃𝑢) ⊂ 𝑌(𝐐), which does not contain X.

Proof. It suffices by Lemma 1.9 to treat the case where the product πX of all primes where Xp is
not geometrically integral satisfies log πX = Od,r(1 + log V). Set π = qπX. Then, by Lemma 1.10 we
get ∑

𝑝|𝜋 log 𝑝∕𝑝 = 𝑂𝑑,𝑟 (log (1 + log𝑉𝑞)) . (2.3)

Now suppose that ξl, 1 ≤ l ≤ s are primitive integral (r + 2)-tuples representing rational points
in X(Q; B0, . . . , Br + 1; P1, . . . , Pu) ≠ ∅. We may then by Lemma 1.11 find smonomials Fj, 1 ≤ j ≤ s
of degree k = (r!/d)1/rs1/r + Od,r(1) such that no non-trivial linear combination of these forms is
divisible by F and such that

log | det(𝐹𝑗(𝝃 𝑙))| ≤ (𝑟!∕𝑑)1∕𝑟𝑠1+1∕𝑟 log(𝑉1∕(𝑟+1)∕𝑇1∕𝑑(𝑟+1)) + 𝑠 log 𝑠 + 𝑂𝑑,𝑟 (𝑠 log𝑉) . (2.4)

By repeating the same argument that was used to obtain (1.15) we find a positive factor D of
det(Fj(ξl)), which is relatively prime to π, such that:

log𝐷 ≥

(
𝑟!1∕𝑟∕ (𝑟 + 1)

)
𝑠1+1∕𝑟[(log 𝑠) − log (1 + log𝑉𝑞)𝑟] + 𝑂𝑑,𝑟

(
𝑠1+1∕𝑟

)
. (2.5)

There is also, by [42, 2.5], for each i∈ {1, . . . , u} a pi-power di which divides det(Fj(ξl)) such that

log 𝑑𝑖∕ log 𝑝𝑖 = 𝑟!
1∕𝑟 (𝑟∕ (𝑟 + 1)) 𝑠1+1∕𝑟 + 𝑂𝑑,𝑟 (𝑠) .

Hence if 𝐷́ = 𝑑1 …𝑑𝑢, then 𝐷́ is a positive factor of det(Fj(ξl)) with (D, 𝐷́) = 1 and

log𝐷́ = 𝑟!1∕𝑟 (𝑟∕ (𝑟 + 1)) 𝑠1+1∕𝑟 log 𝑞 + 𝑂𝑑,𝑟(𝑠 log 𝑞). (2.6)

If we compare (2.4) with (2.5) and (2.6), then we get that

log(| det(𝐹𝑗(𝛏𝑙))|∕𝐷𝐷́) ≤ (
𝑟!1∕𝑟∕ (𝑟 + 1)

)
𝑠1+1∕𝑟 log(𝑞𝑟

(
𝑉∕𝑇1∕𝑑

)1∕𝑑1∕𝑟
(1 + log𝑉𝑞)𝑟∕𝑠)

+ 𝑂𝑑,𝑟

(
𝑠
(
𝑠1∕𝑟 + log𝑉𝑞

))
.
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1104 SALBERGER

There exists, therefore, a constant C > 0 depending only on d and r such that

log(| det(𝐹𝑗(𝛏𝑙))|∕𝐷𝐷́)
≤ (𝑟!1∕𝑟∕ (𝑟 + 1))𝑠1+1∕𝑟

[
log(𝑞𝑟

(
𝑉∕𝑇1∕𝑑

)1∕𝑑1∕𝑟
(1 + log𝑉𝑞)𝑟∕𝑠) + log𝐶

]
(2.7)

for s ≥ (log Vq)r. Hence det(Fj(ξl)) = 0 for any 𝑠 > max{𝐶𝑞−𝑟(𝑉∕𝑇1∕𝑑)
1∕𝑑1∕𝑟

(1 + log𝑉𝑞)𝑟,

(log𝑉𝑞)𝑟}. There is thus a positive integer

𝑠 ≪𝑑,𝑟 max

{
𝑞−𝑟

(
𝑉∕𝑇1∕𝑑

)1∕𝑑1∕𝑟
(1 + log𝑉𝑞)𝑟, (log𝑉𝑞)𝑟, 1

}
,

such that det(Fj(ξl)) = 0 for any set of s integral (r + 2)-tuples ξl, 1 ≤ l ≤ s representing points in
X(Q; B0, . . . , Br + 1; P1, . . . , Pu). There are, therefore, integers λ1, . . . , λs, not all zero, such that the
form G = λ1F1 +⋯ + λsFs vanishes at X(Q; B0, . . . , Br + 1; P1, . . . , Pu). By Lemma 1.11, G is a form
of degree

𝑘 = (𝑟!∕𝑑)1∕𝑟𝑠1∕𝑟 + 𝑂𝑑,𝑟 (1) = 𝑂𝑑,𝑟

(
𝑞−1

(
𝑉∕𝑇1∕𝑑

)1∕𝑟𝑑1∕𝑟
(1 + log𝑉𝑞) + (log𝑉𝑞) + 1

)
,

which is not divisible by F. It will therefore define a hypersurface Y ⊂ Pr + 1 with all the required
properties. This finishes the proof of Theorem 2.2.

Lemma 2.8. Let 𝑋 ⊂ 𝐏𝑟+1
𝐐

be a geometrically integral hypersurface of degree d over Q and
(𝐵0, … , 𝐵𝑟+1) ∈ 𝐑

𝑟+2
≥1

. Let (𝑝1, … , 𝑝𝑢) be a strictly increasing sequence of primes such that 𝑞 =

𝑝1 …𝑝𝑢 ≥ 𝑒(𝑉∕𝑇1∕𝑑)
1∕𝑟𝑑1∕𝑟 and Pi be a non-singular 𝐅𝑝𝑖 -point on 𝑋𝑝𝑖 for each 𝑖 ∈ {1, … , 𝑢}. Then

there exists a hypersurface 𝑌 ⊂ 𝐏𝑟+1 over 𝐐 of degree 𝑂𝑑,𝑟(1 + log𝑉) and of height𝐻(𝑌) ≤ 𝑞𝑓, 𝑓 =
𝑂𝑟(1 + log𝑉) with 𝑋(𝐐; 𝐵0, … , 𝐵𝑟+1; 𝑃1, … , 𝑃𝑢) ⊂ 𝑌(𝐐), which does not contain X.

Proof. Let ξl, 1 ≤ l ≤ s be primitive integral (r + 2)-tuples representing rational points in
X(Q; B0, . . . , Br + 1; P1, . . . , Pu) and Fj(x0, . . . , xr + 1), 1 ≤ j ≤ s be monomials of the same
degree k = (r!/d)1/rs1/r + Od,r(1) such that no non-trivial linear combination of these forms is
divisible by F (see Lemma 1.11). By the Hadamard inequality:

det (𝐹𝑗(𝝃 𝑙))
2
≤
∏𝑠

𝑗=1

(∑𝑠

𝑙=1
𝐹𝑗(𝜉𝑙)

2
)
≤ 𝑠𝑠

∏𝑠

𝑗=1
𝐹𝑗(𝐵0, … , 𝐵𝑟+1)

2. (2.9)

From the proofs of [42, 3.4] and Lemma 1.11, we obtain the bound

log
∏𝑠

𝑗=1

|||𝐹𝑗(𝐵0, … , 𝐵𝑟+1)||| ≤ ((𝑟!∕𝑑)1∕𝑟𝑟∕(𝑟 + 1))𝑠1+1∕𝑟 log𝑊 + 𝑂𝑑,𝑟(𝑠 log𝑉)

where (r/(r + 1))logW = log (V1/(r + 1)/T1/d(r + 1)). We have thus

log
∏𝑠

𝑗=1

|||𝐹𝑗(𝐵0, … , 𝐵𝑟+1)||| ≤ (𝑟!∕𝑑)1∕𝑟𝑠1+1∕𝑟 log(𝑉1∕(𝑟+1)∕𝑇1∕𝑑(𝑟+1)) + 𝑂𝑑,𝑟 (𝑠 log𝑉). (2.10)
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COUNTING RATIONAL POINTS ON PROJECTIVE VARIETIES 1105

LetA(t)= n1 +⋯+ nt for the non-decreasing sequence (𝑛𝑖)∞𝑖=1 of integersN≥ 0, whereN occur
(𝑟 + 𝑁 − 1

𝑟 − 1 ) times. Then, any t × t minor of Fj(ξl) is divisible by qA(t) (see [42, 2.4]). Moreover, from
𝑛𝑟𝑡 ∕𝑟 ≤ (

𝑛𝑡 + 𝑟 − 1
𝑟 ) < 𝑡 ≤ (𝑛𝑡 + 𝑟𝑟 ) ≤ (𝑛𝑡 + 𝑟)

𝑟∕𝑟!, we deduce that r!1/rt1/r−r ≤ nt< r!1/rt1/r and that A(t)

= r!1/r(r/(r + 1))t1 + 1/r + Or(t). We have thus for 𝑞 ≥ 𝑒(𝑉∕𝑇1∕𝑑)
1∕𝑟𝑑1∕𝑟 that

log 𝑞𝐴(𝑠) ≥ (𝑟!∕𝑑)1∕𝑟𝑠1+1∕𝑟 log
(
𝑉1∕(𝑟+1)∕𝑇1∕𝑑(𝑟+1)

)
+(𝑟!1∕𝑟 (𝑟∕ (𝑟 + 1)) 𝑠1+1∕𝑟 + 𝑂𝑑,𝑟 (𝑠 (1 + log𝑉)) . (2.11)

There exists, therefore, for 𝑞 ≥ 𝑒(𝑉∕𝑇1∕𝑑)
1∕𝑟𝑑1∕𝑟 a positive constantC depending solely on d and

r such that 𝑠𝑠∕2
∏𝑠
𝑗=1 |𝐹𝑗(𝐵0, … , 𝐵𝑟+1)| < 𝑞𝐴(𝑠) for 𝑠 > 𝐶(1 + log𝑉)𝑟. For such q and swehave thus

that det(Fj(ξl)) = 0 since det(Fj(ξl)) < qA(s) and det(Fj(ξl)) is divisible by qA(s).
Now let s be the smallest integer with s > C(1 + log V)r. There are then s monomials Fj, 1 ≤

j ≤ s of degree k = Od,r(1 + log V) such that det(Fj(ξl)) = 0 for any set ξl, 1 ≤ l ≤ s of integral
(r + 2)-tuples representing points in S = X(Q; B0, . . . , Br + 1; P1, . . . , Pu). If h: Pr + 1→ Ps − 1 is the
morphism defined by Fj, 1 ≤ j ≤ s, there is thus no s-subset of h(S) which spans Ps−1. The linear
span Π of h(S) is therefore a (t − 1)-plane in Ps−1 for some t < s.
Let xl, 1 ≤ l ≤ t be rational points in S such that {h(x1), . . . , h(xt)} spans Π and ξl, 1 ≤ l ≤ t be

primitive integral (r + 2)-tuples representing these points. Then the s × tmatrix A = (Fj(ξl)) is of
rank t. Let Δ be the greatest common divisor of all t × tminors of A. By [4, theorem 1] there exists
a form G(x0, . . . , xr + 1) ∈ ZF1 + ⋯ + ZFs of degree k and height at most (Δ−1det(ATA)1/2)1/(s-t)
which vanishes at ξ1, . . . , ξt. This form will define a hyperplane Λ in Ps−1 containing Π such that
Y = h−1(Λ) is a hypersurface in Pr + 1 containing S. To estimate H(Y), we note that

det
(
𝐴𝑇𝐴

)
≤
∏𝑠

𝑗=1

(∑𝑡

𝑙=1
𝐹𝑗(𝝃 𝑙)

2
)
≤ 𝑡𝑠

∏𝑠

𝑗=1
𝐹𝑗

(
𝐵0, … , 𝐵𝑟+1

)2
< 𝑞2𝐴(𝑠).

Therefore, as Δ is divisible by qA(t), we conclude that

𝐻 (𝑌) ≤ (Δ−1 det (𝐴𝑇𝐴)
1∕2
)
1∕(𝑠−𝑡)

≤

(
𝑞−𝐴(𝑡)𝑡𝑠∕2

∏𝑠

𝑗=1

|||𝐹𝑗(𝐵0, … , 𝐵𝑟+1)|||)1∕(𝑠−𝑡) < 𝑞(𝐴(𝑠)−𝐴(𝑡))∕(𝑠−𝑡),
where (A(s) – A(t))/(s – t) ≤ ns < r!1/rs1/r = Or(1 + log V). Hence H(Y) ≤ qf for some f = Or(1 +
log V). This completes the proof. □

In our applications of Theorem 2.2 and Lemma 2.8 we shall also need the following result.

Lemma 2.12. 𝐿𝑒𝑡 𝑋 ⊂ 𝐏𝑟+1
𝐐

be a geometrically integral hypersurface of degree d over Q and 𝑞 =
𝑝1 …𝑝𝑢 > 1 be a square-free number such that 𝑋𝑝𝑖 is geometrically integral for all primes factors 𝑝𝑖
of q. Then the following holds.

(a)
∏𝑢
𝑖=1 #𝑋𝑝𝑖 (𝐅𝑝𝑖 ) ≤ 𝑞

𝑟 exp(𝐶(log 𝑞)1∕2∕ log log 𝑞)

for some positive constant C depending only on d and r.
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1106 SALBERGER

(b) If the singular loci of all 𝑋𝑝𝑖 , 𝑖 = 1, … , 𝑢 are of codimension 3 or more and if

𝑝𝑖 ≫𝑑,𝑟 log 𝑞 for 𝑖 = 1, … , 𝑞, 𝑡ℎ𝑒𝑛
∏𝑢

𝑖=1
#𝑋𝑝𝑖 (𝐅𝑝𝑖 ) = 𝑂𝑑,𝑟 (𝑞

𝑟) .

Proof.

(a) We have already seen in the proof of Lemma 1.5 that #Xp(Fp)/pr – 1=Od,r(p−1/2) for any prime
p where Xp is geometrically integral. There is thus a positive constant A depending solely on
d and r such that

∏𝑢

𝑖=1
#𝑋𝑝𝑖 (𝐅𝑝𝑖 ) ≤ 𝑞

𝑟
(∏𝑢

𝑖=1
(1 + 𝑝

−1∕2
𝑖

)
)𝐴
.

The desired estimate therefore follows from the bound (see [49, I.5, theorem 5]):∏𝑢

𝑖=1
(1 + 𝑝

−1∕2
𝑖

) ≤ exp((2 + 𝑜(1))(log 𝑞)1∕2∕ log log 𝑞).

(b) By Hooley’s generalisation [29] of Deligne’s theorem, we have that #Xp(Fp) − #Pr(Fp) =
Od,r(pr−1) for any p ∈ {p1, . . . , pu}. There is thus a positive constant E depending solely on
d and r such that

∏𝑢

𝑖=1
#𝑋𝑝𝑖 (𝐅𝑝𝑖 ) ≤ 𝑞

𝑟
(∏𝑢

𝑖=1

(
1 + 𝑝−1𝑖

))𝐸
< 𝑞𝑟

(∏𝑢

𝑖=1

(
1 − 𝑝−1𝑖

))−𝐸
.

By Lemma 1.10 and the last assumption:∑𝑢

𝑖=1
𝑝−1𝑖 ≤ (log log 𝑞 + 2) ∕ logmin𝑖𝑝𝑖 = 𝑂𝑑,𝑟(1).

As ap = −log(1− p−1) − p−1 > 0 and
∑
𝑝 ap converges, we have therefore that

− log
(∏𝑢

𝑖=1
(1 − 𝑝−1𝑖 )

)
=
∑𝑢

𝑖=1

(
− log(1 − 𝑝−1𝑖 )

)
= 𝑂𝑑,𝑟(1),

Hence (
∏𝑢
𝑖=1 (1 − 𝑝

−1
𝑖
))
−𝐸 is bounded in terms of d and r, which completes the proof. □

3 CONSTRUCTION OF SOMEHYPERSURFACES AND
CODIMENSION 2 CYCLES

Themain goal of this section is to prove Lemma 3.2, which forms the technical heart of this paper.
It states that all rational points on a hypersurface X ⊂ Pr + 1 over Q that may be represented by
integral (r + 2)-tuples in a box lie on a reasonably small number of subvarietes of codimension 1
or 2.

Lemma 3.1. Let 𝑋 ⊂ 𝐏𝑟+1 be a geometrically integral hypersurface over Q of degree d.
𝐿𝑒𝑡 (𝐵0, … , 𝐵𝑟+1) ∈ 𝐑

𝑟+2
≥1

. Suppose that 𝑋 ⊂ 𝐏𝑟+1 is the only hypersurface of degree d containing
𝑋(𝐐; 𝐵0, … , 𝐵𝑟+1). Then the following holds.

(a) If x is a non-singular point in 𝑋(𝐐; 𝐵0, … , 𝐵𝑟+1), then the product 𝜋𝑥 of all primes p where x
specialises to a singular 𝐅𝑝-point on 𝑋𝑝 satisfies log 𝜋𝑥 = 𝑂𝑑,𝑟(1 + log𝑉).
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COUNTING RATIONAL POINTS ON PROJECTIVE VARIETIES 1107

(b) If X is non-singular, then the product 𝜋sing of all primes p where Xp is singular satisfies
log 𝜋sing = 𝑂𝑑,𝑟(1 + log𝑉).

Proof. Let F(x0, . . . , xr + 1) = ∑am xm ∈ Z[x0, . . . , xr + 1] be a primitive form defining X ⊂ Pr + 1.
We have then by Lemma 1.7 that max |am| = Od,r(V(d + r + 1)!/(d−1)!(r + 1)!). To prove (a), let
ξ = (ξ0, . . . , ξr + 1) be an integral primitive (r + 2)-tuple representing a non-singular point
x ∈ X(Q; B0, . . . , Br + 1) and m ∈ {0, . . . , r + 1} be chosen such that (δF/δxm)(ξ) ≠ 0. Then, πx is
a factor of (δF/δxm)(ξ) and log πx ≤ log |(δF/δxm)(ξ)| = Od,r(1 + log V). To prove (b), we use that
πsing is a factor of the discriminant Δ ≠ 0 of F. Therefore, log πsing ≤ log |Δ| = Od,r(1 + log V). □

The following lemma plays a central role in the proofs of the main theorems of this paper.
By a prime divisor on X we shall mean a closed integral subscheme of codimension 1.

Main Lemma 3.2. Let r ≥ 2 and X ⊂ Pr+1 be a geometrically integral hypersurface over Q of
degree d. 𝐿𝑒𝑡 𝐁 = (𝐵0, … , 𝐵𝑟+1) ∈ 𝐑𝑟+2≥1

. Then there exists a set of prime divisors Dγ, γ ∈ Γ on X and
a (possibly empty) set of effective codimension 2 cycles Z(q) on X indexed by a set Q of square-free
factors q > 1 of an integer q* with the following properties:

(a) log 𝑞∗ = 𝑂𝑑,𝑟(log𝑉) and log𝑉 < 𝑝 ≪𝑑,𝑟 log𝑉 for all prime factors p of q*.

(b) 𝑞 = 𝑂𝑑,𝑟((𝑉∕𝑇1∕𝑑)
1∕𝑟𝑑1∕𝑟

log𝑉) for all q ∈ Q.
(c) log#𝑄 = 𝑂𝑑,𝑟(log𝑉∕ log log𝑉) if 𝑉 > 𝑒 and #𝑄 = 0 if V ≤ e.
(d) There exists for each 𝑞 = 𝑝1 …𝑝𝑡+1 ∈ 𝑄, 𝑝1 < 𝑝2 <⋯ < 𝑝𝑡+1, a decomposition

𝑍(𝑞) =
∑

𝑍(𝑃1, … , 𝑃𝑡+1)

of 𝑍(𝑞) into effective cycles 𝑍(𝑃1, … , 𝑃𝑡+1) with

deg𝑍(𝑃1, … , 𝑃𝑡+1) = 𝑂𝑑,𝑟(𝑞
−2(𝑉∕𝑇1∕𝑑)

2∕𝑟𝑑1∕𝑟
(log𝑉)3 + 𝑞−1(𝑉∕𝑇1∕𝑑)

1∕𝑟𝑑1∕𝑟
(log𝑉)3

+(log𝑉)2),

where (𝑃1, … , 𝑃𝑡+1) runs over all sequences of non-singular points in
∏𝑡+1
𝑖=1 𝑋𝑝𝑖 (𝐅𝑝𝑖 ).

(e)
∑
𝑞∈𝑄

deg𝑍(𝑞) = 𝑂𝑑,𝑟((𝑉∕𝑇
1∕𝑑)

1∕𝑑1∕𝑟
𝑉𝑐∕ log(1+log 𝑉))

for some constant c depending only on d and r.
(f) #Γ = 𝑂𝑑,𝑟((𝑉∕𝑇1∕𝑑)

1∕𝑟𝑑1∕𝑟
log𝑉 + 1) and deg 𝐷Γ = 𝑂𝑑,𝑟(1 + log𝑉) for γ ∈ Γ.

(g) There exists for each γ ∈ Γ a hypersurface of degree 𝑂𝑑,𝑟(1 + log𝑉) and of height

𝑂𝑑,𝑟((𝑉∕𝑇
1∕𝑑)

𝑓∕𝑟𝑑1∕𝑟
(log𝑉)𝑓), 𝑓 = 𝑂𝑟(1 + log𝑉) which contains Dγ but not X.

(h) There exists for each non-singular point 𝑥 ∈ 𝑋(𝐐; 𝐵0, … , 𝐵𝑟+1) outside
⋃
𝛾∈Γ 𝐷𝛾 an integer

q ∈ Q such that x belongs to the support of 𝑍(𝑞) and such that x specialises to a non-singular
Fp-point on Xp for each prime factor p of q.

(i) If X is non-singular, then we may obtain all the above conclusions for a set Q which is totally
ordered with respect to | and with

∑
𝑞∈𝑄

deg 𝑍(𝑞) = 𝑂𝑑,𝑟

(
(𝑉∕𝑇1∕𝑑)

1∕𝑑1∕𝑟

(log𝑉)𝑟+2
)
.
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1108 SALBERGER

Proof. If V ≤ e, then we choose a set of Or(1) hyperplane sections containing X(Q; B) and let
Dγ, γ ∈ Γ be the irreducible components of these hyperplane sections. If X(Q; B) is con-
tained in another hypersurface Y of degree d, then we let Dγ,γ ∈ Γ be the components of
X ∩ Y. We have then by the theorem of Bézout in [19, 8.4] that #Γ = Od(1) and, moreover,
that deg Dγ = Od(1) for each γ ∈ Γ. In both cases, all the assertions of 3.2 will hold for the
above divisors Dγ, γ ∈ Γ and Q = ∅. We may and shall thus in the rest of the proof assume
that V > e and that X ⊂ Pr + 1 is the only hypersurface of degree d containing X(Q; B). Then,
log πX = Od,r(log V) by Lemma 1.9 and log πsing = Od,r(log V) by Lemma 3.1. By the previous
lemma we get also that log πx = Od,r(log V) for any non-singular point x in X(Q; B0, . . . , Br + 1).
There is thus when V > e a positive constant k1 depending only on d and r such that 𝜋𝑥 ⩽ 𝑉𝑘1 for
any such point x.
For a prime p which does not divide πX, let πp be a product of all primes pi < p not dividing πX

with pi > log V and πp = 1 if there are no such primes. Let p* be the largest prime not dividing πX
such that

𝜋𝑝∗ < 𝑒𝑉
𝑘1
(
𝑉∕𝑇1∕𝑑

)1∕𝑟𝑑1∕𝑟
. (3.3)

Such a prime must exist since πp = 1 for the smallest prime p not dividing πX.
For q* = p*πp*, we then have

𝑞∗ ≥ 𝑒𝑉𝑘1
(
𝑉∕𝑇1∕𝑑

)1∕𝑟𝑑1∕𝑟
. (3.4)

As p* is the next prime after some prime factor of πXπp*, we obtain from Bertrand’s pos-

tulate that p* ≤ 2πXπp* and then from (3.3) that 𝑞∗ < 2𝑒𝜋𝑋𝑉𝑘1(𝑉∕𝑇1∕𝑑)
1∕𝑟𝑑1∕𝑟 . Hence log 𝑞∗ =

𝑂𝑑,𝑟(log𝑉) by 1.9.
To estimate p*, we use standard results for θ(x) = ∑p≤x log p (see [49, p. 31]). This gives

𝑝∗ << 𝜃(𝑝∗) ≤ log 𝜋𝑋 + log 𝑞
∗ + 𝜃(log𝑉) ≪𝑑,𝑟 log𝑉,

thereby proving (a).
If x ∈ X(Q; B) is a non-singular point on X, then it follows from the bound 𝜋𝑥 ⩽ 𝑉𝑘1 and (3.4)

that there exists a factor q of q*, which is relatively prime to πxπX with

𝑞 ≥ 𝑒
(
𝑉∕𝑇1∕𝑑

)1∕𝑟𝑑1∕𝑟
. (3.5)

Let Q be the set of all factors q > 1 of q* such that 𝑞∕𝑝 < 𝑒(𝑉∕𝑇1∕𝑑)1∕𝑟𝑑
1∕𝑟

for any prime p
dividing q. Then, as p ≤ p* = Od,r(log V) for each prime factor p of q*, we get that

𝑞 = 𝑂𝑑,𝑟
(
(𝑉∕𝑇1∕𝑑)

1∕𝑟𝑑1∕𝑟
log𝑉

)
(3.6)

for all q ∈ Q. Hence (b) holds.
Now note that log d(q*) = O(log q*/log log q*) (see [34, p. 56]) for q* > e and that the function

f(x) = x/log x is strictly increasing for x > e. Therefore, as #Q ≤ d(q*), we conclude from (a) that
log #Q = Od,r(log V/log logV) for V > e. This proves (c).
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COUNTING RATIONAL POINTS ON PROJECTIVE VARIETIES 1109

Wenow choose a hypersurface Y(P1, . . . , Pu) as in 2.2 for each sequence (P1, . . . , Pu) where Pi is a
non-singular 𝐅𝑝𝑖 -point on𝑋𝑝𝑖 for i∈ {1, . . . , u} and where p1 < p2 <…< pu. We allow the sequence
(P1, . . . , Pu) to be empty in which case we will write Y(∅) instead of Y(P1, . . . , Pu). For (P1, . . . , Pu)

with 𝑞 = 𝑝1 …𝑝𝑢 ≥ 𝑒(𝑉∕𝑇1∕𝑑)
1∕𝑟𝑑1∕𝑟 , we choose Y(P1, . . . , Pu) such that the stronger conditions in

2.8 hold. Then, as V > e we get that:

deg𝑌(𝑃1, … , 𝑃𝑢) = 𝑂𝑑,𝑟 (log𝑉) , (3.7)

𝐻(𝑌(𝑃1, … , 𝑃𝑢)) = 𝑂𝑑,𝑟

((
𝑉∕𝑇1∕𝑑

)𝑓∕𝑟𝑑1∕𝑟
(log𝑉)𝑓

)
, 𝑓 = 𝑂𝑟 (log𝑉) , (3.8)

for sequences (P1, . . . , Pu) with 𝑞 = 𝑝1 …𝑝𝑢 ≥ 𝑒(𝑉∕𝑇1∕𝑑)
1∕𝑟𝑑1∕𝑟 and q ∈ Q.

We may now define Z(q) for q ∈ Q. Let q = p1p2. . .pt + 1 be the prime decomposition of q
with increasing prime factors and (P1, . . . , Pt + 1) run over all sequences of non-singular points
in

∏𝑡+1
𝑖=1 𝑋𝑝𝑖 (𝐅𝑝𝑖 ). Then Z(q) = ∑ Z(P1, . . . , Pt + 1), where Z(P1, . . . , Pt + 1) is the formal sum of

the components of all intersections D ∩ D′ of irreducible components D of X ∩ Y(P1, . . . , Pt) and
irreducible components D′≠ D of X ∩ Y(P1, . . . , Pt + 1).
To establish the bound for deg Z(P1, . . . , Pt + 1) in (d), we apply the theorem of Bézout in

[19, 8.4], which gives the following bound:

deg𝑍(𝑃1, … , 𝑃𝑡+1) ⩽ deg𝑋 ⋅ deg𝑌(𝑃1, … , 𝑃𝑡) ⋅ deg𝑌(𝑃1, … , 𝑃𝑡+1).

Also, by Theorem 2.2 and the assumption V > e, we have for u = t and u = t + 1 that

deg𝑌(𝑃1, … , 𝑃𝑢) ≪𝑑,𝑟

(
𝑞−1𝑢

(
𝑉∕𝑇1∕𝑑

)1∕𝑟𝑑1∕𝑟
+ 1

)
log𝑉𝑞𝑢,

where qu = p1p2. . .pu for u > 0 and qu = 1 for u = 0.
We have already seen that qt + 1 | q* and log Vq* = Od,r (log V). Hence,

deg𝑌(𝑃1, … , 𝑃𝑡) ≪𝑑,𝑟

(
𝑞−1𝑡

(
𝑉∕𝑇1∕𝑑

)1∕𝑟𝑑1∕𝑟
+ 1

)
log𝑉,

deg𝑌(𝑃1, … , 𝑃𝑡+1) ≪𝑑,𝑟

(
𝑞−1
𝑡+1

(
𝑉∕𝑇1∕𝑑

)1∕𝑟𝑑1∕𝑟
+ 1

)
log𝑉,

deg 𝑍(𝑃1, … , 𝑃𝑡+1) ≪𝑑,𝑟

(
𝑞−1𝑡

(
𝑉∕𝑇1∕𝑑

)1∕𝑟𝑑1∕𝑟
+ 1

)(
𝑞−1
𝑡+1

(
𝑉∕𝑇1∕𝑑

)1∕𝑟𝑑1∕𝑟
+ 1

)
(log𝑉)2.

(3.9)

Therefore, as 𝑞−1𝑡 = 𝑝𝑡+1𝑞
−1
𝑡+1

= 𝑝𝑡+1𝑞
−1 and 𝑝𝑡+1 ≪𝑑,𝑟 log𝑉 (cf. (a)), we obtain the bound for

deg Z(P1, . . . , Pt + 1) in (d).
By (b) and (d),

deg𝑍(𝑃1, … , 𝑃𝑡+1) ≪𝑑,𝑟 𝑞
−𝑟
(
𝑉∕𝑇1∕𝑑

)1∕𝑑1∕𝑟
(log𝑉)𝑟+2.
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1110 SALBERGER

As log V ≤ exp(16(log V)1/2/e2loglog V) for V > e, we have thus

deg𝑍(𝑃1, … , 𝑃𝑡+1) ≪𝑑,𝑟 𝑞
−𝑟
(
𝑉∕𝑇1∕𝑑

)1∕𝑟𝑑1∕𝑟
exp

(
16 (𝑟 + 2) (log𝑉)1∕2∕𝑒2 log log𝑉

)
.

By Lemma 2.12(a),
∏𝑡+1
𝑖=1 #𝑋𝑝𝑖 (𝐅𝑝𝑖 ) ≤ 𝑞

𝑟 exp(C(log q)1/2/ log log q) for some constant C > 0
depending only on d and r. Moreover, as log q = Od,r(log V), we have

(log 𝑞)1∕2∕ log log 𝑞 ≪𝑑,𝑟 (log𝑉)
1∕2∕ log log𝑉.

for V > e.
On summing over all sequences (P1, . . . , Pt + 1) of non-singular points in

∏𝑡+1
𝑖=1 #𝑋𝑝𝑖 (𝐅𝑝𝑖 ), we

therefore get

deg𝑍(𝑞) = 𝑂𝑑,𝑟

(
𝑉∕𝑇1∕𝑑

)1∕𝑟𝑑1∕𝑟
exp

(
𝐶1(log𝑉)

1∕2∕ log log𝑉
)
, (3.10)

for some positive constant C1 depending only on d and r.
For V > e, we have further by (c) that #Q = exp(C2log V/ log log V) for some constant C2 > 0

depending only on d. Hence for V > e, we obtain that

∑
𝑞∈𝑄

deg𝑍(𝑞) = 𝑂𝑑

((
𝑉∕𝑇1∕𝑑

)1∕𝑑1∕𝑟
exp (𝑐 log𝑉∕ log log𝑉)

)
, (3.11)

with c = C1 + C2 > 0 depending solely on d and r. This proves (e).
We now define the prime divisors Dγ ⊂ X, γ ∈ Γ. These will be the irreducible components

of X ∩ Y(∅) which are contained in Y(P1, . . . , Pt + 1) for one of the sequences (P1, . . . , Pt + 1) of

non-singular points in
∏𝑡+1
𝑖=1 𝑋𝑝𝑖 (𝐅𝑝𝑖 ) with q = p1p2. . .pt + 1 ∈ Q satisfying 𝑞 ≥ 𝑒(𝑉∕𝑇1∕𝑑)

1∕𝑟𝑑1∕𝑟 .
By the theorem of Bézout in [19, 8.4], (3.7) and Theorem 2.2, we obtain that

deg𝐷𝛾 ≤ deg𝑋 ⋅ deg𝑌
(
𝑃1, … , 𝑃𝑡+1

)
= 𝑂𝑑,𝑟 (log𝑉) ,

Card Γ ≤ deg(𝑋 ∩ 𝑌(∅)) ≤ deg𝑋 ⋅ deg𝑌(∅) = 𝑂𝑑,𝑟

((
𝑉∕𝑇1∕𝑑

)1∕𝑟𝑑1∕𝑟
log𝑉

)
,

thereby proving (f). Moreover, as Dγ ⊂ Y(P1, . . . , Pt + 1), we see from (3.7) and (3.8) that (g) is
satisfied for the divisors Dγ.
To prove (h), let x ∈ X(Q; B0, . . . , Br + 1) be a non-singular point outside

⋃
𝛾∈Γ 𝐷𝛾. There exists

then by (3.5) a square-free number 𝑞 = 𝑞𝑡+1 = 𝑝1 …𝑝𝑡+1 ≥ 𝑒(𝑉∕𝑇1∕𝑑)
1∕𝑟𝑑1∕𝑟 in Q, such that x spe-

cialises to a non-singular𝐅𝑝𝑖 -point Pi on𝑋𝑝𝑖 for i= 1, . . . , t+ 1. LetDx be an irreducible component
of X ∩ Y(∅) containing x. One cannot have Dx ⊆ Y(P1, . . . , Pt + 1) since this would contradict the
assumption that 𝑥 ∉

⋃
𝛾∈Γ 𝐷𝛾. Hence there is an index u ∈ {0, . . . , t} with Dx ⊆ Y(P1, . . . , Pu) but

Dx ⊄ Y(P1, . . . , Pu + 1). This means that x belongs to the support of Z(qu+1) for the factor qu+1 =
p1. . .pu+1 ∈ Q of qt+1 ∈ Q, thereby proving (h).
If X is non-singular, then we change the definition of the constant k1 > 0 and choose it such

that the stronger condition 𝜋sing ≤ 𝑉𝑘1 holds. By (3.4), there exists then a factor q of q*, which
is relatively prime to πsing such that (3.5) holds. Let q = p1p2. . .pu be the prime decomposition of
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COUNTING RATIONAL POINTS ON PROJECTIVE VARIETIES 1111

such a factor with increasing prime factors. If we choose such a q with 𝑞∕𝑝𝑢 < 𝑒(𝑉∕𝑇1∕𝑑)
1∕𝑟𝑑1∕𝑟 ,

then (3.6) holds. For V > e, let Q be the set of products qt = p1p2. . .pt, t ∈ {1, . . . , u}. We may then
use the same arguments as above to establish (a)-(h) for the new set Q. This set is totally ordered
with respect to the relation | and #Q = ω(q) = O(log q/log log q) (see [34, p. 55]). Hence for V > e,
we obtain from (a) that #Q<<d,r log V/log log V.
Now let Σ𝑖 = 𝑞𝑖1 +⋯ + 𝑞𝑖𝑢 and V > e. Then, by (d) and Lemma 2.12(b) we have

∑
𝑞∈𝑄

deg𝑍(𝑞) ≪𝑑,𝑟 Σ𝑟−2

(
𝑉∕𝑇1∕𝑑

)2∕𝑟𝑑1∕𝑟
(log𝑉)3 + Σ𝑟−1

(
𝑉∕𝑇1∕𝑑

)1∕𝑟𝑑1∕𝑟
(log𝑉)3 + Σ𝑟(log𝑉)

2.

(3.12)
Further, Σ0 ⩽ #𝑄 ≪𝑑,𝑟 log𝑉 and

Σ𝑖 = 𝑞
𝑖
𝑢

𝑢−1∑
𝑡=0

(
𝑞𝑡+1
𝑞𝑢

)𝑖
≤ 𝑞𝑖𝑢

𝑢−1∑
𝑡=0

(
1

2

)𝑖(𝑢−1−𝑡)
< 2 𝑞𝑖𝑢

for i > 0. Hence, as 𝑞𝑢 = 𝑂𝑑,𝑟((𝑉∕𝑇
1∕𝑑)

1∕𝑟𝑑1∕𝑟
log𝑉) (cf. (3.6)), we obtain from (3.12)

that
∑
𝑞∈𝑄 deg 𝑍(𝑞) ≪𝑑,𝑟 (𝑉∕𝑇

1∕𝑑)
1∕𝑑1∕𝑟

(log𝑉)𝑟+2. This proves (i), thereby completing the
proof of Lemma 3.2. □

We now apply Lemma 3.2 to surfaces X in P3. Then the divisors Dγ, γ ∈ Γ in 3.2 are integral
curves on X of degree Od(1 + log V). The following lemma will be sufficient to estimate the con-
tribution to N(X; B) from curves Dγ, γ ∈ Γ of high degree, such that it only remains to consider
curves of low degree.

Lemma 3.13. Let 𝐵 ∈ 𝐑4
≥1
and X ⊂ P3 be a geometrically integral surface overQ of degree d and of

height 𝐻(𝑋) = 𝑂𝑑(𝑉𝜃) for some θ = O(1). Let Y ⊂ P3 be a hypersurface over Q not containing X of
degree𝑂𝑑(1 + log𝑉) and of height𝐻(𝑌) = 𝑂𝑑(𝑉𝑓) for some𝑓 = 𝑂𝑑(1 + log𝑉). Let D be an integral
component of degree δ on X ∩ Y. Then,

𝑁(𝐷;𝐁) = 𝑂𝑑,𝛿

(
𝑉8∕(𝛿+3)(1 + log𝑉)3

)
.

Proof. As #D(Q) = Od(1) if D is not geometrically integral (see 1.17), we may assume that D is
geometrically integral. Let F (resp. �̂�) be primitive integral forms defining X (resp. Y). Then at
least one of the determinants

Φ𝑖𝑗 =
|||||𝜕𝐹∕𝜕𝑥𝑖 𝜕𝐹∕𝜕𝑥𝑗
𝜕�̂�∕𝜕𝑥𝑖 𝜕�̂�∕𝜕𝑥𝑗

|||||
for 0 ≤ i < j ≤ 3 will not vanish identically on D. Let Φ be one of these forms and U be the open
subset of D where Φ ≠ 0. Also, let �̃� be the scheme-theoretic closure of D in 𝐏3

𝐙
.

To estimate N(U; B), we will use a set of 𝑠 = (𝛿 + 22 ) − 1 = 𝛿(𝛿 + 3)∕2 monomials F1, . . . , Fs of
degree δ = deg D in (x0, x1, x2, x3) such that no non-trivial linear combination of these forms van-
ishes on D. It is easy to see that such a set of monomials exists by utilising a birational projection
from D to a plane geometrically integral curve of degree δ.
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1112 SALBERGER

Now let p > 4V8/(δ + 3) and P be a non-singular Fp-point P on 𝐷𝑝 = �̃� ×𝐙 𝐅𝑝. We shall then
prove that there is a non-zero form G = λ1F1 + ⋯ + λsFs, which vanishes at D(Q; V; P). To see
this, it suffices to show that det(Fj(ξl)) = 0 for any set ξ1, . . . , ξs of primitive integral quadruples
representing s= δ(δ+ 3)/2 rational points inD(Q; V; P). The integer det(Fj(ξl)) is divisible by pA(s)
for A(s) = s(s − 1)/2 and |det(Fj(ξl))| ≤ s!Vδs ≤ ssVδs. Moreover, s2/(s − 1) ≤ 4 for s = δ(δ + 3)/2 ≥ 2
and 2δ/(s − 1) ≤ 4δ/s = 8/(δ + 3). Hence, if p > 4V8/(δ + 3), we get that

| det(𝐹𝑗(𝜉𝑙))| ≤ 𝑠𝑠𝑉𝛿𝑠 = (𝑠2∕(𝑠−1)𝑉2𝛿∕(𝑠−1))
𝑠(𝑠−1)∕2

≤ (4𝑉8∕(𝛿+3))
𝑠(𝑠−1)∕2

< 𝑝𝐴(𝑠)

and det(Fj(ξl)) = 0.
By the theorem of Bézout, we have therefore that

𝑁(𝐷;𝐁; 𝑃) ≤ 𝑁(𝐷;𝑉; 𝑃) ≤ deg𝐷 ⋅ deg𝐺 = (deg𝐷)2 ≪𝑑 (1 + log𝑉)
2. (3.14)

for such P.
We next show that there exists a constant C ≥ 1 depending solely on d and δ such that for

𝐁 ∈ 𝐑4
≥1
with V ≥ C, we may find a set Ω of Od(1 + log V) primes in (4V8/(δ + 3), 8V8/(δ + 3)] with

the property that any point in U(Q; B) specialises to a non-singular Fp-point P on 𝐷𝑝 = �̃� ×𝐙 𝐅𝑝
for some p ∈ Ω.
To see this, let ξ be an integral quadruple representing a point in U(Q; B)⊂ P3(Q; B). The

assumptions for deg X, H(X), deg Y and H(Y) imply that |Φ(ξ)| = O d,δ(Vg) for some g = 𝑂𝑑(1 +
log𝑉). We now use a quantitative form of Bertrand’s postulate. It is e.g. known [35, p. 38] that∑
𝑥<𝑝≤2𝑥 log 𝑝 ≥

2

3
(log 2)𝑥 + 𝑂(𝑥1∕2log2𝑥) and hence that

∏
𝑥<𝑝≤2𝑥 𝑝 > 𝑒

2𝑥∕5 if x is sufficiently
large. There exists therefore a constant C ≥ 1 depending only on d and δ such that

∏
𝑥<𝑝≤2𝑥 𝑝 >|Φ(𝜉)| for 𝑥 = 4𝑉8∕(𝛿+3) with V ≥ C. This implies in its turn that there is a set Ω of Od,δ(1+ log V)

primes in (4V8/(δ + 3), 8V8/(δ + 3)] with
∏
𝑝∈Ω 𝑝 > |Φ(𝜉)| for𝐁 ∈ 𝐑4

≥1
withV≥C. Wemay therefore

for such B find a prime p ∈ Ω such that Φ(ξ) is not divisible by p and such that ξ(mod p) defines
a non-singular Fp-point P on Dp.
We have thus for V ≥ C that

𝑁(𝑈;𝐁) ≤ #Ω ⋅max𝑝∈Ω #𝐷𝑝(𝐹𝑝) ⋅max𝑃𝑁(𝐷; 𝐁; 𝑃).

This coupled with (3.14), #Ω = Od,δ(1 + log V) and #Dp(Fp) = Od(p) shows that

𝑁(𝑈;𝐁) = 𝑂𝑑,𝛿(𝑉
8∕(𝛿+3)(1 + log𝑉)3) (3.15)

for 𝐁 ∈ 𝐑4
≥1
with V ≥ C and hence for all 𝐁 ∈ 𝐑4

≥1
as N(U; B) ≤ N(P3; B) << V.

To estimate N(D − U; B), recall that Φ vanishes on D − U but not on D and that D is an
irreducible component of X ∩ Y. Therefore,

𝑁(𝐷 − 𝑈;𝐁) ≤ deg𝐷 ⋅ degΦ ≤ deg𝑋 ⋅ deg𝑌 ⋅ (deg𝑋 + deg𝑌 − 2) ≪𝑑 (1 + log𝑉)
2

by the theorem of Bézout. This finishes the proof. □

Theorem 3.16. Let𝑋 ⊂ 𝐏3 be a geometrically integral surface overQ of degree d andXns be the non-
singular locus of X. Let𝐁 ∈ 𝐑4

≥1
. Then there exists for each ε> 0 a set of𝑂𝑑((𝑉∕𝑇1∕𝑑)1∕2

√
𝑑 log𝑉 + 1)
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COUNTING RATIONAL POINTS ON PROJECTIVE VARIETIES 1113

geometrically integral curves Dλ⊂ X, λ ∈ Λ = Λε of degree 𝑂(1∕𝜀) such that

𝑁

(
𝑋𝑛𝑠 −

⋃
𝜆∈Λ

𝐷𝜆; 𝐁

)
= 𝑂𝑑

((
𝑉∕𝑇1∕𝑑

)1∕√𝑑
𝑉𝑐∕ log(1+log𝑉)

)
+ 𝑂𝑑,𝜀

((
𝑉∕𝑇1∕𝑑

)1∕2√𝑑
𝑉𝜀

)

for some positive constant c depending only on d. Moreover, if 𝑋 is non-singular, then we may find a
set of geometrically integral curves Dλ⊂ X, λ ∈ Λ = Λε of degree O(1/ε) such that

𝑁

(
𝑋 −

⋃
𝜆∈Λ

𝐷𝜆; 𝐁

)
= 𝑂𝑑

((
𝑉∕𝑇1∕𝑑

)1∕√𝑑
(log𝑉)4

)
+ 𝑂𝑑,𝜀

((
𝑉∕𝑇1∕𝑑

)1∕2√𝑑
𝑉𝜀

)
.

Proof. We apply the main lemma in the case r = 2. Let Dγ ⊂ X, γ ∈ Γ and Z(q) ⊂ X, q ∈ Q be as
in 3.2 and as in 3.2(i) if X is non-singular. Then,𝑁(𝑋𝑛𝑠 −

⋃
𝛾∈Γ 𝐷𝛾; 𝐁) ≤

∑
𝑞∈𝑄 deg 𝑍(𝑞) by 3.2(h).

We have, therefore, by 3.2(i) that

𝑁

(
𝑋 −

⋃
𝛾∈Γ

𝐷𝛾; 𝐁

)
≤ 𝑂𝑑

((
𝑉∕𝑇1∕𝑑

)1∕√𝑑
(log𝑉)4

)
(3.17)

if X is non-singular and by 3.2(e) that

𝑁

(
𝑋𝑛𝑠 −

⋃
𝛾∈Γ

𝐷𝛾; 𝐁

)
≤ 𝑂𝑑

((
𝑉∕𝑇1∕𝑑

)1∕√𝑑
𝑉𝑐∕ log(1+log 𝑉)

)
, 𝑐 = 𝑂𝑑(1) (3.18)

in general.
Now let Λ⊂ Γ be the subset of all indices γ ∈ Γ such that deg Dγ ≤ 16/ε. Then,

𝑁

(
𝑋𝑛𝑠 −

⋃
𝜆∈Λ

𝐷𝜆; 𝐁

)
≤ 𝑁

(
𝑋𝑛𝑠 −

⋃
𝛾∈Γ

𝐷𝛾; 𝐁

)
+ #Γ ⋅max𝛾∈Γ−Λ𝑁

(
𝐷𝛾; 𝐁

)
. (3.19)

To estimateN(Dγ; B) for γ ∈ Γ−Λ, let Yγ ⊂ P3 be the surface containingDγ in 3.2(g). Then, X ⊄
Yγ, deg Yγ = Od(1 + log V) and H(Yγ) = Od(Vf) for some f = O(1 + log V). We may therefore apply
Lemma 3.13 to Y = Yγ and D = Dγ and conclude that

𝑁(𝐷𝛾; 𝐁) = 𝑂𝑑,𝜀

(
𝑉𝜀∕2(1 + log𝑉)3

)
(3.20)

for any divisor Dγ with index γ ∈ Γ − Λ.
From 3.2(f) and (3.20), we obtain

#Γ ⋅max𝛾∈Γ−Λ𝑁(𝐷𝛾; 𝐁) ≪𝑑,𝜀

(
𝑉∕𝑇1∕𝑑

)1∕2√𝑑
𝑉𝜀∕2(1 + log𝑉)4 ≪𝜀

(
𝑉∕𝑇1∕𝑑

)1∕2√𝑑
𝑉𝜀. (3.21)

The desired bounds for 𝑁(𝑋𝑛𝑠 −
⋃
𝜆∈Λ 𝐷𝜆; 𝐁) now follow from (3.17), (3.18), (3.19) and

(3.21). □

We may now state two corollaries of Lemma 3.2, which will play a central role in the proofs of
Theorems 0.5–0.9.
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1114 SALBERGER

Corollary 3.22. Let 𝑋 ⊂ 𝐏3 be a geometrically integral surface over Q of degree d and let 𝐵 ≥ 1.
Then there exists a set of 𝑂𝑑(𝐵3∕2

√
𝑑 log 𝐵 + 1) geometrically integral curves Dλ⊂ X, λ ∈ Λ of degree

Od(1) and a positive constant c depending only on d such that

𝑁

(
𝑋 −

⋃
𝜆∈Λ

𝐷𝜆; 𝐵

)
= 𝑂𝑑(𝐵

3∕
√
𝑑+𝑐∕ log(1+log 𝐵)) and such that

𝑁

(
𝑋 −

⋃
𝜆∈Λ

𝐷𝜆; 𝐵

)
= 𝑂𝑑(𝐵

3∕
√
𝑑(log 𝐵)4 + 1) if 𝑋 is non-singular.

Proof. Let B0 = B1 = B2 = B3 = B. Then V= B4 and V/T1/d = B3. Now apply the previous theorem
in the case r = 2, B0 = B1 = B2 = B3 = B and for some value of ε not greater than 3/8√d. Then we
obtain a set of geometrically integral curves Dλ⊂ X as above except that we only get that

𝑁

(
𝑋𝑛𝑠 −

⋃
𝜆∈Λ

𝐷𝜆; 𝐵

)
= 𝑂𝑑(𝐵

3∕
√
𝑑+𝑐∕ log(1+log 𝐵))

for singular surfaces. But it follows from the Jacobian criterion and the theorem of Bézout that
the singular locus of X is contained in a union of Od(1) integral curves D ⊂ X of degree Od(1) and
from Theorem 1.17 that #D(Q) = Od(1) if D is not geometrically integral. We may therefore obtain
the same bound for𝑁(𝑋 −

⋃
𝜆∈Λ 𝐷𝜆; 𝐵) by includingOd(1) geometrically integral curves of degree

Od(1) in the singular locus of X to the set Dλ⊂ X, λ ∈ Λ. This finishes the proof. □

Corollary 3.23. Let 𝑋 ⊂ 𝐏𝑛 be a geometrically integral surface overQ of degree d. Then there exists
a positive constant C depending solely on d and n such that the following holds. There exists for each
B ≥ 1 a set of 𝑂𝑑,𝑛(𝐵3∕2

√
𝑑 log 𝐵 + 1) geometrically integral curves of degree Od,n(1) on X such that

there are 𝑂𝑑,𝑛(𝐵3∕
√
𝑑+𝐶∕ log(1+log 𝐵)) points in 𝑋(𝐐; 𝐵), which do not lie on any of these curves.

Proof. We consider a linear birational projection X→ P3 from an (n−4)-subspace not intersecting
X ⊂ Pn as in [43, 8.1]. We may then reduce to the case of hypersurfaces in P3 by an argument
similar to the reduction to plane curves in the proof of Theorem 1.17. □

4 THE HILBERT SCHEME OF CONICS IN P3

The aim of this section is to prove some results on the geometry of the Hilbert scheme of conics
in P3, which we will need in Section 5 to count rational points on families of conics. We shall
throughout this section work over an algebraically closed field K of characteristic 0.
Let P3∨ be the Grassmannian of planes in P3. There is a universal rank 3 subbundle S and

a quotient line bundle Q on P3∨ (cf. [15, p.198]). Let H be the projective bundle P(Sym2S∨) of
Sym2S∨ andπ :H→P3∨ be the associatedmorphism.We use here and in the sequel the “classical”
definition in [19, Appendix B5] (and not the dual one ofGrothendieck) of a projective space bundle
P(E) associated to a vector bundle E on a scheme.
H is a parameter space for one-dimensional closed subschemes C ⊂ P3 of degree 2 spanning a

plane. Such subschemes have arithmetic genus 0 by the adjunction formula. We may therefore
regardH as the Hilbert scheme of closed subschemes of P3 with Hilbert polynomial P(t) = 2t + 1
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COUNTING RATIONAL POINTS ON PROJECTIVE VARIETIES 1115

(cf. [21, 1.b]). We shall in the rest of this section use the word conic for a closed subscheme of P3
with Hilbert polynomial 2t + 1. A conic may thus be a union of two intersecting lines or a double
line.
Let p:ℑ→H be the universal family of conics in𝐏3, 𝑖∶ℑ → 𝐇 × 𝐏3 its embedding in𝐇× 𝐏3 and

q:ℑ→ P3 be the restriction toℑ of the projection pr2∶𝐇 × 𝐏3 → 𝐏3. Then p is flat and projective
with conics C ⊂ P3 as fibres. Hence as H1(C, OC(k)) = 0 and dim H0(C, OC(k)) = 2k + 1 for k ≥ 0
for conics, we conclude from the semicontinuity theorem [24, III.12.9] that 𝑅1𝑝∗(𝑞∗(𝑂𝐏3(𝑘))) = 0
and that 𝑝∗(𝑞∗(𝑂𝐏3(𝑘))) is locally free of rank of 2k + 1 for k ≥ 0.
To find embeddings of H into projective spaces, we start with the functorial map from

pr1∗(pr
∗
2
𝑂𝐏3(𝑘)) to pr1∗(𝑖∗𝑖∗(pr∗2𝑂𝐏3(𝑘)) = 𝑝∗(𝑞

∗(𝑂𝐏3(𝑘))) for pr1: H × P3→ H. If h ∈ H rep-
resents the conic 𝐶 ⊂ 𝐏3

𝑘(ℎ)
over the residue field k(h) of Oh, then the induced map from

pr1∗(pr
∗
2
𝑂𝐏3(𝑘))⊗𝐇𝑘(ℎ) to 𝑝∗(𝑞∗(𝑂𝐏3(𝑘)))⊗𝐇𝑘(ℎ) can be identified with the restriction map

from 𝐻0(𝐏3
𝑘(ℎ)

, 𝑂𝐏3(𝑘)) to 𝐻
0(𝐶, 𝑂𝐶(𝑘)). As this map is surjective for all h ∈ H, the map from

pr1∗(pr
∗
2
𝑂𝐏3(𝑘)) to p*(q*(OP3(k))) must also be surjective. By flat base change [24, III.9.3], there

is further a functorial isomorphism 𝑂𝐇 ×𝐾 𝑓∗𝑂𝐏3(𝑘) → pr1∗(pr
∗
2
𝑂𝐏3(𝑘)) for 𝑓∶ 𝐏3𝐾 → 𝐾. The

OH-module pr1∗(pr∗2𝑂𝐏3(𝑘)) is thus free of rank (
𝑘 + 4
4 ) = dim𝐻

0(𝐏3, 𝑂𝐏3(𝑘)).
Let 𝜎𝑘 ∶ Λ2k+1pr1∗(pr∗2𝑂𝐏3(𝑘)) → Λ2𝑘+1𝑝∗(𝑞

∗((𝑂𝐏3(𝑘))) be the (2k + 1)-th exterior product
of the above map. Then σk is a surjective map from a free OH-module to an invertible OH-
module, which defines to a morphism 𝜌𝑘 ∶ 𝐇 → 𝑃(Λ2𝑘+1𝐻0(𝐏3, 𝑂𝐏3(𝑘))

∨
) for k≥ 1 (cf. [24, II.7.1]

and [37, 2.3]). As Sym𝑘𝑉 = 𝐻0(𝐏3, 𝑂𝐏3(𝑘)) for 𝑉 = 𝐻0(𝐏3, 𝑂𝐏3(1)), we will regard ρk as a mor-
phism from H to P(Λ2k + 1SymkV∨). The geometry of this morphism will be important when
we apply the determinant method to families of conics. For k = 1, we recover the morphism
π :H→ P3∨.
There is a canonical isomorphism between the projective bundles H = P(Sym2S∨) and P(E)

for E = Sym2(S∨⊗ Q∨). We shall in the sequel identify H with P(E) and let OE(1) denote the
tautological line bundle. The Chow ring ofH= P(E) is generated by the first Chern classes c1(π*Q)
and c1(OE(1)) (see [19, 8.3.4]). In particular, Ch1(H) = Zc1(π*Q)⊕ Zc1(OE(1)).

Lemma 4.1. Let [𝐷𝑘] ∈ Ch1(𝐇), 𝑘 ≥ 1 be the inverse image of the hyperplane class in
Ch1(𝑃(Λ2𝑘+1Sym𝑘𝑉∨) under the contravariant map induced by 𝜌𝑘 ∶ 𝐇 → 𝑃(Λ2𝑘+1Sym𝑘𝑉∨).
Then,

[𝐷𝑘] = 𝑘c1(𝜋
∗Q) +

(
𝑘

2

)
c1(𝑂𝐸(1)) for 𝑘 ≥ 1.

Proof. Let 𝐿 = 𝑞∗(𝑂𝐏3(1)). Then [𝐷𝑘] = c1(Λ
2𝑘+1(𝑝∗(𝑞

∗𝑂𝐏3(𝑘))) = c1(det(𝑝∗𝐿
⊗𝑘)) and

𝑅𝑖𝑝∗𝐿
⊗𝑘 = 𝑅𝑖𝑝∗(𝑞

∗𝑂𝐏3(𝑘)) = 0 when i > 0 and k ≥ 0. There exist therefore by the Riemann–
Roch theorem of Grothendieck and Knudsen-Mumford (see [31, theorem 4] and [18, p. 184])
elements 𝑎0, 𝑎1, 𝑎2 = 𝑝∗(𝑐1(𝐿)

2) in Ch1(H) such that c1(det(𝑝∗𝐿⊗𝑘)) = 𝑎0 + 𝑘𝑎1 + (
𝑘
2)𝑎2 for all

k ≥ 0. In particular, a0 = c1(det(𝑝∗𝑂ℑ)) = c1(OH) = 0 and a1 = c1(det( 𝑝∗𝐿))= [D1].
To determine a2 = 𝑝∗(𝑐1(𝐿)

2), let Λ ⊂ P3 be a line and D ⊂ H be the scheme parameterising all
conicsC⊂P3 whichmeet Λ. Then,𝑝∗(𝑐1(𝐿)

2)= [D] (cf. [23, p. 167]) and a2 = c1(OE(1)) asD is given
by the vanishing of a global section of OE(1) (cf. [19, 3.2.22]). Finally, as ρ1 = π we have that D1⊂
H is given by the vanishing of a global section of π*Q. Hence, a1 = c1(π*Q), thereby completing
the proof. □
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1116 SALBERGER

We shall write Chp(H) (resp. Chp(H)) for the Chow group of cycles on H of codimension p
(resp. dimension p) and ∪ : Chp(H) × Chq(H)→ Chp + q(H) for products in the Chow ring. This
gives a natural intersection pairing ∪ : Chp(H) × Chp(H)→ Ch0(H) = Z.

Lemma 4.2. Let𝑋 ⊂ 𝐏3 be an integral projective surface of degree d≥ 2 and𝐇𝑋 ⊂ 𝐇 be the Hilbert
scheme of conics on X. Let Y be an integral curve on𝐇𝑋 and F ⊂ X × Y be the conic bundle surface
over Y induced by the universal family of conics over𝐇𝑋 and k ≥ 1. Then the following holds.

(a) dim𝜋(𝑌) = 1.
(b) The projection pr1: F→ X is surjective.
(c) 𝑐1(𝜋∗𝑄) ∪ [𝑌] = [𝐾(𝑌) ∶ 𝐾(𝜋(𝑌))] deg𝜋(𝑌).
(d) 𝑐1(𝑂𝐸(1)) ∪ [𝑌] = [𝐾(𝐹) ∶ 𝐾(𝑋)]𝑑.
(e) [𝐷𝑘] ∪ [𝑌] ≥ 𝑘 + (

𝑘
2)𝑑.

(f) [𝐷𝑘] ∪ [𝑌] ≥ 2𝑘 + (
𝑘
2)𝑑 unless Y is mapped isomorphically onto a line in P3∨ under π.

(g) Assume that pr1: F→X is birational, pr2: F→Y smooth and that all fibres of pr2 pass through a
non-singular point P on X. Then there is a finite morphism ϕ: P2→P3 of projective degree two
which maps P2 birationally onto X.

Proof. For (a), we use that the restriction of π to HX is finite and for (b) that X is integral. To
prove (c), we interpret c1(π*Q) ∪ [Y] as the number of fibres C of pr2: F→Y whose linear span
Π = 〈C〉⊂ P3 contains a given point P ∈ P3. If P is sufficiently general, these conics will span
deg π(Y) different planes Π and there will be [K(Y): K(π(Y))] different conics in each plane Π
parameterised by points on Y. This proves (c). To obtain (d), we interpret c1(OE(1)) ∪ [Y] as the
number of fibres of pr2: F→Y, which meet a given line L. If we choose this line general enough,
then it will intersect X in d different points and each fibre of pr2: F→Y in at most one point. This
proves (d) as there are [K(F): K(X)] fibres of pr2: F→Y passing through a general point on X.
To obtain (e) and (f), we apply Lemmas 4.1 and 4.2(a)–(d). Then we get that deg π(Y) ≥ 1 and

[𝐷𝑘] ∪ [𝑌] = 𝑘[𝐾(𝑌) ∶ 𝐾(𝜋 (𝑌))](deg𝜋(𝑌)) +

(
𝑘

2

)
𝑑[𝐾 (𝐹) ∶ 𝐾(𝑋)].

Hence (e) and (f) hold as [K(Y): K(π(Y))]deg π(Y) ≥ 2 under the hypothesis in (f).
To show (g), let p2: �̃� → �̃� be the base extension of pr2 along the normalisation �̃� → 𝑌. Then

�̃� is non-singular and the composition q1: �̃� → 𝑋 of �̃� = 𝐹×𝑌�̃�→F with pr1 birational. There is
thus a unique factorisation q1 = η◦p1 (see [24, p. 91]) through the normalisation η: �̃� → X. Let �̃� =
η−1(P) and �̃� = 𝑝−1

1
(�̃�) = 𝑞−1

1
(𝑃). Then �̃� is non-singular on �̃� and the restriction of p1 to �̃� − �̃�

quasi-finite as there are only finitely many fibres of pr2 passing through a given point on X− P. As
p1: �̃� → �̃� is birational, we have thus by Zariski’s main theorem [24, p. 280], that p1 restricts to an
isomorphism from �̃� − �̃� to �̃� − �̃� and that �̃� is non-singular.
As �̃� is a fundamental point of 𝑝−1

1
, there is a uniquemorphism π1 : �̃� → 𝑍 with 𝑝1 = 𝜇 ◦𝜋1 for

the blow-up μ: 𝑍 → �̃� at �̃� (see [24, p. 411]). π1 is an isomorphism over Z− μ−1(�̃�) and quasi-finite
over μ−1(�̃�) as only finitely many fibres of pr2 pass through an infinitely near point of P. Hence p1
is isomorphic to the blow-up at �̃� by Zariski’s main theorem. As �̃� is a section of the ruled surface
p2: �̃� → �̃�, there is thus (cf. [24, p. 375]) an isomorphism ϕ0 : P2 →�̃�, where the lines through
𝜙−1
0
(�̃�) are sent to the fibres of p2. Hence η◦ ϕ0: P2→X is finite and birational and its composition

ϕ: P2→P3 with X ⊂ P3 of projective degree 2 as it sends lines through 𝜙−1
0
(�̃�) to conics on X. □
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COUNTING RATIONAL POINTS ON PROJECTIVE VARIETIES 1117

Lemma 4.3. Let𝑋 ⊂ 𝐏3 be an integral projective surface of degree d≥ 3 andHX ⊂H be the Hilbert
scheme of conics on X. Then the following holds.

(a) If Y is an integral curve on HX which is mapped isomorphically onto a line on P3∨ under
π :H→ P3∨, then π(Y) is dual to a line in the singular locus of X.

(b) If dim𝐇𝑋 ≥ 2, thenX is a scroll or a Steiner surface of degree 4with singular locus of X consisting
of three possibly coinciding lines.

(c) Suppose that dim𝐇𝑋 ≥ 2 and that X is not a scroll. Then there is exactly one component S ofHX
of dimension more than one. This component S is an integral rational surface with

deg 𝜌𝑘(𝑆) = 4𝑘
4 + 4𝑘3 − 2𝑘2 < 𝑘2(2𝑘 + 1)2 for all 𝑘 > 1.

Proof.

(a) Let L ⊂ P3 be the line dual to π(Y) ⊂ P3∨ and F ⊂ X × Y be the conic bundle surface over Y in
Lemma 4.2. The hypothesis implies that any planeΠ⊂P3 containing L is spanned by a unique
fibreC of pr2 : F→ Y and hence that the surjectivemorphism pr1 : F→ X restricts to an isomor-
phism from 𝐶∖𝐿 to (Π ∩ X) ∖ L. But this can only occur if L is of multiplicity ≥ 2 on Π ∩ X as
deg C < deg (Π ∩ X). Hence L must be in the singular locus of X as otherwise it would be
simple on Π ∩ X for some plane Π containing L.

(b) Suppose that X is not a scroll. There is then a non-singular point P on X not lying on any
line on X and thus an integral curve Y onHX such that all conics parameterised by Y are non-
singular and pass through P. As pr1: F→X is birational if d≥ 3 by [48, p. 158] we thus conclude
from 4.2(g) that X ⊂ P3 is isomorphic to a birational projection of the Veronese surface V4⊂
P5 from a line disjoint from V4. Hence X is a Steiner surface of degree 4 with a singular locus
of X consisting of three possibly coinciding lines (cf. [48, p. 135]).

(c) Let ϕ: P2 → P3 be a morphism as in 4.2(g) and Xns be the non-singular locus of X. There is
then a bijection between lines Λ ⊂ P2 with Λ ∩ ϕ−1(Xns) ≠ ∅ and conics C ⊂ Xwith C ∩ Xns ≠
∅ where C = ϕ(Λ). These conics will therefore be parameterised by an open subscheme Ω of
HX isomorphic to an open subsurface of the dual projective plane P2∨ and the closure S of Ω
is the only component ofHX of dimension at least two. By the above bijection, there is further
one conic on X passing through two given non-singular points on X and this conic is actually
parameterized by a point on Ω ⊂ S.

There are thus 16 conics on Xmeeting two disjoint lines in P3 which intersect X transversally.
By the geometric interpretation of c1(OE(1)) in the proof of Lemma 4.1, we have therefore

c1(𝑂𝐸(1)) ∪ c1(𝑂𝐸(1)) ∪ [𝑆] = 16. (4.4)

Next, let L ⊂ P3 be a line that intersects X transversally in P1, P2, P3 and P4. Then a conic C on
Xwill span a plane Π= 〈C〉 ⊃ L if and only if C passes through two of these points. There are thus
altogether six such conics. As c1(π*Q) is the class of all conics on X, which span planes through a
given point on P3, we have thus that

𝑐1(𝜋
∗Q) ∪ 𝑐1(𝜋

∗Q) ∪ [𝑆] = 6. (4.5)

Finally, let L0 ⊂ P3 be a line that intersects X transversally in P1, P2, P3 and P4 and P be a point
in P3− L0, such that the four lines Li = 〈P, Pi〉, 1 ≤ i ≤ 4 spanned by P and any of Pi intersect X
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1118 SALBERGER

transversally. There are then for each i three conics C on X,which contain Pi and for which 〈C〉 ⊃
Li. Hence

𝑐1(𝑂𝐸(1)) ∪ 𝑐1(𝜋
∗𝑄) ∪ [𝑆] = 12. (4.6)

For [𝐷𝑘] = 𝑘𝑐1(𝜋∗Q) + (
𝑘
2)𝑐1(𝑂𝐸(1)), we now obtain from (4.4) to (4.6) that

deg 𝜌𝑘 (𝑆) = [𝐷𝑘] ∪ [𝐷𝑘] ∪ [𝑆] = 6𝑘
2 + 24𝑘

(
𝑘

2

)
+ 16

(
𝑘

2

)2
= 4𝑘4 + 4𝑘3 − 2𝑘2,

thereby completing the proof. □

Lemma 4.7. Let 𝑋 ⊂ 𝐏3 be a projective surface of degree d ≥ 2. Then the Hilbert scheme of conics
on X has 𝑂𝑑(1) integral components and deg 𝜌𝑘(𝑌) = 𝑂𝑑,𝑘(1) for each of these components Y.

Proof. See [43, 3.5]. □

5 RATIONAL POINTS ON THE UNION OF CONICS

In this section, we shall obtain an estimate for the contribution from the conics to N(X; B) for a
family Dλ ⊂ X, λ ∈ Λ as in Corollary 3.22. We will get crucial savings by using that the rational
points are less dense on conics of large height. These savings are especially important if the conics
are parameterised by points on a curve or surface of high degree, which is the motivation for the
geometric results in Section 4.
We keep the notation in Section 4 such that H (resp. HX) is the Hilbert scheme of conics

in P3 (resp. on X ⊂ P3), V is the vector space of linear forms in the homogeneous coordinates
(x0, x1, x2, x3) of P3. We shall also let ρk :H→ P(Λ2k + 1SymkV∨), k ≥ 1 be the morphism described
in Section 4.
The monomials of degree k in (x0, x1, x2, x3) form a basis of SymkV and there is therefore

a basis of Λ2k + 1SymkV consisting of exterior products of 2k + 1 monomials of degree k. Let
H: P(Λ2k + 1(SymkV)∨)(Q)→ R be the standard height function defined by the dual basis. Then
H depends only on the homogeneous coordinates (x0, x1, x2, x3). We let Hk(C) = H(ρk(h)), k ≥ 1
for a conic C ⊂ P3 over Q parameterised by ℎ ∈ 𝐇(𝐐). It can thus be viewed as the height of the
projective linear 2k-subspace spanned by the image of C under the k-fold Veronese embedding of
P3.
To compute Hk(C), let Fj, 1 ≤ j ≤ (k + 1)(k + 2)(k + 3)/6 be an ordering of the set of monomials

in (x0, x1, x2, x3) of degree k and ξl, 1 ≤ l ≤ 2k + 1 be quadruples of integers representing rational
points on C whose images under the k-fold Veronese map span Lk. Then Hk(C) = M/Δ for the
greatest absolute valueM of all the (2k + 1) × (2k + 1)-minors of (Fj(ξl)) and the greatest common
divisor Δ of these minors.

Lemma 5.1. Let 𝐶 ⊂ 𝐏3 be a non-singular conic defined over Q. Then,

𝑁(𝐶; 𝐵) = 𝑂𝑘,𝜀(𝐵∕𝐻𝑘(𝐶)
1∕(2𝑘+1)𝑘 + 𝐵𝜀) for any 𝑘 ≥ 1.

Proof. See [43, 4.1(a)]. □
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COUNTING RATIONAL POINTS ON PROJECTIVE VARIETIES 1119

Lemma 5.2. Let 𝑋 ⊂ 𝐏3 be a geometrically integral projective surface of degree d ≥ 3 and S ⊂ HX
be an integral component. Let k > 1. Then,

(a) 𝑁(𝜌𝑘(𝑆); 𝑅deg 𝜌𝑘(𝑆)) = 𝑂𝑑,𝑘(𝑅2 log 𝑅 + 1) if dim𝑆 = 1.
(b) 𝑁(𝜌𝑘(𝑆); 𝑅deg 𝜌𝑘(𝑆)

1∕2
) = 𝑂𝑘(𝑅

7∕2+1∕𝑘(log 𝑅)2 + 1) if dim𝑆 = 2,

and X is not a scroll.

Proof.

(a) For k > 1 ρk :H→ P(Λ2k + 1SymkV∨) is a closed immersion into some projective space. Hence
𝑁(𝜌𝑘(𝑆); 𝑅

deg 𝜌𝑘(𝑆)) = 𝑂𝑑,𝑘(𝑅
2 log 𝑅 + 1) by Theorem 1.17 and Lemma 4.7.

(b) By Lemmas 4.3 and 4.7(b), we have d = 4 and deg ρk(S) = Ok(1). We now apply Corollary 3.23
to the closed immersion ρk: S⊂ P(Λ2k + 1SymkV∨) and𝐵 = 𝑅deg 𝜌𝑘(𝑆)1∕2 . We then obtain a set of
Ok(R3/2log R + 1) geometrically integral curves Yγ, γ ∈ Γ of degree Ok(1) on ρk(S) ⊂
P(Λg(k)SymkV) such that all but 𝑂𝑘(𝑅3+𝑂𝑘(1∕ log(1+log 𝑅))) points of height ≤ B lie on one of
these curves. It thus only remains estimate the contribution from the curves Yγ, γ ∈ Γ to
𝑁(𝜌𝑘(𝑆); 𝑅

deg 𝜌𝑘(𝑆)
1∕2
).

By Theorem 1.17 we have that 𝑁(𝑌𝛾; 𝑅deg 𝜌𝑘(𝑆)
1∕2
) ≪𝑘 𝑅

2deg 𝜌𝑘(𝑆)
1∕2∕ deg 𝜌𝑘(𝑌𝛾) log 𝑅 + 1 for all

γ ∈ Γ. By Lemmas 4.2(e), 4.2(f) and 4.3(c), we have further that deg ρk(S)1/2/deg ρk(Yγ) <
(2k + 1)/(2k−1) for all γ ∈ Γ and that deg ρk(S)1/2/deg ρk(Y) < (2k + 1)/2k if Yγ is not mapped iso-
morphically onto a line in P3∨ under π. By Lemmas 4.3(a) and (b) there are at most three curves
Y ⊂ S that are mapped isomorphically onto lines in P3∨ under π. Therefore,

∑
𝛾∈Γ

𝑁(𝑌𝛾; 𝑅
deg 𝜌𝑘(𝑆)

1∕2
) ≪𝑘 (𝑅

3∕2 log 𝑅 + 1)(𝑅2(2𝑘+1)∕2𝑘 log 𝑅 + 1) + 𝑅2(2𝑘+1)∕(2𝑘−1) log 𝑅 + 1,

which is acceptable for k > 1. This completes the proof.
The following result will be used to estimate the contribution from the conics Dλ ⊂ X, λ ∈ Λ in

Corollary 3.22.

Lemma 5.3. Let 𝑋 ⊂ 𝐏3 be a geometrically integral surface overQ of degree d ≥ 3 and E be a set of
𝑂𝑑,𝜀(𝐵

𝑓+𝜀) integral conics over Q on X for some positive real number f. Then the following holds.

(a)
∑
𝐶∈𝐸 𝑁(𝐶; 𝐵) = 𝑂𝑑,𝑓,𝜀(𝐵

1+𝑓−𝑑𝑓∕8+3𝜀 + 𝐵1+3𝜀 + 𝐵𝑓+3𝜀)

if dim𝐇𝑋 ≤ 1 or if all conics C ∈ E are parameterised by points on irreducible components of
dimension at most one onHX.

(b) If dim𝐇𝑋 ≥ 2 and X is not a scroll, then d = 4. Further, if #𝐸 = 𝑂𝜀(𝐵3∕4+𝜀), then∑
𝐶∈𝐸

𝑁(𝐶; 𝐵) = 𝑂𝜀(𝐵
43∕28+2𝜀)

Proof.

(a) By Lemma 4.7 there are Od(1) integral components Y of HX. It it therefore enough to show
the lemma in the case where all conics C in E are parameterised by points on an integral
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1120 SALBERGER

one-dimensional component Y ofHX. By Lemma 4.2(e),

deg 𝜌𝑘(𝑌) ≥ 𝑘 + 𝑑

(
𝑘

2

)
= (2𝑘 + 1)𝑘

(
𝑑

4
+
1 − 3𝑑∕4

2𝑘 + 1

)
.

There exists thus for each pair f > 0, ε > 0 an integer k = k(f, ε) such that

deg 𝜌𝑘(𝑌)∕(2𝑘 + 1)𝑘 ≥ 𝑑∕4 − 2𝜀∕𝑓. (5.4)

Now let R be a real number with 1 ≤ R ≤ Bf/2. There are, then, by Lemma 5.2(a) Od,f,ε(R2Bε)
conics C with 𝐻𝑘(𝐶)

1∕ deg 𝜌𝑘(𝑌) ∈ [𝑅, 2𝑅] and we have by Lemma 5.1 and (5.4) that N(C; B) =
Of,ε(BR2ε/f-d/4 + Bε) for each of these conics. The total contribution from these conics is thus
Od,f,ε(B1 + 2εR2-d/4 + R2B2ε). On summing over dyadic intervals [R, 2R] which cover [1, Bf/2],
we obtain that the conics with 𝐻𝑘(𝐶)

1∕ deg 𝜌𝑘(𝑌) ≤ 𝐵𝑓∕2 contribute with Od,f,ε(B1 + f−df/8 + 3ε +

B1 + 3ε + Bf + 3ε) in total.
For conicswith𝐻𝑘(𝐶)1∕ deg 𝜌𝑘(𝑌) > 𝐵𝑓∕2, thenN(C;B)=Od,ε(B1− df /8 + ε+Bε) by Lemma 5.1.

Therefore, as #E=Od,ε(Bf + ε) we get a total contribution ofOd,f,ε(B1 + f−df/8 + 2ε + Bf + 2ε) from
these conics C, thereby proving (a).

(b) By Lemma 4.3(b), d = 4. The contribution to
∑
𝐶∈𝐸 𝑁(𝐶; 𝐵) from conics parameterised by

points on components of dimension≤ 1 is thusOε(B1 + 3/8 + 3ε) by (a).Wemay thus assume that
all C ∈ E are parameterised by points on the unique two-dimensional irreducible component
S ⊂ HX described in Lemma 4.3(c) with deg ρk(S)< (2k + 1)2 for k > 1.
Now fix k > 1 and consider the conics C ∈ E with Hk(C) ∈ [R, 2R] for some R with 1 ≤ R

≤ B3/14. There are Ok(R7/2 + 1/k (log R)2 + 1) such conics by Lemma 5.2(b). We have also by
Lemma 5.1 and (5.4) the uniform bound N(C; B) = Ok,ε(BR8ε/3−1 + Bε), k > 1 for each of these
conics. The total contribution from these conics is thusOk,ε(BR5/2 + 1/k + 7ε/3 +R7/2 + 1/k + εBε).
On summing over O(log B) dyadic intervals [R, 2R] which cover [1, B3/14], we get for each k >
1 a total contribution of Ok,ε(B43/28 + 3/14k + ε/2) with𝐻𝑘(𝐶)

1∕𝜌𝑘(𝑆)
1∕2

⩽ 𝐵3∕14.

For conics C with 𝐻𝑘(𝐶)
1∕𝜌𝑘(𝑆)

1∕2

> 𝐵3∕14, then N(C; B) = Ok,ε(B11/14 + 4ε/7) by Lemma 5.1
and (5.4). The total contribution from a set of Oε(B3/4 + ε) such conics on X is thus
Ok,ε(B43/28 + 11ε/7). Hence,

∑
𝐶∈𝐸 𝑁(𝐶; 𝐵) = 𝑂𝑘,𝜀(𝐵

43∕28+3∕14𝑘+11𝜀∕7) for all k> 1, which suffices
to deduce (b).

6 RATIONAL POINTS ON PROJECTIVE SURFACES

The aim of this section is to prove Theorems 0.5–0.9. The following result improves upon theorem
0.1 in [43] and theorem 7 in [27].

Theorem 6.1. Let 𝑋 ⊂ 𝐏𝑛 be a geometrically integral surface over Q of degree d. Let 𝑋́ be the
complement of the union of all lines on X. Then,

𝑁(𝑋́; 𝐵) = 𝑂𝑑,𝑛,𝜀(𝐵
3∕

√
𝑑+𝜀 + 𝐵3∕2

√
𝑑+2∕3+𝜀 + 𝐵1+𝜀),

unless d = 4 and there is a two-dimensional family of conics on X. Then

𝑁(𝑋́; 𝐵) = 𝑂𝑛,𝜀

(
𝐵43∕28+𝜀

)
and 𝑁(𝑋́; 𝐵) = 𝑂𝑋(𝐵

3∕2).
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COUNTING RATIONAL POINTS ON PROJECTIVE VARIETIES 1121

Proof. We first prove the theorem when n = 3. If d ≤ 2, then 𝑋́ = ∅. We may and shall therefore
assume that d ≥ 3. There exists by Corollary 3.22 a set of #Γ=Od,n(B3/2√dlog B+ 1) geometrically
integral curves Cγ, γ ∈ Γ of degree Od(1) such that all but 𝑂𝑑,𝑛(𝐵3∕

√
𝑑+𝑂𝑑,𝑛(1∕ log(1+log 𝐵))) rational

points in X(Q; B) lie on one of these curves. As N(Cγ; B) = Od,n(B2/3log B + 1) for the curves
Cγ, γ ∈ Γ of degree ≥ 3 (see Theorem 1.17), there are thus Od,n(B3/2√d + 2/3(log B)2 + 1) points in
X(Q; B), which lie on one of these curves.
To estimate the contribution from the conics, we apply Lemma 5.3 with f = 3/2√d. If dimHX

≤ 1, then we conclude from 5.3a) that there areOd,ε(B1 + 3/2√d−3√d /16 + ε + B1 + ε) points in the set
X(Q; B), which lie on one of the conicsCγ. The total contribution from allCγ, γ∈ Γ of degree≥ 2 to
N(𝑋́; B) is thus acceptable, thereby proving the theorem when n = 3 and dimHX ≤ 1.
If dim HX ≥ 2, then by 5.3b) there are Oε(B43/28 + ε) points in X(Q; B), which lie on one of the

conics Cγ. As d = 4 (see Lemma 4.3), we have thus that N(𝑋́; B) = Oε(B43/28 + ε) for such surfaces.
To establish the last assertion, we use the existence (see the proof of Lemma 4.3(c)) of a finite
morphism ϕ: P2→P3 of projective degree 2 which maps P2 birationally onto X. Then H(y)2 <<X
H(ϕ(y)) for all y ∈ P2(Q) (see [46, p. 15]. Hence X(Q; B) ∩ ϕ(P2(Q)) <<X B3/2. To get that N(𝑋́; B)
= OX(B3/2) it now only remains to that apply Theorem 1.17 to the components of a closed set T ⊂
X such that ϕ maps P2 − ϕ−1(T) isomorphically onto X − T.

To prove the theorem when n > 3, we use a projection λ: Pn ∖ Λ→ P3 from a linear projective
(n−4)-plane Λ ⊂ Pn not intersecting X. By [12, Section 3] we may choose this morphism λ such
that Z = λ(X) ⊂ P3 is of degree d with at most d points in X over each point of Z and such that
there is a constant c0 = Od,n(1) such that H(λ(x)) ≤ c0H(x) for all rational points x on Pn ∖ Λ. By
[43, 8.1d] we may further assume that there exists a proper closed subscheme T of Z such that
X ∖ λ−1(T) is isomorphic to Z ∖ T under λ and such that T ⊂ P3 is given by Od,n(1) equations of
degree Od,n(1). Therefore, λ maps (𝑋́− λ−1(T))(Q; B) injectively into 𝑍́(Q; c0B). By the Bézout
theorem in [19, theorem 8.4.6] we have further that the sum of the degrees of the irreducible
components of T is bounded in terms of d and n. It follows that this is also true for λ−1(T) such
that N(𝑋́ ∩ λ−1(T); B) = Od,n(B) by Theorem 1.17. Hence as Theorem 6.1 holds for Z ⊂ P3, we
conclude that it also holds for X ⊂ Pn. □

Remark 6.2. If d = 3,4 or 5, then we get that N(𝑋́; B) = On,ε(B3/√d + ε) unless d = 4 and
dimHX ≥ 2.

Theorem 6.3. Let𝑋 ⊂ 𝐏3 be a non-singular surface overQ of degree d and let U be the complement
of the union of curves of degree ≤ d – 2 on X. Then,

𝑁 (𝑈; 𝐵) = 𝑂𝑑

(
𝐵3∕

√
𝑑(log 𝐵)4 + 1

)
.

Proof. The result is known when d ≤ 2 (see [27, theorem 2] for a sharper result when d = 2).
We may thus assume that d ≥ 3. Let Dλ ⊂ X, λ ∈ Λ be a set of Od(B3/2√dlog B + 1) geometrically
integral curves Dλ ⊂ X, λ ∈ Λ of degree Od(1) as in Corollary 3.22. Then,

𝑁

(
𝑋 −

⋃
𝜆∈Λ

𝐷𝜆; 𝐵

)
= 𝑂𝑑

(
𝐵3

√
𝑑(log 𝐵)4 + 1

)
.

To estimate the contribution toN(U;B) from the curvesDλ, we apply Theorem 1.17. Thenwe get
N(Dλ; B)= Od(B2/(d−1)log B+ 1) for curves Dλ of degree at least d− 1. The total contribution from
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1122 SALBERGER

the curves Dλ, λ ∈Λ toN(U; B) is thusOd(B3/2√d + 2/(d−1)(log B)2 + 1), which is acceptable for d ≥
4. When d = 3, we get O(B√3/2 + 2/3(log B)2 + 1) in total from the curves Dλ of degree ≥ 3 and for
the conics Dλ we get Oε(B1 + √3/2−3√3/16 + ε + B1 + ε) in total by Lemma 5.3(a) as dimHX ≤ 1. This
gives the desired bound for N(U; B) when d = 3, thereby completing the proof. □

Corollary 6.4. Let 𝑋 ⊂ 𝐏3 be a non-singular surface over Q of degree d. Then,

𝑁(𝑋́; 𝐵) = 𝑂𝑑(𝐵
3∕

√
𝑑(log 𝐵)4 + 𝐵).

Proof. It is proved in [14] that there areOd(1) curves of degree≤ d− 2 onX. The result thus follows
from Theorems 6.3 and 1.17.

Corollary 6.5. Let 𝐚 = (𝑎0, 𝑎1, 𝑎2, 𝑎3) be a quadruple of rational numbers different from zero
and 𝑛𝑎,𝑑(𝐵) be the number of primitive integer solutions in the regionmax(|𝑥0|, … , |𝑥3|) ≤ 𝐵 to the
equation

𝑎0𝑥
𝑑
0 + 𝑎1𝑥

𝑑
1 + 𝑎2𝑥

𝑑
2 + 𝑎3𝑥

𝑑
3 = 0,

with 𝑎0𝑥𝑑0 + 𝑎𝑗𝑥
𝑑
𝑗
≠ 0 for 𝑗 = 1, 2, 3.

Then,

𝑛𝑎,𝑑(𝐵) = 𝑂𝑑

(
𝐵3∕

√
𝑑(log 𝐵)4 + 1

)
.

Proof. The case d = 1 is trivial and the case d = 2 follows from [27, theorem 2]. So let d ≥ 3 and
X ⊂ P3 be the surface over Q defined by the equation 𝑎0𝑥𝑑0 + 𝑎1𝑥

𝑑
1
+ 𝑎2𝑥

𝑑
2
+ 𝑎3𝑥

𝑑
3
= 0. Then it is

known (see [16, Example 2.5.3(a)] or Theorem9.4 below) that there are 3d2 lines onX and that their
union is defined by the equation (𝑎0𝑥𝑑0 + 𝑎1𝑥

𝑑
1
)(𝑎0𝑥

𝑑
0
+ 𝑎2𝑥

𝑑
2
)(𝑎0𝑥

𝑑
0
+ 𝑎3𝑥

𝑑
3
) = 0. It thus suffices

to prove that N(𝑋́; B) = Od(B3/√d(log B)4 + 1).
There are Od(1) curves of degree ≤ d−2 on X (see [14]). We thus get the assertion from Theo-

rem 6.3 provided we can prove thatN(C; B)=Od(B3/√d(log B)4 + 1) for any curveC on X of degree
δ with 2 ≤ δ ≤ d−2. But is shown in Theorem 9.4 below that δ ≥ (d + 1)/3 for any curve which is
not a line. HenceN(C; B)=Od(B6/(d + 1)log B) by Theorem 1.17, which is acceptable for d ≥ 3. This
finishes the proof. □

Theorem 6.6. Let𝑋 ⊂ 𝐏4 be a non-singular complete intersection of two hypersurfaces of degree d1
and d2 and let U be the complement of the union of all curves of degree at most d1 + d2 −3 on X. Let
d = d1d2. Then,

𝑁(𝑈; 𝐵) = 𝑂𝑑,𝜀

(
𝐵3∕

√
𝑑+𝜀

)
.

Proof. If d1 = 1 or d2 = 1, then X ⊂ P4 is given by equations a0 x0 +⋯ + a4 x4 = G(x0, . . . , x4) = 0
where some ai ≠ 0. If a4 ≠ 0, then G(x0, . . . , x3, -(a0 /a4)x0 -⋯-(a3 /a4)x3) is a form in (x0, . . . , x3)
which defines a non-singular surface �̃� ⊂ P3 of degree d = d1 + d2 – 1 = d1d2. The projection α:
X→�̃� from (0,0,0,0,1) is an isomorphism, which maps U onto the complement �̃� of all curves of
degree at most d – 2 on �̃� and withH(α(x))≤H(x) for x ∈ X(Q). We have thus by Theorem 6.3 that
N(U; B) ≤ N(�̃�; B) = Od(B3/√d(log B)4 + 1). If d1 = d2 = 2, then X is a del Pezzo surface of degree
4. It is well-known that there is no two-dimensional family of conics on such a surface. Hence
N(U; B) = Oε(B3/√d + ε) by Theorem 6.1.
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COUNTING RATIONAL POINTS ON PROJECTIVE VARIETIES 1123

For the remaining pairs (d1, d2) we choose a set #Λ=Od(B3/2√dlogB+ 1) geometrically integral
curves Dλ, λ ∈ Λ of degree Od(1) as in Corollary 3.23. Then, all but 𝑂𝑑,𝑛(𝐵3∕

√
𝑑+𝑂𝑑,𝑛(1∕ log(1+log 𝐵)))

rational points in X(Q; B) will lie on one of these curves. Moreover, by Theorem 1.17 we have that
N(Dλ; B) = Od(B2/δlog B + 1) for curves Dλ of degree ≥ δ. The total contribution from the curves
Dλ, λ ∈ Λ of degree ≥ δ is thus Od(B3/2√d + 2/δ(log B)2 + 1), which is acceptable for δ ≥ 4√d /3.
This completes the proof when d = d1d2 ≥ 8, since then deg Dλ ≥ d1 + d2 −2 ≥ 4√d /3 for all
curves Dλ with U ∩ Dλ ≠ ∅.
We now treat the remaining case {d1, d2} = {2, 3}. The total contribution from the curves Dλ,

λ ∈ Λ of degree ≥ 4 is then Oε(B3/2√6 + 2/4 + ε), which is acceptable. If deg Dλ = 3, then Dλ is
contained in a hyperplane H ⊂ P4 and either a non-singular twisted cubic in H or a plane cubic
[22, proposition 18.9]. The self-intersection number (Dλ. Dλ) = 2pa(Dλ) − 2 (see Ex. II.8.4(c) and
Ex.V.1.3 in [24]) such that (Dλ. Dλ) = –2 for a twisted cubic. We may therefore apply the Hilbert
scheme arguments in [14] and conclude that there are only O(1) non-singular twisted cubics on
X. The total contribution from these cubics is thus Oε(B2/3log B + 1) by Theorem 1.17.
Let Q ⊂ P4 be the unique quadric containing X. Any plane cubic C on X will span a plane

Π ⊂ Q. Hence X can only contain a plane cubic when Q is singular. Also, as X is non-singular,
the vertex v of Q must then be a point outside X. By projecting from v, we obtain a morphism
h: X→ Q′ to a non-singular quadric in P3, which maps the integral plane cubics on X onto lines
on Q′. These lines are the fibres of two morphisms gi: Q′→ P1, i = 1, 2 and any plane cubic on
X is therefore a fibre of one of the two morphisms fi = gih to P1. By [24, III.10.7] the set S of
points s ∈ P1(C) such that 𝑋𝑠 = 𝑋 ×𝐏1 𝑘(𝑠) is singular is finite and by [2, III.11.4] we have that
χ(XC) =∑s ∈ S χ(Xs) with all χ(Xs) ≥ 0. Hence as χ(Xs) ≥ 1 for integral and singular fibres (cf. [20,
p. 508]), we conclude that there are at most χ(XC) such fibres of fi. The Euler-characteristic χ(XC)
= 24 as X is a K3-surface (cf. pp. 590–592 in [20]). There are thus at most 48 singular plane cubics
on X and they contribute with Oε(B2/3 log B + 1) to N(X; B).
To count points on the non-singular plane cubics, we choose a birational projection β:X→P3 as

in [12, Section 3] and apply the arguments that we used for the conics in the proof of Theorem 6.1.
Then deg β(X)= 6 and all butO(1) plane cubics onX aremapped isomorphically onto plane cubics
on β(X). There exists also a constant c0 such that N(Dλ; B) ≤ N(β(Dλ); c0B) for all these cubics. It
is thus enough to prove that the sum of N(β(Dλ); c0B) over all non-singular plane cubics β(Dλ) is
of order Oε(B3/√6 + ε). By [41, 1.8], we have N(C; B) = Oε((B/H(Π)1/3)2/3 + ε + 1) for a non-singular
cubic C on a plane Π ⊂ P3. The planes Πλ ⊂ P3 spanned by the cubics λ(Dλ) are images of
planes on Q and hence parameterised by a one-dimensional subscheme of bounded degree of the
dual space P3∨. There are thus by Theorem 1.17 O(R2) such planes Πλ of height H(Π) ≤ 2R for R
≥ 1. The contribution from the non-singular cubics spanning planes of height H(Π) ∈ [R, 2R] is
thereforeOε(B2/3 + εR16/9 + R2) and if we cover [1, B3/4√6] byO(log B) dyadic intervals [R, 2R], then
we get Oε(B2/3 + 4/3√6 + 2ε) in total. IfH(Π) ≥ B3/4√6, then N(C; B) = Oε(B2/3−1/6√6 + ε) which gives
Oε(B2/3 + 4/3√6 + 2ε) in total as #Λ = Oε(B3/2√6 + ε). The contribution to N(X; B) from the cubics is
thus Oε(B2/3 + 4/3√6 + 2ε), which is acceptable. This completes the proof. □

Corollary 6.7. Let𝑋 ⊂ 𝐏4 be a non-singular complete intersection of two hypersurfaces of degree d1
and d2 and 𝑑 = 𝑑1𝑑2. Then,

𝑁 (𝑋́; 𝐵) = 𝑂𝑑,𝜀

(
𝐵3∕

√
𝑑+𝜀 + 𝐵

)
.

Proof. It is proved in [5, lemma 12] that there are Od(1) curves of degree ≤ d1 + d2 −3 on X. The
result therefore follows from Theorems 6.6 and 1.17. □
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1124 SALBERGER

7 INTEGRAL POINTS ON AFFINE SURFACES AND THE
DIMENSION GROWTH CONJECTURE FOR PROJECTIVE VARIETIES

In this section, we shall prove Theorems 0.3 and 0.4. We will use the following notation.

Notation 7.1. Let 𝑋 ⊂ 𝐏𝑟+1 be a quasi-projective variety over Q.

(a) S1(X; B) is the set of rational points onXwhichmay be represented by an integral (r+ 2)-tuple
(1, x1, . . . , xr + 1) with |xm| ≤ B form ∈ {1, . . . , r + 1}.

(b) N1(X; B) = # S1(X; B).

Theorem 7.2. Let 𝑋 ⊂ 𝐏𝑛 be a geometrically integral surface over Q of degree and 𝑋𝑛𝑠 be the non-
singular locus of X. Let 𝐁 = (1, 𝐵, 𝐵, 𝐵). Suppose that the hyperplane Π0 defined by x0 = 0 intersects
X properly. Then there exist a positive constant c bounded solely in terms of d such that the following
holds.
There exists for eachB≥ 1a set of𝑂𝑑(𝐵1∕

√
𝑑 log 𝐵 + 1) geometrically integral curves𝐷𝜆 ⊂ 𝑋,𝜆 ∈ Λ

of degree Od(1) such that𝑁(𝑋𝑛𝑠 −
⋃
𝜆∈Λ 𝐷𝜆; 𝐁) = 𝑂𝑑(𝐵

2∕
√
𝑑+𝑐∕ log(1+log 𝐵)).

Proof. If B = (1, B, B, B), then V = B3 and T = Bd by the assumption on Π0 ∩ X. The theorem
therefore follows from Theorem 3.16 applied to the case B = (1, B, B, B) and for some value of ε
not exceeding 1/3√d. □

Corollary 7.3. Let 𝑋 ⊂ 𝐏3 be a geometrically integral surface over Q of degree d. Suppose that the
scheme-theoretic intersection Π0 ∩ X defined is geometrically integral. Then

𝑁1 (𝑋; 𝐵) = 𝑂𝑑,𝜀

(
𝐵2∕

√
𝑑+𝜀 + 𝐵1+𝜀

)
.

Proof. Let Dλ ⊂ X, λ ∈ Λ, c and B = (1, B, B, B) be as in Theorem 7.2. Then,

𝑁1 (𝑋𝑛𝑠; 𝐁) ≤
∑

𝜆∈Λ
𝑁1(𝐷𝜆; 𝐁) + 𝑂𝑑

(
𝐵2∕

√
𝑑+𝑐∕ log(1+log 𝐵)

)
.

Further, if C is a geometrically integral space curve of degree δ, then N1(C; B) = Oδ,ε(B1/δ + ε)
by the results on affine curves in [3, 38, 39]. We have thus that N1(Dλ; B) = Od,ε(B1/2 + ε) for
any curve Dλ, λ ∈ Λ of degree > 1. The total contribution to N1(X; B) from these curves is thus
Od,ε(B1/√d + 1/2 + ε). Moreover, by proposition 1 in [12] there are Od,ε(B1/√d + ε + B1 + ε) points in
S1(X; B) on the union of the curves Dλ, λ ∈ Λ of degree 1. We have thus shown that N1(Xns; B) =
Od,ε(B2/√d + ε + B1 + ε).
The singular locus Xsing of X is contained in a union of Od(1) integral curves D ⊂ X of degree

Od(1) with #D(Q) = Od(1) if D is not geometrically integral (see the proof of Corollary 3.23). We
have thus by the above estimates for affine curves thatN1(Xsing;B)=Od,ε(B1 + ε), which completes
the proof. □

Theorem 7.4. Let 𝑓(𝑦1, 𝑦2, 𝑦3) ∈ 𝐙[𝑦1, 𝑦2, 𝑦3], be a polynomial such that its homogeneous part
ℎ(𝑓) of maximal degree is irreducible over 𝐐. Let 𝑑 = deg ℎ(𝑓) and 𝑛(𝑓; 𝐵) be the number of triples
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COUNTING RATIONAL POINTS ON PROJECTIVE VARIETIES 1125

𝐲 = (𝑦1, 𝑦2, 𝑦3) of integers such that 𝑦1, 𝑦2, 𝑦3 ∈ [−𝐵, 𝐵] and 𝑓(𝐲) = 0. Then,

𝑛 (𝑓; 𝐵) = 𝑂𝑑,𝜀
(
𝐵1+𝜀

)
if 𝑑 ≥ 4

𝑛 (𝑓; 𝐵) = 𝑂𝜀

(
𝐵2∕

√
3+𝜀

)
if 𝑑 = 3.

Proof. Let F(x0, x1, x2, x3) = 𝑥𝑑0 f(x1/x0, x2 /x0, x3/x0) and X ⊂ P3 be the surface over Q defined by
F. Then Π0 ∩ X and X are geometrically integral since h(f) and hence also f is irreducible over Q.
It is clear from the definitions that N1(X; B) = n(f; B). The result is therefore just a reformulation
of Corollary 7.3. □

Remark. Theorem 0.3 follows from Theorem 7.4 and [12, proposition 8].

The following result gives an almost complete answer to the dimension growth conjecture
(Conjecture 0.2) of Heath-Brown and improves upon the previous results in [12, 42].

Theorem 7.5. Let 𝑋 ⊂ 𝐏𝑛 be a geometrically integral projective variety of degree d and dimension
r defined over Q. Then,

𝑁(𝑋; 𝐵) = 𝑂𝑑,𝑛,𝜀(𝐵
𝑟+𝜀) if 𝑑 ≥ 4

𝑁(𝑋; 𝐵) = 𝑂𝑛,𝜀

(
𝐵𝑟−1+2∕

√
3+𝜀

)
if 𝑑 = 3.

Proof. Use Theorem 7.4 and [12, theorem 2]. □

Remark. The birational projection argument in [12, section 3] implies that Conjecture 0.2 holds
for projective varieties of degree d as soon as it holds for projective hypersurfaces of degree d.
Conjecture 0.2 is thus known to be true for varieties of degree 2 [27, theorem 2] and for varieties of
dimension at most 3 by [27, theorem 5], [27, theorem 9], [6] and [9, theorem 3]. It was first shown
for non-singular hypersurfaces by Browning and Heath-Brown [11, theorem 1].
Castryck et al. [13] have recently been able to remove the Bε-factor in Theorem 7.5 when d ≥ 5

and there is also now a sharper bound N(X; B) = On,ε(Br + 1/7 + ε) for d = 3 (see [45]).

8 INTEGRAL AND RATIONAL POINTS ON CUBIC
HYPERSURFACES

The aim of this section is to prove the dimension growth conjecture for projective cubic hypersur-
faces and thereby obtain a proof of Theorem 0.1 for all projective geometrically integral varieties
over Q of degree d ≥ 2.
The main new ingredient (see Theorem 8.11) will be an estimate for cubic polynomials f ∈

Q[y1, . . . , yn] where the homogeneous cubic part h(f) vanishes on a two-dimensional affine linear
subspace over Q. As we will not require uniformity of the implicit constants, we may and shall
assume that h(f) vanishes on the linear subspace defined by y3 = ⋯ = yn = 0. The homogenisation
F(x0, . . . , xn) = 𝑥30 f(x1/x0, . . . , xn/x0) of f is then a cubic form over Q which will vanish on the line
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1126 SALBERGER

Λ ⊂ 𝐏𝑛
𝐐
defined by x0 = x3 = ⋯ = xn = 0. It will thus have an expansion

𝐹 = 𝐿11𝑥
2
1 + 2𝐿12𝑥1𝑥2 + 𝐿22𝑥

2
2 + 2𝑄1𝑥1 + 2𝑄2𝑥2 + 𝐶, (8.1)

where 𝐿11, 𝐿12, 𝐿22, 𝑄1, 𝑄2 and C are homogeneous polynomials in Q[x0, x3, . . . , xn]. There is also
a similar expansion of f(y1, . . . , yn) = F(1, y1, . . . , yn)

𝑓 = 𝑙11𝑦
2
1 + 2𝑙12𝑦1𝑦2 + 𝑙22𝑦

2
2 + 2𝑞1𝑦1 + 2𝑞2𝑦2 + 𝑐, (8.2)

where l11, l12, l22, q1, q2, c ∈ Q[y3, . . . , yn] are the polynomials obtained from 𝐿11, 𝐿12, 𝐿22, 𝑄1, 𝑄2
and C by letting x0 = 1 and xi = yi for i = 3, . . . , n.

Lemma 8.3. Let 𝐹 ∈ 𝐐[𝑥0, 𝑥1, … , 𝑥𝑛] be an irreducible cubic form as in (8.1) and suppose that at
least one of the forms 𝐿11, 𝐿12, 𝐿22, 𝑄1, 𝑄2 does not vanish. Then the closed subset of𝐀𝑛−2𝐐

defined by
𝑙11 = 𝑙12 = 𝑙22 = 𝑞1 = 𝑞2 = 𝑐 = 0 is of codimension at least 2.

Proof. It follows from the irreducibility of f and (8.2) that the highest common factor (l11, l12, l22, q1,
q2, c)= 1. There is thus no prime ideal inQ[y3, . . . , yn] of height 1 containing the ideal generated by
l11, l12, l22, q1, q2 and c and hence no irreducible component of codimension 1 in the given closed
subset. □

Lemma 8.4. Let 𝐹 ∈ 𝐐[𝑥0, 𝑥1, … , 𝑥𝑛] be a cubic form as in (8.1) and 𝑋 ⊂ 𝐏𝑛
𝐐
be the hypersur-

face defined by F. Let 𝑌 ⊂ 𝐀𝑛
𝐐
be the affine hypersurface with coordinates 𝑦𝑖 = 𝑥𝑖𝑥0 for 𝑖 = 1, … , 𝑛

defined by 𝑓(𝑦1, … , 𝑦𝑛) = 𝐹(1, 𝑦1, … , 𝑦𝑛).
Suppose that the singular locus of Y is of codimension at least 2 in Y and that the line Λ⊂Xdefined

by x0 =𝑥3 =⋯ = 𝑥𝑛 = 0 is not contained in the singular locus of X. Suppose also that X is not a cone
with vertex on Λ. Then (see (8.2)):

𝐷 =

|||||||
𝑙11 𝑙12 𝑞1
𝑙12 𝑙22 𝑞2
𝑞1 𝑞2 𝑐

|||||||
does not vanish identically.

Proof. The assertion is equivalent to the assertion that the ternary quadratic form

𝑄gen(𝑋0, 𝑋1, 𝑋2) = 𝑐𝑋
2
0 + 2𝑞1𝑋0𝑋1 + 2𝑞2𝑋0𝑋2 + 𝑙11𝑋

2
1 + 2𝑙12𝑋1𝑋2 + 𝑙22𝑋

2
2

defines a non-singular conic in 𝐏2
𝐾
overK=Q(y3, . . . , yn). To show this, let p: Y→𝐀𝑛−2

𝐐
be themor-

phismwhich sends (y1, . . . , yn) to (y3, . . . , yn). Then, if we apply the theorem of generic smoothness
[24, III.10.8] to the restriction of p to the non-singular locus of Y, we conclude that any singular
point on the generic fibre of p belongs to the singular locus of Y. Therefore, as Y is non-singular
in codimension 1, the generic fibre of pmust be smooth and X0 vanish at any singular point P on
the conic in 𝐏2

𝐾
defined by Qgen(X0, X1, X2). The ternary quadratic form Qgen(X0, X1, X2) is thus

non-singular if and only if the binary quadratic form 𝑙11𝑋
2
1
+ 2l12X1X2 + 𝑙22𝑋22 is non-singular and

D ≠ 0 if and only if L11L22 −𝐿212 ≠ 0.
If L11L22 − 𝐿212= 0, then there exists a linear form L ∈ Q[x3, . . . , xn] and rational numbers λij

such that Lij = λijL for 1 ≤ i ≤ j ≤ 2. We may thus, when D = 0, assume that L11 = L12 = 0 after a
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COUNTING RATIONAL POINTS ON PROJECTIVE VARIETIES 1127

Q-linear change of coordinates in x1 and x2. Then (8.1) reduces to:

𝐹 = 𝐿22𝑥
2
2 + 2𝑄1𝑥1 + 2𝑄2𝑥2 + 𝐶.

But for such a form F we cannot have that L22 = 0 since this would imply that Λ ⊂ Sing X.
Also, we cannot have that Q1 = 0 since X would then be a cone with vertex (0, 1, 0 . . . , 0) on Λ.
Hence if L11 = L12 = 0, then D =−𝑙22𝑞21 ≠ 0. This shows that D cannot vanish identically.
In what follows, we shall say that a line on X is simple if it is not contained in the singular locus

of X.

Lemma 8.5. Let 𝐹 ∈ 𝐐[𝑥0, 𝑥1, … , 𝑥𝑛] be a cubic form form as in (8.1), 𝑋 ⊂ 𝐏𝑛
𝐐
be the hypersurface

defined by F and X be the line defined by 𝑥0 = 𝑥3 = ⋯ = 𝑥𝑛 = 0. Suppose that Λ is disjoint to the
singular locus Sing X of X= 0 or that Λ is simple on X and there is more than one geometric point on
Λ ∩ Sing X. Then 𝐿11𝐿22 − 𝐿212 does not vanish identically.

Proof. If 𝐿11𝐿22 − 𝐿212= 0, then we may as in the previous proof assume that L11 = L12 = 0 and
F= L22𝑥22 + 2Q1x1 + 2Q2x2 + C. Then Λ⊆ Sing X when L22 = 0 while Λ ∩ Sing X = {(0, 1, 0, . . . , 0)}
when L22 ≠ 0. Hence L11L22−𝐿212 cannot vanish under the given assumptions. □

Notation 8.6. ZB = Z ∩ [-B, B] for B > 1.
n(f; B): = #{y = (y1, . . . , yn) ∈ 𝐙𝑛

𝐵
: f(y) = 0} for polynomials f ∈ Q[y1, . . . , yn].

Lemma8.7. Let e≥0and𝑓(𝑦), 𝑦 = (𝑦1, … , 𝑦𝑛) be a polynomial in𝐐[𝑦1, … , 𝑦𝑛]and g(𝑦) = 𝑓(𝜑(𝑦))
for a Q-linear automorphism 𝜑 ∈ 𝐺𝐿𝑛(𝐐). Then 𝑛(𝑓; 𝐵) = 𝑂𝑓(𝐵𝑒) if and only if 𝑛(g ; 𝐵) = 𝑂g (𝐵

𝑒).

Proof. This is trivial and left to the reader. □

Theorem 8.8. Let 𝐹(𝑥0, 𝑥1, … , 𝑥𝑛) be an irreducible cubic form over Q and 𝑋 ⊂ 𝐏𝑛
𝐐
be the

hypersurface defined by F. Let 𝑌 ⊂ 𝐀𝑛
𝐐
be the affine hypersurface with coordinates 𝑦𝑖 = 𝑥𝑖∕𝑥0 for

𝑖 = 1, … , 𝑛 defined by 𝑓(𝑦1, … , 𝑦𝑛) = 𝐹(1, 𝑦1, … , 𝑦𝑛) and 𝑍 ⊂ 𝐏𝑛−1𝐐
be the hypersurface defined by

ℎ(𝑓)(𝑥1, … , 𝑥𝑛) = 𝐹(0, 𝑥1, … , 𝑥𝑛).
Suppose that the following conditions hold.

(i) Y has singular locus of codimension at least 2.
(ii) There is a rational line Λ on Z, which is disjoint from the singular locus of X or which is simple

on X with more than one geometric point of multiplicity 2 on X.

Then 𝑛(𝑓; 𝐵) = 𝑂𝑓,𝜖(𝐵𝑛−2+𝜖).

Proof. By Lemma 8.7 we may assume that Λ is given by x0 = x3 =⋯ = xn = 0 and that F has
an expansion as in (8.1). We may also assume that f ∈ Z[y1, . . . , yn] after replacing F by mF for a
suitable integerm.
Let fb(y1, y2) = f(y1, y2, b3, . . . , bn) for b = (b3 . . . , bn) ∈ 𝐙𝑛−2

𝐵
. Then,

𝑛(𝑓; 𝐵) =
∑

𝑏∈𝐙𝑛−2
𝐵

𝑛(𝑓𝑏; 𝐵) (8.9)

where n(fb; B) = #{(y1, y2) ∈ 𝐙2
𝐵
: fb(y1, y2) = 0}.
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1128 SALBERGER

If D ≠ 0 (cf. Lemma 8.4) and L11L22−𝐿212 ≠ 0 at b ∈ 𝐙𝑛−2
𝐵

, then n(fb; B) = Oε(Bε) by lemma 13 in
[12]. The total contribution to the sum in (8.9) from such (n−2)-tuples is thus Oε(Bn−2 + ε).
For the remaining b ∈ 𝐙𝑛−2

𝐵
with fb ≠ 0, we use the trivial estimate n(fb; B) = O(B). To estimate

the number of such b, we first note that by (ii),X cannot be a conewith vertex onΛ as there cannot
be more than two geometric points on Λ ∩ Sing X. We may hence apply Lemmas 8.4 and 8.5 and
conclude that D and L11L22 −𝐿212 do not vanish. There are, therefore, Of(B

n−3) (n − 2)-tuples b ∈
𝐙𝑛−2
𝐵

such that D or L11L22 −𝐿212 vanishes at b. The total contribution to the sum in (8.9) from all
b ∈ 𝐙𝑛−2

𝐵
with fb ≠ 0 and D(L11L22 −𝐿212) (b) = 0 is thus Of(Bn−2).

It remains to estimate the contribution from the (n − 2)-tuples b ∈ 𝐙𝑛−2
𝐵

with fb = 0. These
(n − 2)-tuples lie on an affine variety of dimension ≤ n − 4 (see Lemma 8.3). There are thus
Of(Bn−4) such (n − 2)-tuples and we have n(fb; B) ≤ (2B + 1)2 for such b. This gives Of(Bn−2) in
total. We have therefore shown that the right-hand side of (8.9) is of order Of,ε(Bn−2 + ε), thereby
completing the proof of Theorem 8.8.
To treat the case when there is a rational line on 𝑍 not satisfying 8.8(ii), we apply the following

result.

Proposition 8.10. Let F be an irreducible cubic form in𝐐[𝑥0, 𝑥1, … , 𝑥𝑛] and 𝑋 ⊂ 𝐏𝑛𝐐 be the hyper-
surface defined by F. Suppose that there is a rational point P of multiplicity two on X such that x0
vanishes at P and such that the projective tangent cone of X at P is not a double hyperplane in 𝑇𝑃(𝐏𝑛)
defined by 𝑥2

0
. Let 𝑓(𝑦1, … , 𝑦𝑛) = 𝐹(1, 𝑦1, … , 𝑦𝑛). Then 𝑛(𝑓; 𝐵) = 𝑂𝑓,𝜀(𝐵𝑛−2+𝜀).

Proof. We may after a linear coordinate change in (x1, . . . , xn) (see Lemma 8.7) assume that P =
(0,1,0, . . . , 0). There are then forms Q, C in (x0, x2, . . . , xn) with

𝐹 (𝑥0, 𝑥1, … , 𝑥𝑛) = 𝑥1𝑄 (𝑥0, 𝑥2, … , 𝑥𝑛) + 𝐶 (𝑥0, 𝑥2, … , 𝑥𝑛) ,

where after a further linear coordinate change in (x2, . . . , xn) we can suppose that

𝑄 (𝑥0, 𝑥2, … , 𝑥𝑛) = 𝑥2𝐿 (𝑥0, 𝑥2, … , 𝑥𝑛) + 𝑄1 (𝑥0, 𝑥3, … , 𝑥𝑛)

for some linear form L ≠ 0. We may also after replacing F bymF for a suitablem ∈ N assume that
Q and C have integer coefficients.
Let A = Z[x0, x3, . . . , xn] and R ∈ A be the resultant of Q,C ∈ A[x2]. Then R is the determinant

of the Sylvester matrix of Q and C and hence a sextic form in (x0, x3, . . . , xn). R cannot be the zero
polynomial as Q and C have no common factor of positive degree for irreducible F. By the theory
of resultants R belongs to the ideal in A[x2] generated by Q and C.
For a= (a3, . . . , an)∈ Zn−2, let qa(y2)=Q(1, y2, a3, . . . , an) and ca(y2)= C(1, y2, a3, . . . , an). Then

a1qa(a2) + ca(a2) = 0 for any pair (a1, a2) ∈ Z2 with f(a1, a2, a3,. . . , an) = 0. As r(a): = R(1, a3,
. . . , an) belongs to the ideal of Z[y2] generated by qa(y2) and ca(y2), we have thus for such a that
qa(a2)|r(a). Also, if a ∈ 𝐙𝑛−2

𝐵
, then r(a) = Of(B6). There are, thus, for a ∈ 𝐙𝑛−2

𝐵
with r(a) ≠ 0 only

Of,ε(Bε) possible values for qa(a2) for (a1, a2) ∈ Z2 with f(a1, a2, a3, . . . , an) = 0.
We may now count the contribution to n(f; B) from all (y1, . . . , yn) with R(1, y3, . . . , yn) ≠ 0

and y2L(1, y2, y3, . . . , yn) ≠ 0. For a = (a3, . . . , an) ∈ Zn−2, let fa(y1, y2) = fa(y1, y2,a3, . . . , an) and
la(y2) = L(1, y2, a3, . . . , an). Then, y2la(y2) = qa(y2)− Q1(1, a3, . . . , an) and y2la(y2) = Of(B2) for y2
∈ ZB. There are, thus, Of,ε(Bε) possible values of y2 for each non-zero value of y2la(y2). To con-
clude, we have therefore shown that there are OF,ε(B2ε) solutions (y1, y2) = (a1, a2) ∈ 𝐙2

𝐵
with
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COUNTING RATIONAL POINTS ON PROJECTIVE VARIETIES 1129

y2la(y2) ≠ 0 to the equation fa(y1, y2) = 0 for each a ∈ 𝐙𝑛−2
𝐵

with r(a) ≠ 0. This gives Of,ε(Bn−2 + 2ε)
n-tuples in 𝐙𝑛

𝐵
in total with f = 0 and y2L(1, y2, y3, . . . , yn)R(y3, . . . , yn) ≠ 0.

The remaining contribution comes from n-tuples in 𝐙𝑛
𝐵
which lie on the closed subsetW ⊂ An

defined by the equations f = y2L(1, y2, y3, . . . , yn)R(y3, . . . , yn) = 0. Here f ∉ Q[y3, . . . , yn] as L ≠
0. It is therefore clear from the irreducibility of f that W is of dimension ≤ n−2. There are thus
Of(Bn−2) n-tuples in 𝐙𝑛𝐵 which lie onW. This completes the proof. □

We now come to the most important new result of this section.

Theorem 8.11. Let 𝐹(𝑥0, … , 𝑥𝑛) be an irreducible cubic form over Q and 𝑓(𝑦1, … , 𝑦𝑛) =

𝐹(1, 𝑦1, … , 𝑦𝑛). Let 𝑋 ⊂ 𝐏𝑛𝐐 be the hypersurface defined by F and 𝑍 = 𝐻 ∩ X for the hyperplane
𝐻 ⊂ 𝐏𝑛

𝐐
defined by 𝑥0 = 0. Suppose that the singular locus of 𝑌 = 𝑋 − 𝑍 is of codimension at least

2 in Y and that there is a rational line Λ on Z with the following properties:

(i) X is not a cone with vertex at a point on Λ.
(ii) If Λ is simple on X, then there is no rational point P ∈ Λ of multiplicity two on X for which the

projective tangent cone of X at P is a double hyperplane in 𝑇𝑃(𝐏𝑛) defined by 𝑥20 .

Then 𝑛(𝑓; 𝐵) = 𝑂𝑓,𝜀(𝐵𝑛−2+𝜀).

Proof. Suppose first that Λ is simple on X.We may then apply Theorem 8.8 if there is no or more
than one singular geometric point on Λ and Proposition 8.10 when there is only one singular
geometric point on Λ. It thus only remains to treat the case when Λ is a double line on X. We may
then assume that Λ ⊂ H is given by the equations 𝑥3 =⋯ = 𝑥𝑛 = 0 such that

𝐹 (𝑥0, 𝑥1, … , 𝑥𝑛) = 𝑥1𝑄1 (𝑥0, 𝑥3, … , 𝑥𝑛) + 𝑥2𝑄2 (𝑥0, 𝑥3, … , 𝑥𝑛) + 𝐶 (𝑥0, 𝑥3, … , 𝑥𝑛) ,

for some formsQ1, Q2 andC. If now λ1Q1 + λ2Q2 = 0 for λ1, λ2 ∈Q, then λ1 = λ2 = 0 since otherwise
Xwould be a cone with vertex on (0, λ2, −λ1, 0, . . . , 0) ∈Λ. Therefore, at least one of the quadratic
forms Q1 or Q2 is not divisible by 𝑥20 , such that we may apply Proposition 8.10 to P = (0,1,0, . . . , 0)
or P = (0,0,1, . . . , 0). This finishes the proof. □

If we combine this theorem with the results in the paper [9] of Browning and Heath-Brown,
then we obtain the following general theorem.

Theorem 8.12. Let 𝐺(𝑥1, … , 𝑥𝑛) be an absolutely irreducible cubic form over Q. Then, 𝑛(𝐺; 𝐵) =
𝑂𝐺,𝜀(𝐵

𝑛−2+𝜀).

Proof. If the hypersurface Z ⊂ 𝐏𝑛−1
𝐐

defined by G is a cone, then we may assume that its vertex is
given by the equation xm + 1 =⋯ = xn = 0,m < n (see Lemma 8.7). Let G0(x1, . . . , xm) = G(x1, . . . ,
xm, 0, . . . , 0). Then G0 is absolutely irreducible and n(G; B) ≤ (2B + 1)n-mn(G0; B). We may and
shall therefore assume that the hypersurface Z defined by G is not a cone.
We now use the fact that any non-conical cubic hypersurface of dimension > 3 is normal (see

[33, theorem 3.1]).Wemay thus apply Theorem 8.11 for non-conical cubic hypersurfaces of dimen-
sion > 3 with a rational line. If on the other hand there is no rational line on Z, then the assertion
is already known by theorem 2 in [9].
It thus only remains to treat the case when dim Z ≤ 3. But then the result is already known

thanks to theorems 3 and 9 in [27] and theorem 3 in [9]. □
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1130 SALBERGER

Remark. In the case of cubic hypersurfaces with singular locus of codimension≥ 4, this result was
first obtained by Browning [7] by means of a version of the circle method.

Theorem 8.13. Let 𝑋 ⊂ 𝐏𝑚 be a projective, geometrically integral, r-dimensional variety over Q of
degree 𝑑 ≥ 2. Then𝑁(𝑋; 𝐵) = 𝑂𝑋,𝜀(𝐵𝑟+𝜀).

Proof. It suffices by Theorem 7.5 and the following remark to prove this for varieties of degree 3.
It is then proved in [12, section 3] that there exists a finite birational morphism f: X→ Pr + 1 over
Q which maps X onto a cubic hypersurface Z and a constant c such that H(f(x)) ≤ cH(x) for all
x ∈ X(Q). Therefore, as N(Z; B) = OZ,ε(Br + ε) by Theorem 8.12, we will also have that N(X, B) =
OX,ε(Br + ε). □

9 CURVES ON FERMAT SURFACES

In this section, we shall study the degrees of curves on Fermat surfaces.

Theorem 9.1. Let K be an algebraically closed field of characteristic 0 and 𝑋 ⊂ 𝐏𝑛 be the hyper-
surface given by the equation 𝑎0𝑥𝑑0 +⋯ + 𝑎𝑛𝑥

𝑑
𝑛 = 0 for an (𝑛 + 1)-tuple (𝑎0, … , 𝑎𝑛) of non-zero

elements in K. Let C be a closed integral curve on X of degree δ and geometric genus g which does
not lie on any other hypersurface of degree d defined by a diagonal form 𝑏0𝑥

𝑑
0
+⋯ + 𝑏𝑛𝑥

𝑑
𝑛 . Then the

following holds.

(a) (𝑛 + 1)𝛿(𝑑 − (𝑛 − 1)) ≤ 𝑛𝛿𝑑 + 𝑛(𝑛 − 1)(g − 1).
(b) (𝑛 + 1)(𝑑 − (𝑛 − 1)) ≤ 𝑛𝑑 + 𝑛(𝑛 − 1)(𝛿 − 3)∕2.

Proof.

(a) Let Π ⊂ Pn be the hyperplane defined by the equation 𝑦0 +⋯ + 𝑦𝑛 = 0 and h: C→ Π the
morphism which sends (𝑥0, … , 𝑥𝑛) to (𝑦0, … , 𝑦𝑛) = (𝑎0𝑥𝑑0 , … , 𝑎𝑛𝑥

𝑑
𝑛). Let π: C1→ C be the nor-

malization ofC and f= hπ. LetV be the n-dimensionalK-subspace ofH0(C1, f*OΠ(1)) spanned
by f*yi, i = 0, . . . , n. For s ∈ V ∖ {0}, let (s)0 =

∑
𝑃 ord𝑃(𝑠)𝑃 be its divisor of zeroes. The set

𝑀𝑃,𝑉 = {ord𝑃(𝑠)}𝑠 ∈ 𝑉∖{0} consists of n non-negative integers. The ramification sequence
α0(P, V) ≤ α1(P, V) ≤ . . . ≤ αn−1(P, V) of f: C1→Π at P ∈ C1 is defined by

𝑀𝑃,𝑉= {𝛼0(𝑃, 𝑉), 1 + 𝛼1(𝑃, 𝑉), … , (𝑛 − 1) + 𝛼𝑛−1(𝑃, 𝑉)}.

By the Plücker formula for f: C1→Π ≈ Pn−1 (see (*) in exercise C13 in [1, Ch. I]), we get

∑
𝑃∈𝐶1

𝑛−1∑
𝑖=0

𝛼𝑖(𝑃, 𝑉) = 𝑛𝐷 + 𝑛 (𝑛 − 1) (g − 1) , (9.2)

where D = δd is the degree
∑
𝑃 ord𝑃(𝑠) of the divisors (s)0 of zeroes of 𝑠 ∈ 𝑉∖{0}.

Let (t)0 =
∑
𝑃 𝑚𝑃𝑃 be the divisor of zeroes of t = π*(x0. . . xn) ∈ H0(C1, π*OC(n + 1)). It is

an effective Weil divisor of degree (n + 1)δ on C1. To obtain the desired result, it is enough to
prove that

𝑛−1∑
𝑖=0

𝛼𝑖(𝑃, 𝑉) ≥ 𝑚𝑃 (𝑑 − (𝑛 − 1)) (9.3)
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COUNTING RATIONAL POINTS ON PROJECTIVE VARIETIES 1131

for closed points P on C1. This is clear if mP = 0, since αi(P,V) ≥ 0 by definition. If mP ≥ 1,
we reorder (x0, . . . , xn) such that ordP π*xn = 0 and ordP π*x0 ≤ ordP π*x1 ≤ ⋯ ≤ ordP π*xn-1.
Then, as (f*y0, . . . , f*yn-1) is a basis of V, we obtain that ordP f*yi ≤ i + αi(P, V) for i = 0, . . . ,
n−1. Also,mP = ordP π*xj +⋯ + ordP π*xn-1 where j =max(n−mP, 0). Hence,

𝑛−1∑
𝑖=0

𝛼𝑖(𝑃, 𝑉) ≥

𝑛−1∑
𝑖=𝑗

𝛼𝑖(𝑃, 𝑉) ≥

𝑛−1∑
𝑖=𝑗

(ord𝑃 𝜋
∗𝑦𝑖 − 𝑖) = 𝑑𝑚𝑃 −

𝑛−1∑
𝑖=𝑗

𝑖 ≥ 𝑚𝑃(𝑑 − (𝑛 − 1)).

(b) It suffices by (a) to prove that 2g − 2 ≤ δ(δ − 3). If C is a plane curve, then this follows from
Exercise I.7.2(a) and Exercise IV.1.8(a) in [24]. If C is not contained in a plane, then we project
it birationally to a plane curveC′ and use that g(C)= g(C′) and degC≤ degC′. This completes
the proof. □

The following theorem improves upon previous results (cf. [28]) on the degrees of curves on
Fermat surfaces.

Theorem 9.4. Let K be an algebraically closed field of characteristic 0 and 𝑋 ⊂ 𝐏3 be the surface
given by the equation 𝑎0𝑥𝑑0 + 𝑎1𝑥

𝑑
1
+ 𝑎2𝑥

𝑑
2
+ 𝑎3𝑥

𝑑
3
= 0 for a quadruple (𝑎0, 𝑎1, 𝑎2, 𝑎3) of non-zero

elements in K. Then the following holds.

(a) Let j = 1, 2 or 3. Then the subscheme of X defined by 𝑎0𝑥𝑑0 + 𝑎𝑗𝑥
𝑑
𝑗
= 0 is a union of d2 lines.

(b) Let d ≥ 3 and C ⊂ X be a closed integral curve on X, which is not one of the 3d2 lines described in
(a). Then the degree of C is at least (𝑑 + 1)∕3.

Proof. (b) Suppose first that C lies on another surface defined by a diagonal equation 𝑏0𝑥𝑑0 +
𝑏1𝑥

𝑑
1
+ 𝑏2𝑥

𝑑
2
+ 𝑏3𝑥

𝑑
3
= 0. Then the two diagonal forms define a one-dimensional subscheme Y of

P3, which is connected (see [24, Exercise II.8.4]). If bi/ai ≠ bj/aj for all 0 ≤ i < j ≤ 3, then Y is also
non-singular. Hence Y is integral and C = Y of degree d2 in this case. If bi/ai = bj/aj = λ for some
i< j, then (𝑏0 − 𝜆𝑎0)𝑥𝑑0 + (𝑏1 − 𝜆𝑎1)𝑥

𝑑
1
+ (𝑏2 − 𝜆𝑎2)𝑥

𝑑
2
+ (𝑏3 − 𝜆𝑎3)𝑥

𝑑
3
is a binary formG in xk and

xl for k, l ∉ {i, j}. We may thus, then, find a linear factor L of G, which vanishes on C. Moreover,
this linear form cannot divide 𝑎𝑘𝑥𝑑𝑘 + 𝑎𝑙𝑥

𝑑
𝑙
as 𝑎𝑘𝑥𝑑𝑘 + 𝑎𝑙𝑥

𝑑
𝑙
≠ 0 on C. Hence the plane section of

X defined by L is integral and C of degree d in this case.
It remains to consider the case where C lies on no other diagonal surface of degree d. Then

4(d − 2) ≤ 3d + 3(deg C − 3) by 9.1(b), which is equivalent to the desired assertion. □
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