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Abstract
Traffic accidents have been an ongoing problem for over a century and many efforts have
been made to improve traffic safety. Historically, the focus has been on passive safety
with innovations, such as crumpling zones, three-point seat belts, and airbags, that aim to
mitigate the impact of collisions. As technology advanced, the focus shifted toward active
safety, which aims to avoid accidents.
Advanced driver assistance systems are nowadays utilized in vehicles to support the driver

in critical situations where the driver is likely to fail the driving task. The system uses sensor
information to estimate the risk of a threatful event, such as an unintended lane departure,
and decides whether an automatic avoidance maneuver should be activated. However, from
a legal perspective, it is the driver who is responsible for the driving, and consequently, the
driver must be able to override an erroneous maneuver. This is an important aspect, as it
restricts the system to the use of low-intensity maneuvers. That implies that a maneuver
needs to be activated sufficiently early in time to be able to avoid the threatful situation,
i.e., a long prediction horizon is needed to detect the threat in time.
The decision to intervene with a supportive automatic avoidance maneuver is based on

the output from the threat assessment, which uses a prediction model to estimate how the
current traffic situation is evolving with time. Designing a well-functioning prediction model
is challenging, as it must deal with multiple sources of uncertainties, such as sensor noise
and drivers’ intentions, and it becomes even harder as the prediction horizon increases.
This thesis focuses on how machine learning can be used to improve the performance

of a lane-keeping assistance system. The goal has been to develop learning-based predic-
tion models that are high-performing, robust, and efficient to compute in real time. The
approach has been to evaluate the performance of linear and non-linear regression models
using real-world data. The results show that both linear and non-linear prediction models
are significantly better than a kinematic model. It also shows that linear prediction models
are nearly as good as non-linear models, especially for shorter prediction horizons. However,
the linear model is significantly easier to compute in real time and may therefore be a suf-
ficient alternative for applications where computational power is restricted. Moreover, the
robustness towards anomalies and samples that are out of the operational design domain
can be improved by utilizing uncertainty-aware prediction models.

Keywords: Threat assessment, Threat detection, Machine learning, ADAS.
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CHAPTER 1

Introduction

Transportation of passengers and goods on the road network is nowadays one of the core
pillars of modern society. Unfortunately, transportation is also associated with severe acci-
dents, which cause 1.35 million fatalities every year [1]. The situation is worst in low-income
countries, where traffic accidents were the 7:th most common cause of death in the year
2019 [2]. However, road traffic fatalities are a global problem and there is a need for safer
vehicles that can avoid traffic accidents.
Historically, the work on improving traffic safety has been focused on passive safety, aim-

ing to minimize driver and passenger injuries in collisions. Noticeable innovations, among
many others, are the three-point seat belt [3], crumpling zones [4], automatically inflated
airbags [5], and whiplash protection system [3], which have been updated and improved
continuously as the technology advances. As the electronics became more capable in terms
of computational power [6], the focus shifted towards active mitigation systems, such as the
anti-lock braking system [7], followed by the electronic stability control (ESC) system that
aimed to maintain traction of the wheels to avoid skidding [8].
When cameras and radar became available for automotive applications, the systems

evolved into predictive systems, i.e., active safety systems, that use automatic maneuvers or
warn drivers to avoid collisions. One of the first predictive systems was Volvo’s automatic
emergency braking (AEB) system that was introduced in the year 2008 [3], which applies
the brakes if a collision is likely to happen. Nowadays, there are numerous active safety sys-
tems in commercial vehicles, such as lane-keeping assistance (LKA), parking aid, blind spot
information system, cyclist collision avoidance, etc. The mentioned systems are commonly
denoted as advanced driver assistance systems (ADAS) in the automotive community.
As technology advances, with better affordable sensors and more computational onboard
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power, there are opportunities to make even more effective systems. The automotive in-
dustry is currently focusing on self-driving vehicles, motivated by making safer vehicles and
improving the accessibility of transportation to society [9]. Despite the significant efforts,
there are only a few fully automated vehicles on the market, e.g., Waymo One [10], GM’s
Cruise Ride [11] and Motional [12]. These vehicles are so-called robotaxis that only op-
erate in a restricted area. The main limitation is the safety aspect, which includes that
the manufacturer needs to ensure that the vehicle is safe for public use, i.e., that the ve-
hicle can adequately handle driving under various conditions without the supervision of a
human driver. The safety aspect has turned out to be a very challenging problem. For
example, a recent empirical study showed that Tesla cars using the full self-driving (FSD)
beta software, are causing a critical driving error every four minutes when the car is used
in autonomous mode [13]. As of today’s date, it is expected that fully autonomous vehicles
will be introduced on the broader market in the year 2030-2040 [9]. Hence, large efforts are
still needed before fully autonomous vehicles is a reality.

1.1 Challenges
There is an important difference in liability between self-driving vehicles and ADAS. A driver
that uses ADAS is responsible for the safety of the vehicle, in contrast to self-driving vehicles
where the manufacturer is responsible. Hence, it allows automotive manufacturers to deploy
effective assistance and safety systems without ensuring the same level of functional safety
as for self-driving vehicles. Nevertheless, even if the driver is responsible for the driving,
it is still important that the active safety system is consistent and predictable, i.e., works
well and according to the expectations, as it otherwise may scare or annoy the driver, or
ultimately, set the driver and the vehicle at risk. This is especially important for collision
avoidance systems, such as AEB and LKA systems, since these systems are typically using
evasive automated maneuvers with relatively high intensity to avoid a potential accident. In
particular, this is a problem for steering interventions, since erroneous steering maneuvers
may rapidly force the driver into critical situations, at least if the velocity is high. It is
therefore crucial that the driver can override any automatic steering maneuver, which is
ensured by limiting the steering control effort such that it never exceeds 50 N[14]. This
limitation comes with the consequence that avoidance maneuvers by steering have to be
triggered early to have enough time to avoid the critical situation. It is also important that
hardware and software are designed and implemented with care to make the system robust
to signal anomalies, mechanical failure, software errors, etc.
Disregarding the safety aspect mentioned above, there are many similarities between

ADAS and self-driving vehicles. Both have to deal with sensor noise and limitations and
make predictions on how the traffic situation will evolve in time. A major difference is
that the self-driving vehicle has insight into the logic that affects the motion planning and
decision-making for its own vehicle, i.e., ego-vehicle, while an ADAS vehicle has to deal
with the ego-driver’s intent, which is unknown to a great extent.
Statistics show that ADAS such as LKA, forward collision warning (FCW), and AEB can

have a huge safety impact [15]. It is estimated that ADAS technologies have the potential
to prevent about 62% of total traffic deaths in the US, and LKA accounts for 71% of these
savings alone. Another analysis of head-on and single-vehicle crashes in Finland concluded
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that LKA systems have the potential of avoiding 27% of the crashes [16]. However, statistics
also show that 35% of the vehicle users in the US either disable or do not use the LKA
system [17]. A reason for disabling LKA is the high rate of false positive interventions or
warnings which annoys the driver and makes them turn the system off [18].
A recent study, [19], showed that current ADAS account for 13% of the total industry

problems (problems per 100 vehicles) and concluded that an important step towards self-
driving technologies is to ensure that the existing ADAS is functioning to the highest degree.
Moreover, estimates show that low-speed AEB reduces rear-end crashes by 38% [20] and
that Lane departure warnings/LKA systems have an effectiveness of 30% [21] for Volvo
vehicles. While being a great achievement, it is troublesome that so many cases are not
covered. Hence, it is motivated to understand what are the limiting factors for ADAS and
what can be done to solve them.

1.2 Approach
The research project was initiated to investigate how the availability, effectiveness, and
robustness of steering-based ADAS could be improved. The project originated from the
insight that the current steering-based ADAS was working well, but the utilization was low,
i.e., it was disabled/unavailable for a large fraction of the time. To address the problem
and ensure that the existing ADAS is functioning to the highest degree, it is important to
understand the restricting factors and how they can be limited. An exploratory research
approach was used to understand the existing problems. The project’s first step was a case
study on system limitations, i.e., finding the root cause of the low utilization. A small group
of stakeholders, technical experts, and developers within the company were interviewed to
share their views on the issue. The study revealed two prominent limitations: 1), the
driver’s intention was not included in the threat assessment or in the decision-making, and
2), the system was non-robust to noise and anomalies in the sensor signals and there was
a strong dependency on the most recent signals from the sensors. Those limitations made
the system prone to activate unwanted steering interventions, which caused the drivers to
turn off/deactivate the ADAS.
The second step was to study how these limitations had been addressed within the litera-

ture. The main conclusion was that including the driver’s intention in the threat assessment
and decision-making is challenging. For example, some works used a rule-based approach,
while others tried to include the driver’s intention using a probabilistic approach. However,
such approaches rely on simplistic assumptions and tailored models for specific scenarios
and are therefore sensitive to anomalies and noise. Another observation was the rapid de-
velopment of machine learning and its potential to learn complex relationships directly from
data. Based on the literature research findings, it was hypothesized that an approach based
on machine learning would demonstrate an improved ability to incorporate the driver’s in-
tention in the threat assessment and decision-making process and effectively contribute to
a system that is resilient to anomalies and noise. However, there was also a concern that
a learning-based approach would be challenging to run in real-time, due to the size and
complexity of the models. The hypothesis was subsequently verified through the implemen-
tation of machine learning-based models utilizing real-world data and rigorous evaluation
of various factors such as signal selection, model architecture selection, and robustness.
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The evaluation was based on an experimental approach and especially three research
questions were in focus:

RQ1: Can the challenges related to driver intention and sensor issues be addressed
by supervised learning in the context of a lane-keeping assistance system?

RQ2: What input data is needed to achieve a high system performance?

RQ3: How could real-time computation-limitations be considered?

1.3 Limitations
The objective of this thesis is to investigate threat assessment and decision-making tech-
niques for ADAS applications, with a specific emphasis on LKA. The proposed prediction
models rely on machine learning algorithms that utilize time series input data. To evaluate
the efficiency of the proposed models and algorithms, an experimental research approach
was employed, which leveraged large real-world datasets including numerous relevant sce-
narios. It is important to note that this study solely focuses on the ego-vehicle driver and
does not incorporate other road users in the threat assessment or decision-making process.
Additionally, this thesis does not explore any functional safety implications, i.e., ensuring
that the system operates safely according to ISO26262 [22], by utilizing machine learning
in ADAS. It is also not focusing on sensing, sensor fusion, planning, or actuation.

1.4 Outline
The thesis is organized into Part I and Part II. Part I gives an introduction and starts
with a motivation for the research in Chapter 1, followed by Chapter 2 which provides the
general concept of ADAS, mainly focusing on the important aspects of threat assessment and
decision-making. Chapter 3 presents the principles for the system performance evaluation,
including the used data sets and performance aspects. A brief overview of regression models
is found in Chapter 4. A summary of the appended papers in Part II is found in Chapter 5,
followed by a discussion in Chapter 6 on the main contributions. Finally, Part I is concluded
in Chapter 7 with final remarks and proposals for future research directions.
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CHAPTER 2

Advanced driver assistance systems

An advanced driver assistance system uses sensor information and algorithms to get an
understanding of the traffic situation, which is used to decide whether an intervention is
needed to support the driver. Conceptually, the system can be abstracted into a scheme
of four modules, as seen in figure 2.1. The sensing and estimation module uses sensors to
monitor the vehicle’s and the driver’s states. This information is then used in the threat
assessment module, which uses a prediction model and threat metrics to assess the threat
level of the situation. The decision-making module determines when an automatic maneuver
is needed, based on the predicted threat level. The decision-making consists mainly of two
parts: threat detection and maneuver planning. The actuation module is responsible for
the vehicle following the planned trajectory.
In the following, the four modules are introduced to give more insights into the challenges

that need to be considered in the design process. However, the main focus is on threat
assessment and decision-making, as those are of particular interest in finding answers to
the research questions of this thesis. It is followed by a subchapter introducing the LKA
system used as an application in this thesis.

2.1 Sensing and estimation
The sensing and estimation module is responsible for measuring the ego-vehicle’s motion,
contextual information, such as lane markers, and driver behavior. Information from the
exterior of the vehicle is measured by the sensor platform, which might consist of an array
of various sensors, such as cameras, radars, lidars, and ultrasonic distance sensors [23]–
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Figure 2.1: An ADAS operates side-by-side with the driver and uses sensors and
algorithms to detect when a supportive avoidance maneuver is needed.
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[25]. The kinematics of the ego-vehicle, e.g., the speed and the yaw rate, are sampled from
interior sensors [26], [27]. The driver state can be estimated using a driver monitoring
system that is typically camera-based [28]–[32] but might also rely on the principles of rate
variability measurements by electrocardiograph (ECG) [33], brain activity estimation using
electroencephalogram (EEG) [34], IR body temperature sensors, etc [35].
The measurements are always affected by noise, to some degree, either due to the design

limitations of the sensors, e.g., the pixel density of the camera is too low, or the sensors
are affected by inaccuracies in the hardware, e.g., drift in the readings from the gyroscope,
or problems with signal integrity caused by non-stationary magnetic fields, for example.
Therefore, sensor fusion is used to merge the information from the different sensors to
reduce the noise level in the estimated signals [23], [36], [37].

2.2 Threat assessment
The main objective of the threat assessment is to predict how the traffic situation will
evolve from the current time instant and to determine the risk or threat level. As one
can imagine, there are many ways to end up in a risky situation, and it is therefore hard
to anticipate them all. Hence, the threat level is typically abstracted into threat metrics,
where each metric assesses the threat level for a specific event, e.g., an unintended lane
departure or a collision with a pedestrian. What they have in common is that they rely on
the future motion of the ego-vehicle and most often other road users, which is predicted by
the prediction model.

Prediction models
Prediction models for threat assessment have been a research topic for several decades
and have evolved from simple kinematic models to uncertainty-aware machine learning-
based models [38]. As mentioned above, a prediction model is used to predict the traffic
situation in time and space. There are many ways to design a prediction model, and several
considerations must be made. The general predictive performance depends on the versatility
of the model, i.e., a complex model that can deal with uncertainties and outliers tend to
work better than a basic model designed for strict requirements. A closely related aspect is
the real-time performance of the deployed model, which is determined by the computational
complexity of the model. The goal of any ADAS is to use a prediction model with a high
prediction performance and good real-time capabilities. However, in practice, those two are
typically hard to achieve simultaneously.
The deterministic kinematic motion of an object is determined by its initial condition,

e.g., position, heading, speed, etc, and Newton’s laws of motion [39]. A kinematic model
resembles the relationship between the current and future state, which tends to give simple
mathematical formulas that are extremely efficient to compute in real time. A kinematic
prediction model can be defined in several ways, depending on the assumptions regarding
the future motion. The simplest model for longitudinal and lateral motion is the constant
velocity (CV) model [40], which assumes that the longitudinal vlont and lateral vlatt velocities
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are constant over the prediction horizon h,

xt+h = xt + vlont h (2.1)

yt+h = yt + vlatt h, (2.2)

causing the vehicle’s motion to follow a straight line with a fixed heading. This is often a
reasonable assumption in situations where the road is fairly straight. Similarly, the constant
turn rate and velocity (CTRV) model assumes that the vehicle’s motion is following an
arc with constant radius and velocity [40]. Naturally, this is a convenient assumption for
curvy roads. Another popular version is the constant turn rate and acceleration (CTRA)
model [41], [42], where the velocity is varying with time, based on the assumption of constant
acceleration. Moreover, the model can be tailored for certain objects, such as the kinematic
bicycle model [43].
In practice, kinematic models are very accurate, as long as the fundamental assumptions

hold. However, the assumptions are typically only fulfilled for short prediction horizons, as
the short-term trajectory is determined by the inertia of the moving vehicle rather than the
driver’s actions. However, for longer prediction horizons, i.e., several seconds of prediction,
the discrepancy between the assumed action and the actual action might significantly reduce
the accuracy of the prediction model. Moreover, since the predictions are solely based on
the current state, they tend to be very sensitive to sensor noise, which is not accounted for
in the model.
The kinematic approach can be expanded by including knowledge of the uncertainties in

the model, instead of neglecting them, as is the case of deterministic kinematic modeling.
The most straightforward way is to assume that some variables in the kinematic model are
random, i.e., the velocity or acceleration, with given probabilistic distributions. Similarly,
the model’s inputs, e.g., the driver’s actions, can be modeled as probabilistic variables,
with probabilities assigned to each action [44]–[46]. The probabilistic prediction models
can be used to estimate the likelihood of a future event, i.e., a collision or lane departure,
or to predict the future trajectory with corresponding variance. The parameters of the
probability distributions can either be estimated from data or be manually designed based
on engineering principles and in-depth knowledge.
A generalization of the above-mentioned approach is to assume that the set of actions and

other circumstances leading to a critical event can be modeled. For example, the probability
of a collision may depend on the observability of the threat, the driver’s action, and the
vehicle state, i.e., the probability of a collision depends on factors that are to some degree
uncertain. This idea can be extended further to also consider temporal dependencies, which
means that the probability of collision may depend also on factors from the past. These de-
pendencies can be structured using Bayesian networks [47], [48], which are based on directed
acyclic graphs, where nodes represent random variables and edge the conditional dependen-
cies between random variables. However, calculating the posterior distribution over the
output of the Bayesian network is not trivial in the general case. It is therefore common to
use approximate numerical solutions, such as Markov chain Monte Carlo (MCMC) sampling
and importance sampling. In ADAS/AD applications, the network structure is manually
deduced from analytic reasoning. The corresponding conditional dependencies are typically
assumed to be known, but the distribution parameters need to be learned from data or
assigned manually. Hence, the framework of Bayesian networks provides a way to include
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known information and gives a clear overview of the dependencies in the model. On the
other hand, as with every handcrafted model, the underlying assumptions of the system
must hold.
The drawback of kinematic and probabilistic models, i.e., that they rely on a set of as-

sumptions, can be overcome by instead using a learning-based approach, that can learn the
properties directly from the driving data [49]–[53]. For example, a learning-based predic-
tion model can be trained to predict the future trajectory of the ego-vehicle without relying
on any modeling assumptions regarding the driver’s intention. The learning is typically
supervised, i.e., the target output of the model is annotated before the training starts. The
annotation process might be time-consuming, especially for computer vision tasks, as it
may involve manual annotation from humans. However, the annotation is self-supervised
for time-series data, as the target of the predicted output, e.g., the future trajectory, can be
accessed directly by sampling forward values in the series. The predictive performance is
largely determined by the quality and quantity of the training data and the complexity of
the model architecture [54]. However, these models often have poor real-time performance
due to their high computational demands, and therefore it is important to implement such
prediction models with great care to avoid unnecessary computations. One major shortcom-
ing with learning-based models is that it can be difficult to encode common knowledge into
the models, meaning that even simple concepts may need to be learned from the training
data. As a result, both data and computations are required to learn what may already be
known. Additionally, training large models can pose challenges such as vanishing gradients,
slow convergence, and overfitting.

Threat metrics
The prediction model only predicts the future motion of the road participants, but it does
not relate it to risk level. This is done using a threat metric, which is typically expressed
in a certain domain, e.g., time, spatial, or acceleration.
One of the most common threat metrics is the time-to-collision (TTC) [55]–[57], which

computes the time until a collision between the ego-vehicle and another object occurs, i.e.,
a low TTC translates into an imminent collision in the future. The time-to metric is generic
and can easily be redefined for a specific threat, such as the time-to-lane-change (TLC) [58].
Other time-based metrics are time-to-brake (TTB) and time-to-steer (TTS) [59] or time-
to-react (TTR) [59], [60].
The spatial domain metrics determine the treat level as a function of the relative distance

towards other objects. For example, minimal safe distance (MSD) [61] reflects the spatial
distance between the ego and a surrounding vehicle. A similar metric is the distance-to-
lane-marker (DTLM), also referred to as the distance-to-line-crossing (DTLC) by Euro-
NCAP [62], which determines the future distance between the side of the ego-vehicle and
the lane marker, where the threat level increases as the distance approaches zero.
Acceleration domain metrics determine the acceleration required to avoid a threat. Com-

mon metrics are steer-threat-number (STN) and brake-threat-number (BTN) [63], which
compute the acceleration needed in the lateral and longitudinal direction, respectively, to
avoid an object.
The above-mentioned threat metrics are continuous, in the sense that the risk level is

reflected in the metric as a real number. There exists also Boolean threat metrics, which
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are true if a certain event is happening within a given time in the future, or false otherwise,
see e.g. [64], [65].
Naturally, different metrics, regardless of their domain, can be used in combination to

cover several threats simultaneously.

2.3 Decision-making
The decision-making for ADAS is event-driven, in contrast to comfort systems that typi-
cally decide a low-level control action at every time instance. This means that the system
updates the threat metric continuously, but only decides to intervene if a threat-full event
is imminent.
As introduced in the previous subchapter, the threat assessment tries to identify prede-

fined events that are non-safe, based on sensor information up to the current time instant.
The outcome of the threat assessment module is a threat level that reflects how close
the vehicle is to end up in a specific event. The decision to intervene is determined by
a threat-detection logic function, which has a Boolean output, where a decision to inter-
vene corresponds to a value of 1 (True), or 0 (False) otherwise. The threat-detection logic
function can be implemented in many ways, depending on what threat metrics are used.
For Boolean threat metrics, the detection logic function is given by the threat metric

directly. However, most threat metrics are, as mentioned earlier, expressed in real numbers,
which makes it reasonable to intervene when the threat metric is violating a predefined
threshold. The threshold-based detection logic can easily be extended by adding more
conditions that need to be fulfilled, e.g., by adding more threat metrics or/and quality
metrics (e.g., confidence in the predictions), which makes it possible to be more certain
before an intervention is triggered. The downside of adding conditions is that the number
of thresholding constants also increases, which increases the computational burden in the
system performance optimization, where proper values for the thresholds need to be found.
The output of the decision-making module, besides the request for activation of a steering

intervention from the threat detection, is a reference trajectory. The reference trajectory can
be planned using, for example, a potential field approach combined with model predictive
control (MPC) [66], reinforcement learning [67]–[69], graph optimization [70], or spline
optimization [71]. See [72] for a comprehensive review of planning algorithms.

2.4 Actuation
The last module is responsible for the low-level control of the vehicle, which involves ensuring
that the reference trajectory is followed if there is a request for an intervention from the
decision-making module. The control can be based on, for example, optimal control, such
as model predictive control [66], [73], [74] or MPC with fuzzy logic [75]. There are also
examples of end-to-end learning approaches [76], [77]. The steering/braking is typically
actuated using an electric motor in a closed-loop operation. It is of great importance from
a safety perspective that the motor and electronics are designed to be tolerant towards
faults and failures to ensure that the driver has enough time and force to counteract any
erroneous intervention.
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Figure 2.2: An LKA system supports the driver with a corrective steering maneu-
ver if the driver is at risk of unintentionally departing from the lane.

Figure 2.3: Overview of the used signals.

2.5 Lane-keeping assistance
A lane-keeping assistance system aims to ensure that the driver is not unintentionally de-
parting from the lane by supporting the driver with an automatic steering intervention,
see figure 2.2 for an illustration. As stated earlier, it is crucial that a supportive steer-
ing intervention is activated early enough to allow an effective avoidance maneuver. As
this motivates long prediction horizons (typically a few seconds long), this implies that the
prediction model should take the driver’s intention into consideration to maintain a high
predictive performance. It is also important that the system is robust against anomalies
and sensor noise to avoid falsely triggered interventions, as it might otherwise compromise
the driving experience, and ultimately, make the driver deactivate the system.
The sensor platform used in this thesis consists of a front-looking camera and in-vehicle

sensors. The used signals are illustrated in figure 2.3, where v is the longitudinal velocity,
δ is the steering angle of the front wheel, and ω is the yaw rate. The software of the
front-looking camera is estimating the road geometry and lane markers as two third-order
polynomials, one for each side:

p(x) = a0 + a1x+ a2x
2 + a3x

3, (2.3)

which are valid for a range of view rw for the respective side.
Additionally, there is also a camera-based driver monitoring system, which tracks the
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Figure 2.4: Driver-gaze target areas of the interior of the vehicle.

driver’s eye-gaze direction. For the sake of convenience, the gaze direction is contextualized
by abstracting it into gaze target (gt) areas of the interior of the vehicle, as seen in figure 2.4.
Finally, each gaze target is assigned a probability by the monitoring system, that reflects
the likelihood that the driver is looking into the corresponding area.
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CHAPTER 3

Performance evaluation

The thesis relies on an experimental approach and it is therefore important to understand
the underlying principles of the performance evaluation. This chapter introduces the data
sets and important aspects of system evaluation.

3.1 Data sets
This thesis is based on two field test data sets: A), a data set that was collected in the
year 2013 by Volvo Cars (3150 hours of driving), and B), a data set from the year 2018 by
Zenuity (5300 hours of driving). The data was collected using fleets of Volvo vehicles, with
professional drivers (contracted by the respective company to drive the cars), mainly in the
EU, but also in the United States of America and parts of Asia. The drivers were to a high
degree young men, that had received driving training before participating in the field test.
The vehicles sampled information using their respective sensor platform, including, among
others, a front-looking camera and internal sensors used to measure the kinematics of the
motion. All ADAS and AD functionality was deactivated during the entire field test.

3.2 Evaluation of system performance
The interpretability of the performance results is closely related to the fairness of the im-
plementation and evaluation of the systems. This subchapter introduces insights on how to
set up a fair comparison of methods.
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Operational design domain
The first step is to determine an operational design domain (ODD) that defines the scenario
for which the system is intended to work in, in this case the LKA system. This includes
contextual requirements that need to be fulfilled, such as visible lane markers, minimum
and maximum velocities, road types, road curvature, etc. The purpose of the ODD is to
limit the scope of the functionality, to make it easier to make proper design choices in
the implementation of the system, e.g., choose threat metrics and extract relevant training
data. It is also useful in the evaluation of the system’s nominal performance, to ensure that
the test cases reflect the intended functionality. Furthermore, it can be used for robustness
evaluation, where the system’s ability to deal with out-of-ODD samples is tested.

Data preparation
The training and performance evaluation is directly dependent on the used data set. There
are many ways to split the data into training and evaluation data. A common approach is to
use bootstrapping, especially for small data sets, where data sets are created by sampling
with replacement from the original data set [78]. There is also the hold-out validation,
where the original data set is divided randomly into a training and an evaluation data set
with a given ratio [54]. This method is straightforward to use and is preferably used when
the number of samples is large in the original data set. The same principle is used in k-fold
cross-validation, but here is the data divided into k-groups of the same size. The model is
evaluated using one group while being trained on the others. The groups are iterated until
all groups have been evaluated. The final evaluation is the average results of all groups.
This method is widely used, but it may suffer from increased computational demand and
increased variance in the predictions [79].
In terms of fairness, regardless of the splitting technique that is in use, it is important

that all compared models are treated the same, i.e., they are trained and evaluated on the
same data sets.

Performance metrics
As described in subchapter 2.3, the event-driven threat detection logic is binary; either
the system decides to intervene or waits and continues with the threat assessment, where
the correct decision is determined by whether the situation is threat-full, or not. As a
consequence, in terms of performance, there are four possible outcomes of a decision, which
are the elements of the confusion matrix. A true positive (TP) corresponds to that the
system decides to trigger an intervention and that the intervention is truly needed. A too
trigger-happy system is likely to make decisions that are false positive (FP), which means
that the system is triggering an unwanted intervention. Moreover, a true negative (TN)
means that the system decides not to intervene in a situation where intervention is truly not
wanted. A too-conservative threat-detection logic is prone to make decisions that are false
negative (FN), i.e., the system chooses not to intervene in a situation where an intervention
is needed.
The performance of the LKA system is evaluated using a validation data set, that contains

both positive cases (events), and negative cases (no events). For each decision, one of
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the four elements in the confusion matrix is updated, depending on the correctness and
situation. However, it is challenging to draw conclusions directly from the matrix, since
they are not normalized by the size of the evaluation data set. Instead, it is common to use
performance metrics that are compounds of the confusion matrix elements, where the true
positive rate (TPR) (also referred to as recall):

TPR =
TP

TP + FN
(3.1)

and false positive rate (FPR):

FPR =
FP

FP + TN
(3.2)

are among the most widely used. They benefit from their simplistic formulation, which
makes them easy to interpret, at least individually, where a high-performing system is
expected to have a high TPR and a low FPR. However, it is not obvious how to compare
the performances of two systems using the TPR and FPR metrics. For example, it is not
straightforward to conclude whether a system with TPR = 0.9 and FPR = 0.1 is equally
good as a system with TPR = 0.95 and FPR = 0.15, as it depends on how the metrics are
weighted. One way to ease the analysis is to use the positive likelihood ratio:

PLR =
TPR

FPR
, (3.3)

which is high (unbounded) for a good system performance or low (not lower than 0) for a
poor system performance. Another approach is to consider the F1-score [80]:

F1 =
2TP

2TP + TN + FP
, (3.4)

which is a weighted combination of TP, FP, and TN. However, the F1-score is sensitive
towards imbalances in the validation data set, i.e., the results, for a given system, may vary
depending on the ratio of the number of positive and negative samples in the data set.
Therefore, it is also common to use the Matthews correlation coefficient:

MCC =
TP × TN − FP × FN√

(TP + FP )(TP + FN)(TN + FP )(TN + FN)
, (3.5)

which considers all the confusion matrix elements. This leads to a metric that is less sensitive
to imbalances in the data [81].

Acceptance time window
If the driver support system is well designed and correctly implemented, the majority of
the decisions will result in an average activation timing that is close to the target, i.e., the
prediction horizon. However, there is always a presence of variations, due to uncertainties,
such as sensor noise and underlying shortcomings in the threat assessment, that will give
rise to a spread of the predictions. It is therefore reasonable to accept system activations
as a TP if the timing of the decision is fairly close to the nominal target. Hence, it is
convenient to define an acceptance time window that has lower and upper limits on how
much the timing of the intervention can deviate from the nominal performance, and still be
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classified as correct.

Performance calibration
A fair comparison between LKA systems can only be achieved if they are properly calibrated,
as there might be a bias in the prediction models that affects the timing of the intervention.
For example, the training of a learning-based model is likely to end up in local minima,
which can cause one prediction model to be slightly more trigger-happy than an identical
model that has another set of trained weights. It can also be a bias in the data itself, e.g.,
from a poorly calibrated sensor. Hence, even systems based on kinematic prediction models
need to be calibrated.
The calibration process optimizes the thresholds of the threat-detection logic using cali-

bration data (that is mutually exclusive from the training and validation data), such that
the mean triggering time of the system is equal to the target.
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CHAPTER 4

Brief introduction on supervised learning

The goal of supervised learning is to model the relationship between inputs and outputs
from labeled data points that are annotated by a supervisor, such as a human expert or
a supervisory algorithm. The learning process (also referred to as training, estimating,
or fitting depending on the context) is typically formulated as an optimization problem,
with the objective of finding optimal values for the model parameters (coefficients, weights)
given a training dataset. The problem is historically referred to as a regression problem,
and many modeling approaches are available to solve it. This chapter briefly introduces
common methods for regression, ranging from simple linear regression to uncertainty-aware
regression based on non-linear artificial neural network models.

4.1 Regression analysis
Informally, regression analysis is a statistical approach to finding the "least bad" model
that estimates the relationship between the outputs (dependent variables) and the inputs
(independent variables), where the true relationship is typically determined by an underlying
stochastic process with unknown properties. The general approach is to collect observations
from the process into a training data set, consisting of sample pairs, i.e., input-output
pairs, which are used to estimate the parameters of the model, i.e, train or fit the model.
There are mainly two applications for regression models. Firstly, it can be used for system
identification, where a model is trained to learn a dynamical system’s properties, which can
then be used to analyze aspects of the dynamical system. For example, the behavior and
stability of a system can be analyzed by studying the poles and zeros of an autoregressive
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moving average model with exogenous input signals (ARMAX) [82]. The second usage is
predictions, where the model is used with new input samples, i.e., that are not part of the
training data, to predict corresponding outputs. The model is expected to work well, i.e,
to generalize, for new samples, as long as they have similar statistical characteristics as the
training samples.
Regression analysis can be used for linear and nonlinear relationships between the inputs

and outputs and involve one or several inputs. However, most problems involve several
inputs and non-linearities.

4.2 Model types
Regression models can be divided into parametric and non-parametric models. Parametric
modeling assumes a specific functional form for the relationship between the inputs and
outputs of the model. The model architecture is fixed in advance, i.e., before the model is
fitted to the training data, and the number of parameters is typically finite and fixed. Exam-
ples of parametric models include linear regression and logistic regression. Non-parametric
modeling, on the other hand, does not make any assumptions about the functional form
of the relationship between the inputs and outputs of the model. Instead, it learns the
underlying relationship directly from the data. Non-parametric models can have an infinite
number of parameters, and the complexity of the model may increase with the size of the
data. Examples of non-parametric models include decision trees, k-nearest neighbors, and
Gaussian processes.
The main advantage of parametric models is that they are often simpler and faster to

train, and they can be more interpretable since the relationship between the inputs and
outputs is explicitly defined. Additionally, the fixed structure makes it easy to implement
in limited computational hardware. However, they may not be flexible enough to capture
complex relationships in the data. The benefit of using non-parametric models is their
flexibility in capturing complex relationships in the data without making any assumptions
about the underlying functional form [54]. However, they can be computationally expensive
and may suffer from overfitting.
Note that artificial neural networks typically have a fixed model architecture, i.e., the

number of parameters, i.e., weights, is defined beforehand. Hence, it is per definition a
parametric model. However, the number of parameters is typically large, and the usage of
the model structure, i.e., how signals are propagated through the network, is determined
by the data-driven training. The training is typically computationally demanding, and the
model is in general very hard to interpret afterward. Hence, neural networks are parametric
but share the most pros and cons with non-parametric models.

4.3 Linear regression models
The goal of linear regression is to find the best-fitting line (or hyperplane in higher dimen-
sions) that describes the relationship between the inputs and the outputs [83]. The input
and output are scalar-valued in one-dimensional linear regression:

y = mx+ b (4.1)
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Figure 4.1: A line (red) is fitted to the noisy data (black dots).

where m (slope) and b (intercept) are the regression coefficients, y is the output, and x is
the input. The aim is to find the values of m and b that minimize the residual sum of the
squared errors between the predicted values ŷ and the actual values of y:

RSS =
∑

(y − ŷ)2. (4.2)

An example is shown in figure 4.1, where training data points are created using a linear
model y = 2x+3+v, where v is Gaussian zero-mean noise with standard deviation σ = 0.8.
The linear regression model is fitted to the training samples (0 ≤ x ≤ 8) and extrapolates
to unseen samples (8 < x ≤ 9.3).
In multiple linear regression, there are multiple inputs, and the relationship between the

inputs and output is described by a hyperplane. The equation of the hyperplane is typically
represented as:

y = b+m1x1 +m2x2 + ...+mkxk (4.3)
where y is the output, x1, x2, ..., xk are the inputs, m1, m2, ..., mk are the coefficients of
the hyperplane, and b is the intercept.
The main advantage of linear models is that a simple closed-form solution exist to the

optimization problem and that the model is very easy to compute in real-time [83].

4.4 Linear Bayesian regression
Linear Bayesian regression is a method that combines linear regression with Bayesian infer-
ence. It allows for the estimation of a probability distribution over the regression coefficients
rather than just point estimates and provides a framework for uncertainty estimation [84].
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Figure 4.2: A 6th order polynomial is fitted to noisy input data.

Compared to linear regression, a major difference is that prior beliefs about the distribution
of the regression coefficients are incorporated into the model and updated based on the data
using Bayes’ theorem. The posterior distribution of the regression coefficients is then used
to make predictions and estimate the prediction uncertainty.
An example is illustrated in figure 4.2 using data points created by a non-linear function

y = log x+ cosx+ v, with v being zero-mean Gaussian noise with σ = 0.75. The regression
model is designed as a 6th order polynomial y = a0 + a1x + a2x + ... + a6x6, which is
linear in the coefficients. As one can see, the fitted model (red) has a good fit in the interval
0 ≤ x ≤ 8, which is also indicated by the low standard deviation (shaded red). However,
when the model is extrapolating (8 < x ≤ 9.3), the fit rapidly becomes worse, which is
indicated by the growing standard deviation.
The key advantage of linear Bayesian regression is that it allows for the incorporation of

prior knowledge and beliefs about the data into the model, and provides a framework for
updating these beliefs as new data becomes available. This is particularly useful in cases
where the amount of data is limited, or when prior knowledge is available that can help
constrain the possible values of the regression coefficients. The downside is that finding good
prior distributions is sometimes non-trivial. A poor choice of prior can be compensated for
by adding more data, but it might be problematic if there is no easy way of getting more
data.

4.5 Autoregressive models
An autoregressive (AR) model is a statistical model that is commonly employed to model
stochastic processes, where the properties of the process are unknown [85]. The model has
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a structure similar to that of linear regression, with the exception that the inputs are old
(lagged) values of the output. The AR model can be expressed as:

y(t+ 1) = a1y(t) + a2y(t− 1) + · · ·+ aky(t− k) + w(t), (4.4)

where a and k denote the model parameters and the order of the model, respectively, and
w(t) represents independent, zero-mean process noise.
The AR model can be used to forecast the next sample of the process using the predictor:

ŷ(t+ 1|t) = a1y(t) + a2y(t− 1) + · · ·+ aky(t− k), (4.5)

which can be used recursively to predict multiple steps into the future.
The AR model can also be extended to multidimensional processes, where y(t) is a vector

instead of a scalar. This model is referred to as the vector autoregressive (VAR) model [83],
which has the same structure as the AR model, but the parameters of the model are
matrices. Both the scalar and vector versions have closed-form solutions that are very
efficient to compute. Moreover, the AR model can also be implemented for non-linear
processes, by considering, for example, artificial neural networks [86].
The AR model can be combined with a moving average (MA) model to form an au-

toregressive moving average (ARMA) model, which also incorporates the prediction errors
into the model. The ARMA model is most suitable for stationary processes, while the
autoregressive integrated moving average (ARIMA) model is designed for non-stationary
processes. The ARMAX model is an extension of the ARMA model that also models ex-
ternal (exogenous) inputs to the process, i.e., time series data that is assumed to be fully
known at all time instances.

4.6 Artificial neural networks
Artificial neural networks are well known for their ability to learn complex non-linear rela-
tionships between inputs and outputs directly from the training data and have increased in
popularity for regression problems over the last decades. The network architectures are in
this thesis divided into feed-forward and recurrent models.

Feed forward models
A feedforward neural network (FFNN) is a type of artificial neural network that is designed
to process inputs in a forward direction without loops or cycles, i.e., the input layer receives
the input data, which is then processed by one or more hidden layers, and finally produces an
output at the output layer. Each layer is composed of a set of neurons, which are connected
to the neurons in the previous layer by weighted connections. Each neuron in the hidden
layers applies a non-linear activation function, e.g., a sigmoid or rectified linear function,
to the weighted sum of the inputs, which allows the network to learn complex non-linear
relationships between the inputs and the outputs. The output layer typically applies a linear
activation function for regression problems and a softmax function for logistic regression
problems. FFNNs are commonly trained using backpropagation, which involves computing
the gradients of the loss function with respect to the weights of the network and updating
the weights using an optimization algorithm such as stochastic gradient descent [87].
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There are many variants of FFNNs. One of the most common is the multilayer perceptron
(MLP) [88], consisting of a sequence of hidden layers with fully connected neurons. Convo-
lutional neural networks (CNN) have the ability to automatically learn important features
from the data and are commonly used in computer vision and natural language processes
(NLP) applications [89], but can also be used for regression tasks. Autoencoders use en-
coding and decoding layers to reconstruct the input data [90], which can be used to detect
anomalies in the input data, for example. Moreover, transformer networks utilize attention
functionality to perform sequence-to-sequence tasks, which is common in NLP [91].

Recurrent models
A recurrent neural network (RNN) is a type of network architecture that is designed to han-
dle sequential data, such as time series or natural language processing. Unlike feedforward
neural networks that process inputs in a single pass, RNNs have loops in their architecture
that allow them to maintain an internal state or memory of past inputs. At each time step,
an RNN takes an input and its internal state from the previous time step and computes
the output. The internal state is updated and passed on to the next time step, allowing the
network to capture information about the sequence of inputs over time.
RNNs can be trained using backpropagation through time (BPTT) [92], which is an

extension of backpropagation [93] used for training feedforward neural networks. BPTT
calculates gradients of the loss function with respect to the weights of the network and
updates them using an optimization algorithm such as stochastic gradient descent [87].
One of the most popular types of RNN is the Long Short-Term Memory (LSTM) net-

work [94], which includes specialized memory cells that can selectively remember or forget
information over time. LSTMs are particularly good at capturing long-term dependen-
cies in sequential data. Another popular variant is the Gated Recurrent Unit (GRU) [95],
which has a simpler architecture than LSTM but is still capable of capturing long-term
dependencies in sequential data.
Bidirectional RNN processes the input sequence in both forward and backward directions,

using two separate hidden states. Bidirectional RNNs are particularly useful for tasks such
as speech recognition and named entity recognition, where the context of the input is
important [96], [97].
Note that it is common to mix feed-forward models with recursive models to specialize

the model’s architecture to the problem, e.g., the model’s input layer is fully connected to
a layer of LSTM-cells, that propagates its output to a fully connected MLP layer, followed
by a linear output layer.

4.7 Uncertainty-aware neural networks
An uncertainty-aware neural network is a type of model that is designed to make robust
predictions and estimate the uncertainty of the predictions. It is of particularly importance
in scenarios where the model needs to make decisions based on incomplete or noisy data,
or where the cost to make a wrong prediction is high. Uncertainty-aware ML models are
typically based on Bayesian principles, i.e., the network is stochastic and relies on prior
information, or the ensembling technique, which is more a frequentist’s approach.
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Bayesian neural networks
In a Bayesian neural network, the weights of the network are treated as random variables
with a prior distribution and the goal is to estimate the posterior distribution of the weights,
given the training data [98]. This allows the network to represent the uncertainty in its
predictions as a predictive probability distribution. However, there is typically no closed-
form expression for the posterior distribution over the weights and neither for the predictive
distribution over the output. Hence, they need to be approximated by numerical methods,
such as Markov chain Monte Carlo (MCMC) sampling. Another Bayesian approach is
the Monte Carlo dropout network (MCDO), which uses a regularization technique that
randomly drops out some of the neurons in the network during training, which forces the
network to be more robust to variations in the inputs [99]. The dropout is also used in the
forward pass to numerically estimate the uncertainty of the network by generating multiple
predictions for the same input.

Ensemble neural networks
Ensemble methods combine multiple instances of a neural network to improve performance
and robustness. This can be done by using techniques such as bagging, deep-ensemble,
boosting, stacking, or ensemble selection [100]. Bagging involves training multiple instances
of the same neural network on different subsets of training data and averaging the output
predictions [101]. The deep ensemble approach is similar, but the ensemble networks are
trained on the same data, where diversity within the ensemble is enforced by randomiz-
ing the initialization of the model’s parameters before the training is started [102], [103].
Boosting trains multiple instances of the same neural network sequentially, with each model
correcting the errors of the previous model [104]. Stacking trains multiple neural network
models with different architectures and combines their predictions using a meta-model [105].
Ensemble selection selects a subset of models most likely to perform well on test data using
techniques such as Bayesian model averaging or cross-validation [106].
As stated above, the ensembling technique improves the accuracy and robustness of neural

networks, but the method can also be used to estimate the uncertainty of the network
predictions, i.e., the prediction uncertainty can be estimated by the sample variance of the
predictions across the ensemble.

25





CHAPTER 5

Summary of included papers

This chapter provides a summary of the included papers.

5.1 Paper A
John Dahl, Gabriel Rodrigues de Campos, Claes Olsson Jonas Fredriksson
Collision Avoidance: A Literature Review on Threat-Assessment Techniques
IEEE Transactions on Intelligent Vehicles, Volume: 4, Issue: 1, pp. 101 - 113,
2019
©—–IEEE DOI:10.1109/TIV.2018.2886682 .

This paper presents a review of threat assessment methods used for collision avoidance.
It contributes with an overview of the field and contributes with analysis and discussion
on robustness, computational complexity, and best suitable applications. It concludes that
driver intention is one of the main challenges in the threat assessment problem, which is
hard to model using engineering. It also suggests that machine learning is a promising
technique for threat assessment, but it suffers from high computational demand.

The authors’ contribution: The thesis author was responsible for collecting and reviewing
papers, with support from the second author. The majority of the writing, analysis, and
discussion was made by the thesis author. The second author mainly wrote the last part of
Section 2.3 dealing with formal verification and supervisory control. The three last authors
contributed with support to the writing process and also contributed to the structuring of
the reviewed papers.
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5.2 Paper B
John Dahl, Rasmus Jonsson, Anton Kollmats, Gabriel Rodrigues de Campos,
Jonas Fredriksson
Automotive Safety: a Neural Network Approach for Lane Departure Detection using
Real World Driving Data
IEEE Intelligent Transportation Systems Conference (ITSC)
pp. 3669–3674, 2019
©IEEE DOI: 10.1109/ITSC.2019.8917288 .

This paper uses a supervised machine learning approach, based on a feed-forward artificial
neural network, to detect unintended lane departures for multidimensional time series data.
The problem is formulated as a classification problem, where the output of the prediction
model is binary, i.e., it should predict 1 if the current situation is likely to evolve into an
unintended lane departure within a time period equal to the prediction horizon, or 0 oth-
erwise. The system is evaluated using a real-world data set and a kinematic benchmarking
model. It also introduces the concept of down-sampling in real-time, a technique aimed to
reduce the computational burden.

The authors’ contribution: The author of this thesis was responsible for the problem
formulation and the approach to solving it. The thesis author also supervised the second
and third authors in their master thesis project, where they developed the code base that
was partly used in this work. The paper was mainly written by the thesis author, and the
experiments were run by the thesis author and the second author. The last two authors
contributed with support in the analysis of the results and in the writing process.

5.3 Paper C
John Dahl, Gabriel Rodrigues de Campos, Jonas Fredriksson
A Path Prediction Model based on Multiple Time Series Analysis Tools used to
Detect Unintended Lane Departures
IEEE Intelligent Transportation Systems Conference (ITSC), pp. 1-7
2020
©IEEE DOI:10.1109/ITSC45102.2020.9294510 .

The neural network approach in Paper B showed good performance in comparison to the
kinematic model, but, as mentioned in Paper A, the network-based model is significantly
harder to compute in real-time. To overcome this limitation, a linear model was developed
based on multiple linear regression and with inspiration from autoregressive modeling. This
model can be trained (estimated) in closed form and it is efficient to compute in real-time.
Moreover, the problem formulation is changed in this work, from a classification problem
in Paper B, to a path prediction problem. The intuition for this change was that a path
is easier to interpret than a binary classifier. The linear model’s performance was bench-
marked towards a kinematic model and showed superior performance.

The authors’ contribution: The thesis author was responsible for developing the problem
formulation in collaboration with the co-authors, planning and implementing the algorithms,
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and authoring the main core of the paper. The last two authors contributed with support
in the analysis of the results and in the writing process.

5.4 Paper D
John Dahl, Gabriel Rodrigues de Campos, Jonas Fredriksson
Performance and Efficiency Analysis of a Linear Learning-Based Prediction Model
used for Unintended Lane-Departure Detection
IEEE Transactions on Intelligent Transportation Systems, Volume: 23, Issue: 7,
pp. 9115 - 9125,
2022
©IEEE DOI:10.1109/TITS.2021.3090941 .

This paper analyses how the linear prediction model from Paper C performs relatively a
non-linear model based on neural networks. The results showed that the linear model is as
good as the non-linear model, for prediction horizons up to 1.25 s, while having superior
real-time performance. Moreover, the paper provides a thorough analysis of how to select
the model’s inputs. It explores which input signals contribute the most to the predictive
performance and provides a methodology for downsampling the signals without losing valu-
able information.

The authors’ contribution: The thesis author was responsible for developing the problem
formulation in collaboration with the co-authors, planning and implementing the algorithms,
and authoring the main core of the paper. The last two authors contributed with support
in the analysis of the results and in the writing process.

5.5 Paper E
John Dahl, Gabriel Rodrigues de Campos, Jonas Fredriksson
Prediction-Uncertainty-Aware Threat Detection for ADAS: A Case Study on Lane-
Keeping Assistance
IEEE Transactions on Intelligent Vehicles, Early access, Mars,
2023
©—–IEEE DOI:10.1109/TIV.2023.3253555 .

This paper uses uncertainty-aware prediction models to detect untrustworthy predictions
in real-time. The paper presents four threat-detection logics that use the uncertainty infor-
mation to improve the robustness of the system when it is used outside of the operational
design domain or when there are anomalies in the inputs. The performance was evaluated
using a real-world data set and is including a detailed analysis of how the robustness of the
threat detection is affected by different sources of anomalies. The results showed that a
robust transient sensitive threat-detection logic worked the best for 1 s prediction horizon,
while a robust disjoint transient sensitive logic was the preferred choice for the 2 horizon.

The authors’ contribution: The thesis author identified the problem and developed the
idea to address it. The thesis author also planned and conducted the experiments and wrote
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the core of the paper. The third author and thesis author came up with the focus and the
layout of the paper. The two last authors contributed to the analysis and the writing.

5.6 Paper F
John Dahl, Gabriel Rodrigues de Campos, Jonas Fredriksson
Intention-Aware Lane Keeping Assist Using Driver-Gaze Information
Accepted to the IEEE Intelligent Vehicles Conference (IV),
2023 .

This paper analyzes how a camera-based driver monitoring system improves the perfor-
mance of LKA system. The goal of this work is to distinguish unintentional lane departures
from intended lane departures where no turning indicators are used. This is used to ensure
that an automatic intervention is only triggered when the departure is unintentional. The
system performance is evaluated by testing with and without gaze-tracking information as
an input to the neural networks-based prediction model. The results show that the infor-
mation from the gaze tracking improves the performance of the system, especially for the
1 s prediction horizon.

The authors’ contribution: The thesis author was responsible for the problem formu-
lation, preparing the data, implementing the algorithms, analyzing the results, and writing
the paper. The second and third authors contributed with helpful discussions and support
in the writing.
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CHAPTER 6

Discussion

The focus of this thesis has been to develop threat assessment and decision-making methods
that are able to include driver intention and sensor noise. As concluded from the review in
Paper A, and also from later works [64], [107], there are many approaches to these problems.
However, the approaches rely to a big extent on expert knowledge of how to parameterize the
models. Additionally, the sensor noises could have been partly solved by additional filtering,
but filters contribute to delays (phase-sifts in the frequency domain) in the signals and can
distort the signal too much. Hence, it was hypothesized in this project that a learning-based
approach could help to solve these issues. The aim was to design a prediction model that
yielded a good predictive performance while being efficient to compute. The attention has
mainly been on network architectures, the selection of input signals, and implementation
aspects in general. It also deals with robust threat detection under uncertainty, where
the goal is to suppress system activations in cases when the predictions are untrustworthy,
without sacrificing the overall system performance.

6.1 Contribution
Based on the insights of the appended papers, the research questions are discussed as follows:

RQ1: Can the challenges related to driver intention and sensor issues be addressed
by supervised learning in the context of a lane-keeping assistance system?

The RQ1 is addressed by Paper B, D, E and F. Paper B evaluates a neural network-based
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prediction model, which is used to predict unintentional lane departures. The problem is
formalized as a logistic regression problem, i.e., it should predict a value equal to 1 if a
lane departure is imminent within h s prediction horizon, or zero otherwise. The prediction
model was based on a feed-forward multiple perceptron network. Its performance was
evaluated by comparing the results with a kinematic constant velocity model and the results
showed that the neural network-based prediction model had superior performance, which is
aligned with a related analysis based on simulated data [108]. There were also unpublished
experiments with other kinematic models, such as the constant turn-rate and velocity model,
but they showed to perform worse than the constant velocity model, especially for the longer
prediction horizons. This showed to stem from that drivers were oscillating back and forth
in the lane, which was exaggerated by the CRTV model, and it was, therefore, prone to
falsely predict lane departures.
Robustness towards anomalies in the input data was handled in Paper E, where uncertainty-

aware prediction models were used to detect erroneous predictions. The focus of the paper
was on event-detection logic used for decision-making, where four logics were introduced
and evaluated. In summary, it was shown that prediction uncertainty derived from the
uncertainty-aware prediction model had a significant impact on the performance in situa-
tions with anomalies in the inputs. Moreover, it is also evident from the results that MLP
architectures can be as good as recurrent models, i.e., LSTM, and Bayesian models if the
input signals are selected with great care to the details. This is also coherent with the results
presented in [109] and [110], where no significant differences between an MLP and an LSTM
could be seen. The merits of the MLP, as compared to the more complex alternatives, are
the stable training, easiness to deploy it in the vehicle, and that it is relatively lightweight
in terms of computational demand.
In conclusion, based on the results, it is evident that the machine learning approach

contributes to increased predictive performance. Unfortunately, it is not obvious why it
works, as it is a black box model that is very difficult to interpret. Hence, it is not known in
Papers B-E to what extent the filtering of the input signals contributes to the performance,
nor to which extent the driver intention is captured by the model. However, Paper F shows
that the machine learning-based prediction model is able to better capture the driver’s
intention if a camera-based driver monitoring system is used, relatively not having it.

RQ2: What input data is needed to achieve a high system performance?

The prediction model’s in this thesis used lagged signals as inputs, i.e., it used a sequence
of old data points. It was discovered in Paper B that 3 consecutive samples (the sampling
frequency is 40 Hz) were not enough to achieve high predictive performance. The authors,
therefore, elaborated on various lengths of the input sequences and came up with a hy-
pothesis that the most recent signals reflect the current state, while older ones contribute
to the trend. Interestingly, the results from Paper B showed that the sampling pattern,
i.e., the way the old samples were picked, did not change the predictive performance much.
It seemed to be more important to pick old enough samples than how densely they are
sampled. However, the oldest sample was only 0.35 s old. This aspect was further analyzed
in Paper C, where up to 2 s old samples were tested. The results showed that the best
performance was achieved by using 1 s old samples. Even more interesting was that a log-
arithmic sampling pattern of the old sample gave the same or better performance as using
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all consecutive samples. As shown in Paper D, the sampling pattern is a key to achieving
a good real-time capability, i.e., the fewer inputs, the fewer computations are needed to
calculate the output of the model. The best performing pattern was determined in Pa-
per D by systematically testing sample rates between 1.25 and 40 Hz, where 5 Hz turned
out to be the lowest sample rate that still could maintain the predictive performance. It
was also investigated which kinematic and road geometry sensor signals contributed the
most to the predictive performance, where it was shown that the first two coefficients of
the 3:rd order lane-marker polynomials and the front wheel angle were the most important.
Paper F showed that signals from a camera-based driver monitoring system improved the
system performance in cases where intentional lane departures should be distinguished from
intentional lane departures.

RQ3: How could real-time computation-limitations be considered?

Paper C contributed with a linear prediction model formulation, which aimed to be more
efficient to train and compute in real-time, compared to the MLP used in Paper B and
the other non-linear network architectures in Paper E and F. In this work, the problem
formulation was changed to a path prediction problem. The intuition was that a predicted
path should be easier to interpret than the logistic output in Paper B, which would make
eventual debugging easier. The results revealed that the linear model was superior to the
constant velocity model. This motivated a deeper analysis in Paper D, where the perfor-
mance of the linear model was compared to an MLP model. Interestingly, the performance
evaluation showed that a linear model makes predictions that are as good as a non-linear
model, for prediction horizons up to 1.25 s, while the latter model architecture is superior
for longer prediction horizons. However, a comparison in time complexity, i.e., the com-
putational burden of a forward pass in the model, showed that the linear model is orders
of magnitude easier to compute. Hence, the results show that high predictive performance
can be achieved even for relatively lightweight solutions that are efficient to compute in
real-time. This finding is also in line with the results in [52], where it is concluded that
a lightweight recursive model can be as good as more complex LSTM and GRU models.
These findings are essential in the work of developing new active safety systems since the
computational burden of the threat assessment and decision-making algorithms determines
the requirements of the computational hardware platform.

6.2 Validity
Internal validity is closely related to the research design, where the goal is to reduce factors
that might lower the trustworthiness of the research. For example, the sensor hardware
platform used to collect the field test data is fixed for the entire test, which ensures that
the raw data is consistent. However, the software of the sensors, and even the sensor fusion
algorithms, are updated continuously to fix discovered issues. Hence, there is a risk of a
mismatch between data that are sampled on different dates. This issue is avoided by using
an offline postprocessing tool that updates all collected data such that it is aligned with the
latest software version. Moreover, the Papers B-E are based on data set A and Paper F
on data set B. The same signals were collected in the two sets, except for the gaze-tracking
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signals that were only included in set B. However, the sensor platforms were not the same,
and the software was not the same either. It is therefore interesting that the results from,
e.g., Paper D and Paper F are similar for prediction horizons up to 1.5 s. This may indicate
that small variations and differences in the hardware/software do not significantly affect
the system’s performance. Finally, the drivers that participated in the data collection were
trained drivers, which may reduce the risk of including bias in terms of maturation in the
drivers’ skill level.
External validity refers to the extent to which the study’s findings can be generalized

to other contexts or populations. The experiments were performed using large real-world
datasets with varying driving from several continents, which suggests that the results can
be generalized to real implementation in an LKA system used by the average driver. Fur-
thermore, it is likely that other active safety features, such as oncoming collision avoidance
and AEB, also would benefit from using machine learning-based threat assessment, as they
also suffer from the uncertainty in the drivers’ intention and sensor noise. However, the
level of improvement in terms of performance cannot be anticipated based on this research.
On the other hand, there are also potential weaknesses. For example, professional drivers

might not represent the average population of drivers, and the drivers in the field test might
be more conservative in their driving, knowing that the test vehicles are expensive and
damaging them is troublesome as the organization is waiting for the results. Additionally,
the used definition of an unintentional lane departure, see Section 2.2 in Paper B, might be
too general in certain situations. It relies on that a lane departure is unintentional if the
vehicle is not crossing the lane marker by more than the half width of the vehicle, and that
the vehicle is back in lane within 4 seconds. However, being a reasonable assumption, it does
not take into account that the driver might avoid something else on the road and therefore
temporarily depart from the lane. This is a matter of definition since avoiding something
on the road might also occur without an intention to leave the ego lane. Unfortunately,
the time series signals do not track objects other than vehicles and road users, so it is not
easy to determine what causes an unintended lane departure per our definition. However,
from a safety perspective, it is better to detect those cases as unintended lane departures,
than risking to miss a case because the prediction model is uncertain whether it is a driver
avoidance maneuver or not.

6.3 Prediction horizon
An LKA system requires the driver to be responsible for driving at all times, even when
the ADAS is supporting the driver. Hence, there must be a way for the driver to override
the system’s interventions. For steering interventions, that means that the steering torque
applied by the system must not exceed the achievable counter torque of the driver. Moreover,
it has to be applied in a such way that the driver has enough time to understand what
is happening, to give the driver a chance to counteract the intervention. These system
limitations force the automatic avoidance maneuvers to be slow, yielding a long maneuver
time. Hence, the decision to intervene with an automatic maneuver must be taken early
enough, such that the system can avoid the threat successfully. This implies that the
prediction model must have a long enough prediction horizon.
Unfortunately, the longer into the future one tries to predict, the harder it is. This means
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that early interventions (using a long prediction horizon) are prone to be faulty, i.e., the
LKA system supports the driver in situations where the driver already has full control of
the situation. However, from a strict functional safety perspective, this might not be a
problem, as both the driver and the system try to maintain safety, but the driver might
perceive the system’s faulty interventions as intrusive and disturbing. Hence, there is a
risk that the driver eventually shuts the system off if the driver does not comply with the
intervention. It is therefore desirable to make the decisions as close as possible in time to
a critical event while maintaining enough time for an effective avoidance maneuver. As
concluded in Paper D, a sufficient prediction horizon for LKA is in the interval [1− 1.75] s,
which is aligned with the suggestion of between 1.5-2.5 s in [111].

6.4 Real-world data
The implementation and analysis of the proposed approaches are based on large proprietary
data sets that are not open to the common. The data sets are wast in size and reflect regular
driving in urban and rural road environments, under various weather conditions and times
of day, in the US, EU, and Asia. The data sets contain time-series data derived from an
automotive-grade camera and sensor system, and the vehicles are driven by trained drivers.
Hence, the data sets are comprehensive and representative of real-world driving and are
thereby ideal for system evaluation. Indeed, it would have been beneficial to use open data
instead, but to the best of the author of this thesis’s knowledge, there exist only a few data
sets with time-series data from regular driving, which are too small to be used for a quan-
titative system evaluation. For example, the PREVENTION data set consists of 6 hours of
driving, containing only 12 unintended lane departures. It is the general case that open data
sets are not suitable for real-time threat assessment and decision-making based on vehicle-
mounted sensor information. For example, the KITTI [112], ApolloScape [113], A2D2 [114]
and BDD100K [115] data sets are sampled locally on the vehicle but is aimed towards com-
puter vision and contains no annotations for road geometry. The Cityscapes [116] data set
is sampled every 20 s, or 20 m, whatever comes first, which makes it unsuitable for threat
assessment due to too low time resolution. Other popular data sets are the Next Generation
Simulation HW101 (NGSIM) [117], HighD [118] and INTERACTION [119] data sets that
use either cameras mounted to tall buildings and civil infrastructure or by flying drones.
They provide a bird-view perspective of the traffic in certain locations, which is unrealistic
for real-world evaluation of active safety systems.
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CHAPTER 7

Concluding Remarks and Future Work

The main challenge for the next generation ADAS is to include the driver’s intention in the
threat assessment, keep the computational complexity low, and make the algorithms robust
to anomalies and noise in the sensor data. This thesis is focusing on how to use learning-
based prediction models in threat assessment to improve the performance of a lane-keeping
assistance system. The learning-based models have been benchmarked against a kinematic
model, and the results show that linear and non-linear models are superior in performance,
especially for longer prediction horizons. The results indicate that learning-based prediction
models are better at dealing with noise in the input data and learning the driver’s intention.
However, it is not known which of the two factors contributes the most to the increased
performance. It is evident, though, that adding the gaze information of the driver to the
inputs improves the ability of the learning-based prediction model to capture the driver’s
intention. Moreover, the results show that a linear prediction model is nearly as good as a
non-linear model based on artificial neural networks, at least for shorter prediction horizons.
This is convenient, as the time complexity of the linear model is magnitudes lower than the
time complexity of non-linear models, which makes the former easier to run in real-time.
It has also been shown that the time complexity can be reduced by carefully selecting the
input signals to avoid redundancy and by downsampling the input information in real-time
to avoid signal samples that are not contributing to improved prediction performance. Fi-
nally, uncertainty-aware prediction models can be used to improve the system’s robustness,
by utilizing the prediction uncertainty in the decision-making to avoid false detections of
unintentional lane departures.
There are several possible directions for further research. It is not unlikely that the

driver’s intention is affected by surrounding vehicles and objects on the road, e.g., the
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ego-vehicle driver might intend to keep a safe distance from an overtaking vehicle to the
left, which causes a lane departure on the right side of the ego-vehicle. Information on
the surroundings might help the prediction model and the detection algorithm to correctly
classify the event as an intentional lane departure. The results presented in this thesis are
based on a large field test data set with professional drivers. However, it would be interesting
to compare the performance using a data set that is created to represent the average driver,
with respect to driving skills, age, driving styles, etc. It would also be interesting to evaluate
the performance for slower velocities and smaller radius of curvature of the roads, as it is
likely that the driving behavior is substantially different for those types of roads. In terms
of real-time performance, it would be interesting to investigate techniques for knowledge
distillation, i.e., reduce the size of the model, to improve the computational burden of
using uncertainty-aware prediction models. Finally, a major concern using learning-based
methods is the system safety aspect, i.e., to ensure that the model works as intended within
the operational design domain.
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