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Abstract

The sudden loss of con�nement of the energy content of fusion plasmas in o�-normal
events, called disruptions, is among the most severe threats to the future of fusion
energy based on the tokamak design. An e�cient disruption mitigation system
will therefore be of utmost importance for future large, high-current devices such as
ITER. The potentially greatest threat to be mitigated is posed by currents carried by
highly energetic electrons, called runaway electrons, which may cause severe damage
upon wall impact. The disruption mitigation system must also ensure a su�ciently
homogeneous deposition of the thermal energy on the plasma-facing components,
and avoid excessive forces on the machine due to currents �owing in the surround-
ing structures. The currently envisaged mitigation method is to initiate a massive
material injection, e.g. in the form of a pressurized gas or a shattered cryogenic
pellet, when an emerging disruption is detected, and so attempt to better control
the plasma cooling and energy dissipation.

In this thesis, we develop modeling tools for the various physical phenomena
present during a tokamak disruption mitigated by a massive material injection.
This includes extending the numerical tools GO and DREAM with the capability to
handle more advanced geometry, e�ects of partial ionization in the cooling plasma
on the generation of runaway electrons, and the material assimilation in the plasma
following a shattered pellet injection. These tools are then used to perform inte-
grated numerical simulations, assessing the mitigation performance for a wide range
of injection scenarios in reactor-scale tokamak devices. Finally, we also develop an
analytical model for the radial transport of the relatively cold and dense material
recently ablated from a shattered pellet upon exposure to the hot plasma.

Our results indicate that the severity of a disruption in a reactor-scale device
can be signi�cantly reduced by a carefully chosen injection scheme and composition
of the injected material. In particular, a two-stage shattered pellet injection might
e�ciently reduce the localised heat loads and the runaway generation due to the hot-
tail mechanism, by allowing for an intermediate equilibration of the superthermal
electron population between the injections. However, the strong runaway avalanche
associated with a high plasma current was found to be able to amplify even a
very small runaway seed, such as those produced by tritium decay and Compton
scattering during nuclear operation, to several mega-amperes. The reason is that the
intense cooling from the injected material leads to a high induced electric �eld and a
substantial recombination, resulting in an enhanced avalanche multiplication. Our
calculations also indicate that this mitigation scheme might be further complicated
by a relatively large outward drift of the recently ablated pellet material.

Keywords: fusion plasma, disruption mitigation, shattered pellet injection, run-
away electron
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Chapter 1

Introduction

The steadily increasing energy consumption around the world will make future gen-
erations' demand for reliable and clean energy sources larger than ever before. If
successful, fusion energy has the potential to play a key role in a future carbon-free
energy system. Even if commercial fusion does not become available soon enough
to tackle the most urgent climate changes, it may still be of importance to meet the
increasing energy demand during the later half of this century (Cabal et al., 2017).

In many ways, fusion can be regarded as an ideal energy source (Chen, 2011):
The fusion reactions do not produce any other waste products than helium, making
fusion sustainable from a climate perspective. The hydrogen isotopes used as fuel
can be extracted from ordinary sea water or can be produced at the power plant
through lithium breeding by neutron irradiation, making the fuel reserves practically
unlimited. The energy production is not weather-dependent, and the fusion energy
output can therefore be adapted to a varying demand to a greater extent than
intermittent renewable energy sources. The half-life of the radioactive materials
produced by neutron bombardment of the reactor wall is of the order of hundreds
of years. This is about a thousand times shorter than the hundreds of thousands
of years for some of the high level radioactive waste produced by a �ssion reactor.
Finally, fusion produces no by-products that may be used for nuclear weapons.

There are, however, many di�culties involved in realizing a fusion power plant
(Chen, 1974). In order to fuse two nuclei, the distance between them must be
similar to their de Broglie wavelength. At this point, the probability to overcome
the remaining Coulomb potential barrier by tunneling becomes signi�cant. For this
to happen, the nuclei have to overcome the Coulomb repulsion at larger distances,
and therefore they have to collide at a very high energy. In order to achieve such
energetic collisions, the fuel must be heated to a temperature of the order of 108 K.
Con�ning such a hot fuel and maintaining the conditions necessary for a substantial
fusion reaction rate is a challenging task. The most developed method to overcome
these challenges, aiming to use fusion as an energy source, is so-called magnetically
con�ned fusion, which is introduced in section 1.1.

Although magnetically con�ned fusion devices allow for a stable con�nement of
the fusion fuel during normal operation, they must also be able to handle o�-normal
events, where the con�nement is suddenly lost, called disruptions (Hollmann et al.,
2015). These events result in a rapid release of the stored thermal and magnetic
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1. Introduction

energy, which can be very dangerous for the machine integrity. The basic features of
disruptions, their consequences, and suggested methods to mitigate their impact on
the machine are introduced in section 1.2. However, disruption mitigation in future
large reactor-scale fusion devices is still an unresolved issue. This is the topic to
which this thesis aims to contribute, by providing speci�c guidelines to mitigate the
e�ects of such events.

1.1 Magnetic plasma con�nement and the tokamak

design

At the high temperatures necessary for fusion energy generation, the electrons in
the fuel are separated from the atomic nuclei. When this happens, the fuel becomes
a plasma, which may be regarded as a gas consisting of unbound charged particles.
Since the particles are charged, they may be controlled by a magnetic �eld, which
is the fundamental physical basis of magnetic con�nement fusion.

When a charged particle is subject to a magnetic �eld, it undergoes gyro-motion
around the magnetic �eld lines (Freidberg, 2008). Naively, one could therefore con-
�ne the plasma by bending the magnetic �eld into a torus. This is indeed the basic
principle behind magnetically con�ned fusion. However, the construction of such a
magnetic �eld inevitably introduces a gradient of the �eld strength along the major
radius of the torus. This magnetic �eld gradient makes a plasma in a purely toroidal
magnetic �eld intrinsically unstable, as explained below.

A gradient in the magnetic �eld makes the radius of the gyro-motion longer in the
part of the gyration where the magnetic �eld is weaker, compared to the part where
it is stronger. This results in a drift of the center of gyration, called the guiding
center, perpendicular to both the magnetic �eld and its gradient, as illustrated in
the left panel of �gure 1.1. This drift is referred to as the ∇B-drift. As the ∇B-drift
is oppositely directed for electrons and ions, it will induce a charge separation in the
plasma, generating a vertical electric �eld.

This electric �eld also a�ects the gyro radius during the particle motion; When
the particle moves in the same direction as the electric �eld, its speed, and therefore
its gyro radius, increases, and when it moves in the direction opposite to the electric
�eld it decreases. This causes the gyro radius to vary along the direction of the
electric �eld, in opposing ways for electrons and ions, leading to a guiding center
drift perpendicular to both the magnetic and electric �eld, as illustrated in the right
panel of �gure 1.1. This drift is referred to as the E × B drift. As evident from
�gure 1.1, this drift has the same direction for both electrons and ions, leading to
the whole plasma drifting out of con�nement.

This issue can be resolved by introducing a poloidal twist to the magnetic �eld,
i.e. a magnetic �eld component circulating the short way around the torus, as il-
lustrated in the left panel of �gure 1.2 (Freidberg, 2008). Such a twist makes the
particles circulate around the plasma in the poloidal direction in a way that aver-
ages out the e�ect of the vertical ∇B-drift; in the upper part of the poloidal motion,
the ∇B-drift drives the particles away from the plasma center, while in the lower
part the ∇B-drift drives the particle back towards the center. Such a trajectory is

2



1.1. Magnetic plasma con�nement and the tokamak design
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Figure 1.1: Particle trajectories for an ion and electron, starting from the origin, with

di�erent prescribed electric and magnetic �eld settings: (left) a magnetic �eld pointing in

the positive z-direction (out from the paper) with a uniform gradient in the negative x-
direction, giving rise to a ∇B-drift. The resulting charge separation gives rise to an electric

�eld in the positive y-direction. (Right) a constant uniform magnetic �eld pointing in the

positive z-direction and a constant uniform electric �eld pointing in the positive y-direction,
giving rise to an E×B-drift. Note that electrons and ions with comparable kinetic energy

have disparate gyro-radii, however, here we depict their orbits with similar gyro-radii for

visibility.

illustrated in the right panel of �gure 1.2. In that way, the charge separation, and
hence the E ×B-drift that would break the con�nement, is avoided.

In the most studied design for such a con�guration, the so-called tokamak, this
twist of the �eld lines is achieved by driving a large toroidal current through the
plasma, of the order of mega-amperes (MAs). In such a con�guration, the magnetic
�eld lines can be shown to circulate in the plasma following nested toroidal surfaces
called �ux surfaces (surfaces of constant poloidal magnetic �ux), sketched in the
left panel of �gure 1.2 (Freidberg, 2008). The particles in the plasma then stay
essentially con�ned to one of those �ux surfaces*, as indicated in the right panel of
�gure 1.2.

The tokamak design is utilised by the JET (Joint European Torus) device, cur-
rently holding the record for the ratio of the generated fusion power to the supplied
heating power - the so-called Q-factor - at 0.67. It is also used for future devices
aiming at producing a net gain of fusion energy. These devices include SPARC,
under development by Commonwealth Fusion Systems (Paper H), STEP (Spheri-
cal Tokamak for Energy Production) under development by the UK Atomic Energy
Authority, and ITER, which is currently under construction in France by the ITER
organization. ITER will be the largest among the next generation of fusion devices,
and is the main concern of this thesis. The ITER project is an international collab-
oration between the European Union, United States, China, Russia, South Korea,
India and Japan, aiming for a Q-factor of 10. In order to increase the Q-factor, next-
generation devices will store signi�cantly larger thermal and magnetic energies than
current experiments. This increases the severity of the threat posed by disruptions,

*In the absence of �uctuations and collisions, which are important on a longer time scale.
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Figure 1.2: (Left) Illustration of the magnetic �eld con�guration in a tokamak; the mag-

netic �eld is the sum of a toroidal component generated by external coils (not shown in the

�gure) and a poloidal component generated by the plasma current. The resulting magnetic

�eld lines follow helical paths around the plasma, ordered in a set of nested �ux surfaces.

(Right) Projection of the guiding center trajectory of an ion in a tokamak on the poloidal

plane, illustrating how the ∇B-drift is averaged out by the motion along the poloidal com-

ponent of the magnetic �eld. A �ux surface with circular cross section, tangential to the

ion guiding center trajectory, is included as reference. The drift away from the �ux surface

is exaggerated for visibility.

to which we now turn our attention.

1.2 Tokamak disruptions

Disruptions are a form of operational failure, where the plasma con�nement is sud-
denly lost, and the energy contained in the plasma is dissipated to the surrounding
structures (Hender et al., 2007). A disruption typically include three phases, as
illustrated in �gure 1.3. During the �rst phase of a disruption, called the thermal
quench (indicated by red in �gure 1.3), the vast majority of the thermal energy may
be released over a time scale as short as 0.1�1 ms, and the temperature typically
drops by several orders of magnitude. This phase is usually triggered by a pertur-
bation to the magnetic �eld that grows unstable, leading to the development of a
so-called magnetohydrodynamic (MHD) instability. Such an instability introduces
a stochastic component to the magnetic �eld which, to some extent, temporarily
breaks the �ux surface geometry and therefore strongly enhances the radial trans-
port of particles and heat, until the �ux surfaces re-heal as the thermal quench
approaches its end. The triggering perturbation might be caused by e.g. an in�ux
of impurities, either originating from the wall or injected deliberately in an attempt
to control the plasma cooling as discussed below, in which cases line radiation and
bremsstrahlung due to the impurities also contribute to the thermal energy loss.

The drop in temperature also comes with a drop in conductivity, leading to
dissipation of the magnetic energy associated with the plasma current. This drop
in conductivity can be understood by considering that, in a plasma, the collisional
interaction between the particles is dominated by the their Coulomb interaction
(Chen, 1974). This leads to the somewhat counter-intuitive phenomenon that the
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0 5 10 15 20 25
0

5

10

t [ms]

〈T
〉[
eV

]

0

50

100

150

200

〈E
〉[
V
/m

]

0 50 100 150
0

5

10

15

20

t [ms]

I
[M

A
]

Total
Runaway

Figure 1.3: Illustration of the general features of a disruption, based on a disruption

simulation in an ITER-like plasma (corresponding to Case 1 in paper B). The panels show

(left) the average temperature drop and resulting increase and decay of the average electric

�eld, and (right) the current decay. The shaded areas indicate the time spans of the thermal

quench (red), current quench (green), and runaway plateau (blue), respectively.

drag force felt by a particle moving through the plasma decreases with the parti-
cle momentum, as particles with a higher relative momentum spend less time in
the vicinity of one another, giving the Coulomb force less time to cause a momen-
tum change. The conductivity is inversely proportional to the drag force between
electrons and ions, which have a typical relative speed dominated by the electron
thermal motion, and therefore a drop in temperature results in a drop in the con-
ductivity. The phase of the disruption thus initiated, indicated by green in �gure
1.3, is called the current quench, and has a time scale 1�2 orders of magnitude longer
than the thermal quench, depending on the size and operation parameters of the
tokamak.

The rapid release of the thermal and magnetic energy might cause severe damage
to the device (Hollmann et al. (2015), Paper I). The rapid release of the thermal
energy can cause a substantial sputtering, or even melting, of the wall material.
A rapid current drop can induce large eddy currents in the structures surrounding
the plasma, which in the presence of the strong magnetic �elds used to control the
plasma may result in large forces being exerted on the machine. Conversely, if the
current decay is slow, the plasma control might be lost while there is a substantial
current remaining in the plasma. The currents in the outer layers of the plasma
may then begin to �ow through the surrounding structures, forming a so-called
halo-current. Such a current may also lead to large forces being exerted on the
machine.

Finally, the potentially most severe threat to a reactor-scale tokamak is the gen-
eration of extremely energetic electrons, called runaway electrons (Hollmann et al.,
2015). These electrons may cause a signi�cant melting of plasma-facing compnents
upon impact. Their existence is made possible by the momentum dependence of the
drag force felt by a charged particle moving through the plasma mentioned above,
together with the induction of a large electric �eld in the plasma during the disrup-
tion. The decrease in the drag force at high momenta allows the force exerted by an
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1. Introduction

electric �eld to overcome the drag force for particles with a momentum higher than
a critical value, enabling these particles to be accelerated to extremely high energies.
An electric �eld must be induced during the fast temperature drop to compensate
for the associated drop in the conductivity, as the inductive properties of the system,
including the metallic vacuum vessel containing the plasma, set a lower limit on the
time scale over which the current can change. This electric �eld might be strong
enough to enable the existence of runaway electrons.

As long as there is any mechanism present which can feed the region of mo-
mentum space above the critical momentum, as described in section 2.2.2, a part
of the plasma current will be replaced by a runaway current which, due to the low
collisionality at high momenta, can remain for a relatively long time, even after the
electric �eld has decayed. This phase of the disruption, indicated by blue in �gure
1.3, is called the runaway plateau phase, and typically lasts until the vertical control
is lost and the runaway current impacts the wall.

The potential damage resulting from a disruption described above poses strict
requirements for disruption mitigation (Hollmann et al., 2015). Three main tasks
must be accomplished by a tokamak disruption mitigation system. The �rst is to
minimize the localized heat loads on the plasma facing components, by spreading
the heat loads over as large an area as possible. Secondly, the disruption mitigation
system must control the time scale for the current decay so that it is long enough
to avoid excessive eddy currents, but short enough to avoid excessive halo currents.
Finally, the current carried by runaway electrons impacting the wall should be min-
imized.

The currently envisaged disruption mitigation method is to inject a compara-
tively massive amount of material into the plasma as soon as the emerging dis-
ruption is detected. The injection primarily consists of hydrogen isotopes and/or
noble gases, such as neon or argon. As this material enters the plasma in the form
of neutral atoms, and typically remains not fully ionized for a substantial part of
the disruption, it may emit line radiation when excited by exposure to the plasma.
This radiation can release the thermal energy isotropically, reducing the maximum
localised heat loads. The amount and composition of the injected material can also
be tuned to gain some control over the temperature after the initial drop, which in
turn determines the current decay rate. Moreover, as the injected material ionizes,
the electron density increases. This leads to an increase in the drag force felt by the
electrons in the plasma, which to some extent can be used to reduce the runaway
generation. However, if the injected quantities are too large, the resulting cooling
might be intense enough to cause a substantial recombination, in which case this
mitigation mechanism might not be successful anymore (see section 2.2.2 and paper
B).

Conventionally, the injected material is delivered as a gas pu� from a pressurized
vault (Hollmann et al., 2015). While this technique is comparatively simple, it comes
with a number of disadvantages. The injected gas ionizes rapidly when exposed
to the still hot plasma. When ionized, the injected material becomes tied to the
magnetic �eld, which substantially slows down the transport towards the plasma
core. Moreover, the gas injection introduces a perturbation to the magnetic �eld,
which accelerates the growth of the plasma instabilities. As a result, the disruption
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might fully begin before the injected material has reached the plasma center.
Another approach, that can provide better core penetration, is to inject material

in the form of a solid, cryogenic pellet. The exposure to the plasma causes the pellet
to ablate and deposit its content along its trajectory. The ablation can be made
more e�cient by shattering the pellet into smaller shards before it enters the plasma,
forming a so-called Shattered Pellet Injection (SPI). This technique has been chosen
as the baseline for the disruption mitigation system at ITER (Lehnen et al., 2020).
There are however potential drawbacks of this technique as well. One important
example stems from the fact that in the very dense plasma cloud surrounding the
ablating pellet, the poloidal component of the magnetic �eld cannot average out the
local ∇B-drift, so that a local charge separation occurs. The corresponding E ×B-
drift will transport the ablated material along the major radius direction until it
has homogenized with the rest of the plasma, which lowers the core penetration and
might even expel the ablated material from the plasma. In conclusion, the design of a
disruption mitigation system for a reactor-scale tokamak remains an open question,
to which the work in this thesis aims to contribute.

1.3 Thesis outline

The rest of this thesis is structured as follows. In chapter 2 the theory governing
the momentum space dynamics in a plasma is introduced, with a focus on the
formation of runaway electrons. Chapter 3 gives an overview of di�erent disruption
mitigation strategies, as well as the physics of pellet injection in a tokamak, which
is the injection technique most thoroughly studied in this work. The components
necessary for a full disruption mitigation model are then summarized in chapter 4,
and the numerical tools GO and DREAM, which are used extensively in this work,
are introduced. Finally, the appended papers are summarized in chapter 5, where
we also discuss the implications of this work and suggestions for future studies.
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Chapter 2

Momentum space dynamics of

plasmas

Many of the phenomena at play during a tokamak disruption introduced in the
previous chapter are related to the way the electron phase space distribution func-
tion evolves in a plasma and how it couples to the electromagnetic �elds present.
More precisely, the collisional properties of a plasma play a particularly important
role. In this chapter we start by giving a qualitative illustration of the collisional
dynamics of a plasma in section 2.1, where we also derive scaling laws providing an
intuitive understanding of the electrical conductivity and the runaway phenomenon
in a plasma. We then give a brief overview of the so-called kinetic equation, which
governs the electron phase space distribution function in a plasma, in section 2.2,
before taking a more detailed look at the runaway phenomenon and how runaway
electrons are generated in a tokamak disruption in section 2.2.2.

2.1 Coulomb collisions

Collisions in a plasma di�er quite signi�cantly from collisions in a gas. Instead of
the binary close collisions dominating in a gas, the collisional dynamics in a plasma
is dominated by long-range interactions through the Coulomb force. An important
consequence of this is that, as we will see shortly, fast particles are less collisional
than slow particles, as opposed to the case in a gas.

A qualitative comparison of the di�erence between Coulomb collisions and close
collisions prevailing in a gas is illustrated in the left panel of �gure 2.1. This il-
lustration is made using a simple simulation of a particle traveling through a �xed
ion background (corresponding to background particles with a much larger mass
than the test particle, which would be the case if the moving particle was an elec-
tron). If the particle is neutral, so that the interaction with the background takes
place through close collisions, the resulting trajectory will be made up of straight
line segments with sharp de�ections where a collision takes place. If the particle is
an electron, on the other hand, the long-range Coulomb interaction with the back-
ground ions causes the electron to follow a smoothly curved path. Notably, while
the path of the neutral particle is determined by a set of consecutive large angle
collisions, the path of the electron is determined by the contribution from many
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2. Momentum space dynamics of plasmas

Neutral
Electron
Fast electron

b

p0=mv

p0

p1 ∆p

Figure 2.1: (Left) Illustration of a neutral atom (black), and two electrons (blue) with dif-

ferent speeds moving through a background of �xed ions, comparing electron-ion Coulomb

collisions with close collisions with neutrals, and illustrating the velocity dependence of

Coulomb collisions. (Right) Illustration of a single Coulomb collision between an incident

electron and a �xed ion. Note that for the vast majority of collisions ∆p � p0, although

∆p is exaggerated here for visibility.

small angle collisions with many ions at the same time (Helander & Sigmar, 2005).
Moreover, for the neutral particle, the de�ection angle is independent of the particle
speed, but for the electron interacting through the Coulomb force, we see that a
fast electron is signi�cantly less a�ected by the background ions than a slower one.
This happens because the time spent in the vicinity of the ions decreases with an
increasing electron speed, without a�ecting the interaction force.

The setup for a single Coulomb collision of an electron with mass m, traveling
with a velocity v and colliding with a �xed ion is shown in the right panel of �gure
2.1. The ion is assumed here to have an equal but opposite charge compared to the
electron. In the absence of the Coulomb force, the electron would have a distance of
closest approach equal to b as de�ned in the �gure, which is referred to as the impact
parameter. After the collision, the electron has acquired a change in momentum of
magnitude ∆p.

Before turning to a rigorous kinetic description of Coulomb collisions, one may
gain an increased intuitive understanding based on scaling laws derived from the
simple case depicted above. The velocity scaling of the cross section and collision
frequency of electron-ion Coulomb collisions, de�ned as the rate at which the electron
momentum undergoes an order unity relative change, can be determined as follows.
As mentioned above, for Coulomb collisions, the momentum change is dominated
by the accumulated e�ect of many small-angle interactions, but as we are primarily
interested in the speed scaling here, we may simplify the picture by considering
events where the order unity momentum change occurs due to a single Coulomb
interaction. During the main part of this interaction, the Coulomb force is roughly
given by

Fc ∼
e2

4πε0b2
, (2.1)

where e is the elementary charge and ε0 is the vacuum permittivity, and is felt during
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2.1. Coulomb collisions

a collision duration time roughly given by tc ∼ b/v. From these considerations, we
may relate the impact parameter necessary for a signi�cant de�ection of the electron
to the electron velocity according to

∆p ∼ mv ∼ Fctc ∼
e2

4πε0bv
⇒ b ∼ e2

4πε0mv2
. (2.2)

The cross section can then be estimated according to

σc ∼ πb2 ∼ e4

16πε20m
2v4

. (2.3)

The collision frequency can now be estimated by the number of electrons passing
through a cross section of area σc per unit time, according to

ν ∼ nvσc ∼
ne4

16πε20m
2v3

. (2.4)

Here, n is the density of electrons or ions, assumed to be equal here for simplicity.
The important take-away here is the 1/v3-scaling, which quanti�es the previous
observation that fast particles are less collisional in a plasma. In practice, however,
the particles in a plasma do not all have the same velocity, but usually a thermal,
Maxwellian, distribution of velocities. To estimate the collision frequency for a
thermal plasma, we may therefore replace the velocity v by the thermal speed vth =√
kBT/m and obtain the thermal collision frequency as

νth =
ne4

16πε20m
2v3

th

=
ne4

16πε20m
1/2T 3/2

, (2.5)

where the main takeaway is that the thermal collision frequency scales as T−3/2*.
These scalings play an important role during a tokamak disruption. The electrical

conductivity σ scales as 1/νth, which gives a temperature scaling according to σ ∼
T 3/2, so that a drop in temperature is accompanied by a drop in the conductivity.
The conductivity after the temperature drop has a major impact on the dissipation
rate of the current, and thus on the electromagnetic forces exerted on the machine.
In addition, as the current in an inductive system can not change instantly, a fast
drop in the conductivity has to be compensated by a large induced electric �eld�.

Consider now a superthermal electron (with v � vth) moving through the plasma
in the presence of such an induced electric �eld. The relative velocity compared to
particles in the thermal bulk is then dominated by the velocity v, and the drag
force therefore scales as Fdrag ∼ mvν ∝ 1/v2. Thus, for electrons with a velocity
higher than a critical speed at which the acceleration force due to the electric �eld
exceeds the drag force, the electric �eld can quickly accelerate the light electrons in
the plasma to extremely high energies, forming a beam of runaway electrons, as will
be discussed in more detail later in section 2.2.2. Before turning to the details of
the runaway electron phenomenon, we give an overview of the kinetic equation, and
in particular the so-called Coulomb collision operator, needed to rigorously model
Coulomb collisions in a kinetic framework.

*We adopt the convention in plasma physics to include the Boltzmann factor kB in the temper-
ature, so that T has the dimension of energy.

�This is quite similar to the high voltages that may occur when one disconnects the power
supply from an ordinary coil, as the reader might be familiar with from circuit theory.
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2. Momentum space dynamics of plasmas

2.2 The kinetic equation

In a kinetic model, a particle species in a plasma is described by the distribution
of this species in position and velocity space, f(r,v, t) (Chen, 1974). As r and v
both represent three variables each, the distribution function is a function of seven
variables. It is customary to normalize the distribution function so that its integral
over the velocity space gives the particle density,

n(r, t) =

∫
f(r,v, t)dv. (2.6)

The evolution of the distribution function is governed by the equation referred to as
the Boltzmann equation or kinetic equation, which has the form (Chen, 1974)

∂f

∂t
+ v · ∇f +

F

m
· ∂f
∂v

=

(
∂f

∂t

)

c

+ S. (2.7)

Here, ∇ is the gradient in position space, ∂/∂v is the gradient in velocity space,
and F is the force acting on the particles, usually the electromagnetic force F =
q(E + v ×B). The right hand side contains the e�ect on the distribution function
caused by collisions via the so-called collision operator

(
∂f
∂t

)
c
. The source term S

represents changes in the total number of particles, for example caused by ionization
or recombination (where a free electron is caught by an ion). The left hand side may
be recognized as the total time derivative df/dt of the distribution function, i.e. the
time derivative in a frame of reference following the particles in the six-dimensional
phase space, by invoking the chain rule, and recognizing that dv/dt = F/m from
Newton's second law. The kinetic equation can therefore be regarded as a mathemat-
ical formulation of the following rather intuitive statement: the distribution function
in the frame advected along collisionless particle trajectories in phase space can only
change due to collisions and sources.

2.2.1 The Fokker-Planck Coulomb collision operator

When deriving an expression for the collision operator for Coulomb collisions, the
fact that the dynamics is dominated by small angle collisions makes it possible to
describe the dynamics using a Fokker-Planck collision operator, which has the form
(Rosenbluth, MacDonald & Judd, 1957; Helander & Sigmar, 2005)

(
∂f

∂t

)

c

= C(f) =
∑

k

∑

l

∂

∂vk

[
−〈∆vk〉

∆t
f +

∂

∂vl

(〈∆vk∆vl〉
2∆t

f

)]
. (2.8)

The �rst term can be interpreted as a friction force, a form of advection in velocity
space, and the second term describes a di�usion process in velocity space. The
expression 〈∆vk〉 should be understood as the expectation value of the velocity
change along direction k ∈ (x, y, z) during a short time ∆t along a particle trajectory,
due to the collisional contribution from all other particles. These expectation values
can be evaluated based on a calculation of the velocity change in the single particle
collision depicted in the right panel of �gure 2.1, assuming small de�ection angles.
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2.2. The kinetic equation

Next, the number of collisions with a given velocity and impact parameter of the
incident particles is calculated, in terms of the distribution function of the incident
species. Once these quantities are known, the expectation value for the total velocity
change can be obtained by integrating their product over velocity space and impact
parameters.

If there are multiple species b1, b2, ..., bn colliding with species a, the total collision
operator for species a is given by the sum

Ca(fa) =
n∑

k=1

Cabk(fa, fbk). (2.9)

The notation Cabk should be interpreted as the collision operator for collisions of
species a against species bk, and fa, fbk are the distribution functions for species a
and bk, respectively.

In many cases, deriving the terms on the right-hand side of equation (2.8) can
be simpli�ed by certain assumptions for the distribution function of the background
species. One such case is collisions between particles of disparate speeds, e.g. colli-
sions between electrons (denoted e) and ions (denoted i) with similar temperatures.
The large mass ratio implies the ions move much slower, and the distribution func-
tion fi can therefore be approximated by a delta function around v′ = 0. The
resulting collision operator for electron-ion collisions takes the form (Helander &
Sigmar, 2005)

Cei = νei(v)L(fe), (2.10)

where the electron-ion collision frequency is νei(v) = niZeffe
4/(4πm2

eε
2
0v

3), L(fe)
is the Lorentz operator, and the e�ective ion charge Zeff (given in terms of the
elementary charge) is de�ned as (Helander & Sigmar, 2005)

Zeff ≡
∑

k

∑
l nbklZ

2
bkl∑

i

∑
j nbklZbkl

, (2.11)

where nbkl and Zbkl are the density and charge number respectively of charge state
l of ion species bk. The collision operator (2.10) is proportional to the angular part
of the Laplacian operator in velocity space, meaning that Cei describes a di�usion
process on a sphere in velocity space at constant speed. As a result, only the
direction of the electrons are changed by collisions with the massive ions.

The above approximation based on the disparate speeds of the colliding particles
is not valid for electron-electron collisions. However, in many cases, such as the ones
considered in this thesis, the electron distribution is dominated by a bulk population
in thermal equilibrium, which can be used to simplify the collision operator. In a
collisionally dominated, relativistic plasma, the equilibrium state is the Maxwell-
Jüttner distribution (referred to as a Maxwellian for short). Thus, we divide the
electron distribution function into a Maxwellian part, fe0, and a non-Maxwellian
part, fe1 = fe − fe0, containing far fewer particles than fe0.

The collision operator can be shown to be bilinear (Helander & Sigmar, 2005),
so that the collision operator can be expanded as

Cee(fe0 + fe1, fe0 + fe1) = Cee(fe0, fe0) + Cee(fe0, fe1) + Cee(fe1, fe0) + Cee(fe1, fe1).
(2.12)
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2. Momentum space dynamics of plasmas

The �rst term vanishes, as the collision operator for collisions between two Maxwellians
with the same temperature and average velocity is zero (Helander & Sigmar, 2005).
If fe1 is small compared to fe0, the last, nonlinear, term can also be neglected. The
two remaining terms now comprise a linearised electron-electron collision operator.
The �rst of these, called the �eld particle term, describes the e�ect on the Maxwellian
bulk from collisions with the small non-Maxwellian population. The second, called
the test particle term, describes the e�ect on the non-Maxwellian population from
collisions with the Maxwellian.

If one is primarily interested in the evolution of the small non-Maxwellian part,
it is usually su�cient to only keep the test particle term Cee(fe1, fe0). Combined
with the impact from electron-ion collisions, the collision operator describing the dy-
namics of the non-Maxwellian population then takes the form (Helander & Sigmar,
2005)

Ce1(fe1) = Cei(fe1) + Cee(fe1, fe0)

= νeiL(fe1) + νeeD L(fe1) +
1

v2

∂

∂v

[
v3

(
1

2
νees fe1 +

1

2
νee|| v

∂fe1
∂v

)]
.

(2.13)

Here, the terms describe angular scattering, frictional drag, and a parallel velocity
space di�usion, respectively. The collision frequencies νei, ν

ee
D , νees and νee|| rele-

vant in a tokamak disruption in general contain contributions from both free and
bound electrons, as the temperature becomes low enough that the plasma partially
recombines, and the frequencies are thus complicated by the quantum mechanical
properties of the partially ionized ions and atoms (Hesslow et al., 2018a). How-
ever, for a non-relativistic, fully ionized plasma, they reduce to the relatively simple
expressions

νeeD = ν̂ee
erf(x)−G(x)

x3
, (2.14)

νeeS = 4ν̂ee
G(x)

x
, (2.15)

νee|| = 2ν̂ee
G(x)

x3
, (2.16)

ν̂ee =
nee

4 ln Λ

4πε20m
2
ev

3
th

. (2.17)

The dimensionless factor ln Λ is the so-called Coulomb logarithm, typically of order
101, and provides a measure of the impact of small angle collisions compared to large
angle collisions (Chen, 1974).

We may note here that the average friction force on a particle, −mevν
ee
S , is

proportional to the so-called Chandrasekhar function,

G(x) =
erf(x)− xerf ′(x)

2x2
, (2.18)

where erf is the error function and the normalized speed x = v/vth (Helander &
Sigmar, 2005). This function decreases as 1/x2 for large x, in line with what we
found for Fdrag in the qualitative analysis of section 2.1. This fact gives rise to the
runaway phenomenon, to which we now turn our attention.
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2.2. The kinetic equation

2.2.2 The runaway phenomenon

The runaway phenomenon can be understood by studying the velocity dependence
of the drag force felt by an electron moving through the plasma, the form of which
is illustrated in �gure 2.2. This non-monotonic velocity dependence means that,
in the presence of an accelerating electric �eld E, once a particle has gained a
speed higher than a critical speed marked as vc in �gure 2.2, the drag force will
never balance the accelerating force. The particle can then continue accelerating
to extremely high energies. This phenomenon is called the runaway phenomenon,
and electrons with a speed larger than vc are called runaway electrons (Helander &
Sigmar, 2005). For such electrons, the energy gain is only limited by the energy
losses due to synchrotron radiation and bremsstrahlung, which become signi�cant
at very high energies (Hirvijoki et al., 2015; Embréus, Stahl & Fülöp, 2016).

vth vc

eEc

eE

0.21eED

∼ v

∼ 1/v2

v

F
d

ra
g

Figure 2.2: Illustration of the drag force felt by an electron moving through a plasma as a

function of velocity. The presence of an accelerating electric �eld E creates a runaway re-

gion at velocities larger than vc, where the drag force becomes weaker than the accelerating

electric force. The Dreicer �eld ED and the critical electric �eld Ec are also marked.

If the electric �eld becomes large enough, the accelerating force will be stronger
than the maximum friction force. When this happens, all electrons become run-
aways. An estimate of the electric �eld required for this to happen can be obtained
by inserting v = vth in the asymptotic expression for the drag force at high veloci-
ties. The electric �eld ED corresponding to this force is called the Dreicer electric
�eld and is given by

ED =
e3n ln Λ

4πε20T
. (2.19)

When considering the full expression for the drag force, it can be shown that the elec-
tric �eld at which all electrons become runaways is approximately equal to 0.21ED

(Helander & Sigmar, 2005).
As the electron speed is limited by the speed of light, one may anticipate from

the classical treatment that the drag force does not go all the way down to zero at
high velocities. This sets a lower limit on the electric �eld necessary for the existence
of runaway electrons. A relativistic treatment in the high energy limit shows that,
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2. Momentum space dynamics of plasmas

in a fully ionized plasma, the drag force approaches the force corresponding to the
Connor-Hastie critical electric �eld (Helander & Sigmar, 2005),

Ec =
e3n ln Λ

4πε20mc
2
. (2.20)

During normal tokamak operation, due to the very high conductivity, an electric �eld
of the order of 1 mV/m is su�cient to drive the plasma current, which is usually not
high enough to enable runaway generation. The situation might however be di�erent
in the case of a disruption, where the plasma suddenly cools (Hender et al., 2007).
Typically, the temperature drops in the thermal quench by about three orders of
magnitude, resulting in a decrease in the conductivity by a factor of the order of
10−4 − 10−5 (recall the σ ∼ T−3/2 scaling from section 2.1). On the short time
scale of the temperature drop, the current density is essentially constant, so that
E ∼ 1/σ. The electric �eld thus increases by a factor of 104 − 105, and can become
much larger than Ec, so that runaways can be generated. However, in order for a
runaway current to actually form, there must be some mechanism feeding electrons
to the velocity space region above the critical velocity for runaway acceleration.
Depending on the circumstances, a number of such mechanisms may be present in
tokamak disruptions, as described below.

The runaway generation mechanisms can be divided into two di�erent types:
primary generation or seed generation, that is independent of the number of previ-
ously present runaway electrons, and secondary generation or avalanche generation,
which ampli�es an existing runaway seed. An example of the former is the Dreicer
mechanism (Dreicer, 1959). This mechanism relies upon the fact that the veloc-
ity distribution tends to equilibrate collisionally towards a Maxwellian, with a high
energy tail above the critical velocity. When this part of the distribution can run
away, as particles accelerate to higher energies, the electron bulk will re-equilibrate
and ��ll out� the depleted tail, resulting in a continuous runaway generation.

The hot-tail mechanism of runaway generation occurs because it takes a �nite
time for the tail of the initially hot Maxwellian velocity distribution to equilibrate
with the much lower temperature rapidly obtained by the bulk electrons during the
thermal quench (Smith et al., 2005; Smith & Verwichte, 2008). The equilibration
of the tail of the distribution is slower than that of the bulk due to the velocity
dependence of the collision frequency derived in section 2.1. The tail of the distri-
bution might therefore temporarily form a non-Maxwellian electron population at
superthermal energies. When the electric �eld increases at the start of the current
quench, a part of this superthermal population may remain at velocities larger than
the critical velocity, and in that way become runaways before they have time to
thermalise. This mechanism is illustrated in �gure 2.3, showing the evolution of
the angle-integrated distribution function during a disruption, as simulated by the
numerical tool DREAM described in chapter 4. As opposed to other mechanisms,
the hot-tail generation is only present during the initial part of the disruption.

In non-nuclear experiments, using pure deuterium plasmas, the Dreicer and hot-
tail mechanisms are the only primary runaway generation mechanisms. During
nuclear operation, however, the power will be generated by fusing deuterium and
tritium, with the latter being β−-radioactive. Part of the energy spectrum of the
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Figure 2.3: Illustration of the hot-tail mechanism, showing a representative evolution of

the angle averaged electron momentum distribution 〈f(p̄)〉 as a function of the normalized

momentum p̄ = p/(mec). The vertical dashed lines indicate the runaway threshold mo-

mentum (initially outside the scale). The tail of the initially hot Maxwellian distribution

(black line) takes a �nite time to equilibrate to the dropping temperature of the bulk elec-

trons. As the electric �eld increases, part of the distribution is therefore �caught� above

the runaway threshold momentum, and is accelerated to higher momenta. The data is

extracted from the disruption simulation studied in �gure 5.6 a) in Vallhagen (2021).

electron released during the β−-decay may fall within the runaway region, providing
another source of runaway generation (Martín-Solís, Loarte & Lehnen (2017), Paper
A). Another runaway generation mechanism present during nuclear operation comes
from the activation of the wall due to the bombardment by neutrons released in the
fusion reactions. This bombardment makes the wall radioactive, causing it to emit
γ-photons. These γ-photons can be Compton scattered against electrons in the
plasma, transferring enough energy to an electron to accelerate it over the runaway
threshold (Martín-Solís, Loarte & Lehnen, 2017).

Finally, the runaway generation by the above mechanisms may be ampli�ed by
the avalanche mechanism. This mechanism generates runaways through collisions of
existing runaways with slower electrons in such a way that both electrons have �nal
velocities larger than the critical one after the collision (Sokolov, 1979; Rosenbluth &
Putvinski, 1997; Embréus, Stahl & Fülöp, 2018). As the energies of the runaway
electrons are much higher than the ionization energy of the ions in the plasma,
bound electrons may also contribute to the avalanche process. In fact, it has recently
been shown that an increase in the fraction of bound electrons might substantially
enhance the avalanche. The reason for this is that the bound electrons contribute to
the number of target electrons to practically the same extent as the free electrons,
while their contribution to the drag force is smaller than that from free electrons at
high electric �elds (Paper E).
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Chapter 3

Disruption mitigation by massive

material injection

We now move on to the main methods considered in order to achieve the disrup-
tion mitigation requirements mentioned in chapter 1. This is a very active �eld
of research, to which this work aims to contribute. The strategies studied most
extensively to date are based on various forms of material injection, and so-called
shattered pellet injection has been chosen as the basis for the disruption mitigation
system in ITER Lehnen et al. (2020); ITER organization. This chapter gives an
overview of material injection in the context of disruption mitigation, leading up
to the most advanced injection scheme suggested, the two-stage shattered pellet
injection scheme, that is the focus of paper C.

Massive material injection act to mitigate disruptions in three main ways, corre-
sponding to the requirements on the radiated fraction of the thermal energy, current
quench time and runaway avoidance. Suitable materials for radiative dissipation of
the thermal energy are noble gases such as neon or argon Hollmann et al. (2015).
Also note that as long as some amount of the impurity is present, the radiation can
be further enhanced by increasing the electron density by injecting e.g. hydrogen
species, since the collisional excitation rate is proportional to the electron density.
The quantity and composition of injected material can also be used to regulate the
post-disruption temperature, which is roughly given by an equilibrium between the
impurity radiation and the Ohmic heating. Since the current quench time is propor-
tional to the conductivity, which in turn scales as T 3/2, the temperature essentially
determines the current quench time.

Finally, the injected material might reduce the runaway generation due to the
resulting electron density increase, leading to an increase in the critical electric �eld
according to equation (2.20). It should however be noted that the usefulness of this
method to reduce the runaway generation might be limited by the fact that if the
injected quantity becomes too high, the cooling might be intense enough to cause
a substantial recombination, which can severely increase the runaway avalanche, as
mentioned in section 2.2.2 and discussed more thoroughly in paper B.

With the above general background about the purpose of massive material injec-
tion in mind, we now turn to the di�erent injection schemes and methods proposed
to deliver the injected material in the following sections.
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3.1 Injection schemes

A particular di�culty for the disruption mitigation system is that the various re-
quirements of the disruption mitigation are to some extent contradictory Hollmann
et al. (2015). For the mitigation of the thermal loads, it would be bene�cial to
have an early large injection of strongly radiating material, such as argon or neon.
Such injections could also substantially increase the electron density, which would
contribute to the reduction of the runaway generation. Large amounts of argon or
neon might however result in a post-thermal quench temperature too low to give an
acceptable current quench time. Moreover, they might also increase the runaway
seed generation from the hot-tail mechanism, as well as enhance the subsequent
runaway avalanche due to the presence of bound electrons.

The currently envisaged compromise is to inject large amounts of deuterium
combined with a trace amount of argon or neon Breizman et al. (2019); Lehnen
et al. (2020). The role of the deuterium would be to provide a source of electrons in
order to limit the runaway generation and to enhance the radiation e�ciency of the
neon. The role of the neon would be to radiatively dissipate the thermal energy and
to set a post-thermal quench equilibrium temperature within an acceptable range.

A recently suggested improvement to the above scheme is to divide the injection
into two stages following rapidly after each other Nardon et al. (2020b). The �rst
stage would then deliver the deuterium, and the second deliver the neon or argon.
The aim of such a scheme would be to �rst cool the plasma by dilution down to
the 100-1000 eV range by the pure deuterium injection, without perturbing the
plasma pressure or current density enough to signi�cantly accelerate the growth of
MHD instabilities (introduced in section 1.2). The plasma would then be left at
this temperature for a few milliseconds to let the full distribution equilibrate to
a Maxwellian at this temperature. A �nal radiative thermal quench would then
be triggered by injecting the argon or neon. The intermediate equilibration of the
distribution is expected to produce a signi�cant reduction of the hot-tail runaway
generation. The radiated fraction of the thermal energy could also be signi�cantly
increased, as the magnetic perturbations would not become signi�cant until the
comparatively low temperature makes conducted losses subdominant to radiation
losses. It was indicated in by Nardon et al. (2020b) that it is possible to cool an
ITER-like plasma by dilution down to ∼ 100 eV without immediately triggering a
major MHD instability. The runaway dynamics and radiation characteristics of such
a two-stage SPI scheme is the subject of paper C.

For such a mitigation scheme to be successful, it is important to assimilate a
large amount of deuterium over as much of the plasma volume as possible before
the onset of the MHD instability. This poses strict requirements on the injection
system, the design of which is discussed in the next section.

3.2 Injection techniques

The most straightforward injection method is massive gas injection, where the in-
jected material is simply released into the tokamak in gaseous form, via a connector
to a pressurized vault Hollmann et al. (2015). As the simplest proposed method
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to implement, it is the one most studied experimentally, and therefore also the-
oretically. The greatest advantage with this method is its simplicity, while the
assimilation e�ciency of the released gas is found to be rather poor in practice on
larger machines, despite promising results on smaller machines Papp et al. (2016);
Reux et al. (2015). Much of the material has been observed in both experiments
and simulations to be stopped at the plasma edge and only slowly mix with the rest
of the plasma. This can be understood as a result of the fact that as soon as the gas
particles ionize, they become con�ned by the magnetic �eld, which, together with
the pressure of the pre-existing plasma, restricts the gas penetration. The resulting
strong cooling at the edge may induce substantial MHD activity, which may help to
speed up the inward transport of injected ions but also lead to an unwanted increase
in the conducted heat losses.

Another method that gives a faster, more e�cient delivery of material to the
plasma core, is to inject the material in the form of solid cryogenic pellets Hollmann
et al. (2015). In this way, the material travels through the plasma in a neutral, solid
form, while being continuously ablated by the hot background plasma, depositing
material along the trajectory. The pellets are typically accelerated by a propellant
gas and reach speeds of around 300-600 m/s. This is similar to many typical gas
sound speeds, and therefore the arrival time of the pellets at the plasma is not sig-
ni�cantly di�erent compared to a gas injection from the same location. Note that
injection of pellets (though typically slightly smaller and of hydrogen isotopes) is
regularly performed on existing machines, including for purposes other than disrup-
tion mitigation, such as to fuel the plasma, regulate instabilities and for diagnostic
purposes Pégourié & Picchiottino (1996); Milora et al. (1995).

There are, however, a number of disadvantages associated with disruption miti-
gation by pellet injection. Depending on the speed at which the pellet travels and
the state of the plasma, the pellet may pass through the plasma without depositing
all of its material. Besides making the injection less e�ective, the remaining pellet
might damage the wall upon impact (Hollmann et al., 2015). This problem is par-
ticularly relevant when a pellet is injected after the plasma has already been cooled
in the course of the thermal quench. One way to address this issue is to use an SPI
(Baylor et al., 2009; Breizman et al., 2019). In an SPI, the pellet is shattered against
a tilted plate before entering the plasma. The number of shards into which the pellet
is shattered may be controlled (to some extent) by varying the speed and impact
angle on the shattering plate. Increasing the number of shards (for a �xed total
amount of pellet material) increases the ablation rate, hence reducing the amount
of material passing through the plasma without ablating. The increased ablation
may be understood by the fact that shattering the pellet increases the total contact
area with the plasma. Any leftover material striking the wall will also be spread
over a larger area, reducing the risk of damaging the wall. The initial spread of
the deposited material is also increased, lowering the risk of local peaking in the
radiative heat loads before the material has homogenized through the plasma.

Due to these advantages, SPI has been chosen as the basis of the ITER disruption
mitigation system Lehnen et al. (2020); ITER organization. However, the design
and operation parameters of the ITER disruption mitigation system, such as the
pellet composition, the number of pellets and their particle contents, the degree of
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3. Disruption mitigation by massive material injection

shattering, timing aspects etc. remain open questions. In order to address these
questions, it is important to be able to model the behavior of the pellet and its
interaction with the background plasma. This is the subject of the next two sections
concluding this chapter.

3.3 Pellet shattering and ablation

An SPI starts with a pellet being accelerated and then shattered against a tilted
plate, resulting in a plume of pellet shards of di�erent sizes and velocities entering
the plasma. While in reality the distribution of pellet shard sizes has a more com-
plicated dependence on the injection parameters such as the pellet size, velocity and
shattering angle (Peherstorfer et al., 2022), one may estimate the shard size dis-
tribution by considering the fact that the pellet is initially mostly broken by shear
stresses into a saucer-like structure (Parks, 2016). If the further break-up of the
thin layers thus formed is approximated as a division by a large number of ran-
domly and independently distributed perpendicular straight lines, the probability
density P (rp) of the shard radius (or, rather, shard length scale) rp takes the form
(Mott & Linfoot, 2006)

P (rp,k) = k2
prp,kK0(kprp,k), kp =

(
Ninj

6π2npNs

)−1/3

, (3.1)

where K0 is the zeroth modi�ed Bessel function of the second kind, the pellet is
assumed to be shattered into Ns shards, np is the number density of the solid pellet
material, and Ninj is the total number of injected atoms. The parameter kp can be
interpreted as the inverse of the characteristic shard size. This distribution has a
rather long tail towards large rp, so that even if the pellet is shattered into many
shards, a few larger shards, which may propagate deeper into the plasma before they
are completely ablated, are typically present. Such a distribution of shard sizes has
recently been used in several SPI modeling activities (Hu et al., 2018; Matsuyama
et al., 2020; Nardon, Matsuyama & Lehnen, 2020), withNinj andNs being considered
adjustable parameters.

Once the shards enter the plasma, they are continuously ablated, depositing their
content along their trajectories. In essence, the number of particles ablated from a
pellet or pellet shard during a given time interval is determined by the ratio of the
heat �ux reaching the pellet surface during this time interval and the sublimation
energy per particle. However, on a very short timescale after the pellet is exposed
to the plasma (of only a few µs), the �nite �ow of ablated material away from the
pellet produces a dense cloud around the pellet that shields it from the heat �ux
from the plasma Pégourié (2007). The pellet ablation can therefore be regarded as
a self-regulating process, balancing the heat �ux coming from the plasma and the
resulting build-up of the shielding cloud. The resulting quasi-stationary cloud size
and ablation rate are such that only the ablation energy necessary for maintaining
the cloud size reaches the pellet surface.

Directly above the pellet surface, the cloud is neutral and close to spherically
symmetric. This neutral cloud typically has a thickness of the order of 1 cm, and a
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particle density of 1025− 1026 m−3. The pellet (or pellet shard) itself typically has a
thickness of the order of a millimeter. At the edge of the neutral cloud, the material
density falls and the temperature increases enough to begin to ionize the ablated
material. The material takes the form of a con�ned cold plasma, whose subsequent
expansion is therefore mostly aligned with the �eld lines.

There are three main mechanisms involved in the shielding of the pellet by the
neutral cloud, although usually of quite di�erent importance Pégourié (2007). With
decreasing importance, these mechanisms are referred to as gas dynamic shielding,
electrostatic shielding and diamagnetic shielding. The gas dynamic shielding refers
to the deposition of incident plasma energy by the collisional interaction with the
neutral gas in closest proximity to the pellet. Collisions between the hot incident
electrons and the new cold ablated plasma beyond the neutral cloud also contribute
to some extent, but give a typically much smaller contribution (Parks & Turnbull,
1978; Pegourie et al., 2002). The energy deposition in the cloud occurs due to
scattering, heat transfer to the cloud particles, and ionization and excitation of ions
and atoms in the cloud, which then dissipate the energy by radiation (Pégourié,
2007; Lengyel et al., 1999). It has however been estimated that, due to its relatively
high density, the cloud might be substantially opaque to the resonant lines. A
signi�cant fraction of the radiation might therefore be trapped within the cloud,
and the corresponding energy also contribute to the cloud heating (Morozov et al.,
2004; MacAulay, 1994).

Electrostatic shielding results from the di�erent mobility of ions and electrons
(Pégourié, 2007). Electrons in the background plasma initially �ow into the ablation
cloud much faster than the ions, due to their lower mass. This gives rise to a
di�erence in charge between the ablation cloud and the surrounding plasma, and the
corresponding electrostatic potential di�erence limits the heat �ux into the ablation
cloud.

Diamagnetic shielding occurs as there is a �nite timescale for the magnetic �eld
to di�use into the cloud (Pégourié, 2007). The gyration of the ionized particles in
the ablation cloud creates a magnetic �eld that opposes the background magnetic
�eld, hence the name diamagnetic shielding. The heat �ux from the background
plasma is guided by the magnetic �eld lines, so de�ection of the magnetic �eld leads
to a de�ection of the heat �ux around the ablation cloud. The importance of this
e�ect can be characterized by the ratio of the �ow speed of material away from the
pellet and the speed of the di�usion of the magnetic �eld into the neutral cloud,
which is not expected to be very large due to the comparatively low conductivity of
the neutral cloud (Parks & Turnbull, 1978).

In reality, some further complications arise in addition to the picture described
above. One such complication is that as the pellet moves through the plasma, it can
periodically cross the boundary of the ablation cloud surrounding it and establish
a new one upon direct exposure to the background plasma (Milora et al., 1995).
This periodicity might explain the striations in the deposition pro�le sometimes
observed in experiments. Another complication is that the ablation is not completely
symmetric around the pellet (Pégourié, 2007; Milora et al., 1995). Reasons for this
include the di�erence in the heat �ux parallel and anti-parallel to the electric �eld
driving the plasma current. This makes the ablation cloud thicker in the direction
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anti-parallel to the electric �eld. Another source of cloud asymmetry is irregularities
in the pellet shape. Asymmetric ablation might give rise to a �rocket-like� e�ect,
propelling the pellet in the opposite direction to the increased ablation. In many
theoretical models, however, these subtleties are not accounted for.

As the gas dynamic shielding is typically the dominating shielding mechanism,
most models of pellet ablation are centered around a treatment of this mechanism,
possibly including corrections for other shielding mechanisms. This allows for several
simpli�cations of the problem, leading to the so-called Neutral Gas Shielding (NGS)
model described in the next subsection.

3.3.1 The Neutral Gas Shielding model

As the gas dynamic shielding mostly takes place close to the pellet surface, where the
shielding cloud is essentially spherically symmetric, it is a reasonable approximation
to reduce the problem to one, radial, dimension (although the incoming particle
and heat �ux is signi�cantly higher along than across the magnetic �eld lines).
Moreover, as the time scale for the build-up of the shielding cloud is in the µs-
range, which is about 2-3 orders of magnitude faster than most other processes of
interest, the problem may be treated as quasi-stationary. The ablation rate can
then be found by self-consistently solving the spherically symmetric conservation
equations for mass, momentum and energy, together with the ideal gas equation of
state, with a boundary condition at the pellet surface determined by the gas-solid
phase transition there. The energy is primarily deposited in the cloud by the light
electrons of the bulk plasma, which stream rapidly along the �eld lines to intersect
the pellet. For pellets containing a large fraction of hydrogen isotopes that have a
sublimation energy per particle of only a fraction of an electron volt, the boundary
condition can be expressed by requiring the heat and particle �ux to completely
vanish at the pellet surface. The solution to the equation system thus obtained
yields the NGS model (Parks & Turnbull, 1978).

Several analytical solutions for the pellet ablation rate within the above setup
have been determined in the literature, using di�erent models for the energy attenu-
ation inside the cloud and including di�erent corrections for additional mechanisms
limiting the ablation. However, the mass ablation rate G (in kg/s) can typically be
expressed as a scaling law in terms of the incoming heat �ux qin, the e�ective energy
Ein = 2T of the incoming electrons, and the pellet radius rp, according to (Parks &
Turnbull, 1978; Fontanilla & Breizman, 2019)

G = −λ
(
qin

q0

)1/3(Ein

E0

)7/6(
rp,k
rp0

)4/3

. (3.2)

Here, q0, E0 and r0 are characteristic values of the incoming heat �ux, e�ective energy
and pellet radius, respectively, and the details of the energy attenuation model enter
via the pre-factor λ *.

The original treatment was done by Parks & Turnbull (1978) for pure hydro-
gen pellets. The energy distribution of the incident electrons from the bulk plasma

*The exponents are also slightly dependent on the energy attenuation model, but usually to a
negligible extent (Fontanilla & Breizman, 2019; Parks, 2017; Parks & Turnbull, 1978).
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was approximated by a single mono-energetic beam with e�ective energy per par-
ticle Ein = 2T , equal to the ratio of the unidirectional heat and particle �ux, and
the model for the electron energy absorption and scattering consisted of empirical
expressions speci�c for hydrogen isotopes.

This model has later been improved upon, and adapted to various situations,
e.g. by treating the full Maxwellian energy distribution of the incident particles
instead of a mono-energetic beam (MacAulay, 1994; Fontanilla & Breizman, 2019),
by treating pellets consisting of higher atomic number material (Parks, Le�er &
Fisher, 1988; Fontanilla & Breizman, 2019), or including the shielding due to the
still cold plasma expanding along the �eld lines outside the neutral cloud (Pegourie
et al., 2002). The ITER disruption mitigation system will use pellets consisting of
a mixture of neon and hydrogen isotopes, creating a particular interest for an NGS
model adapted to such pellets. The most up to date version of the NGS model
adapted to this situation, accounting for the full Maxwellian electron momentum
distribution was presented by Parks (2017). With the normalising radius, heat �ux
and e�ective energy given by rp0 = 2 mm, q0 = n0

√
2T 3

0 /(πme) and E0 = 2T0,
with the representative temperature and density T0 = 2000 eV and n0 = 1020 m−3,
respectively, the pre-factor λ becomes

λ(X) = [27.0837 + tan (1.48709X)]/1000 kg/s, (3.3)

where X = ND2/(ND2 + NNe) is the deuterium fraction, ND2 is the number of
deuterium molecules and NNe is the number of neon atoms in the pellet. This model
has been used in many recent studies of disruption mitigation by SPI in ITER
(Nardon et al., 2020b; Hu et al., 2018; Matsuyama et al., 2020), including paper C.

3.4 Deposition of the ablated material

Once the pellet material is ablated and ionized, it begins to homogenize over the �ux
surfaces, and the pressure and temperature start to equilibrate with the background
plasma. In present day machines, the homogenization process takes place over a time
scale of 0.1-1 ms Pégourié & Picchiottino (1996). There are two main processes
responsible for the homogenization. The �rst is the excess pressure of the cold
plasmoid of ablated material driving its expansion along the magnetic �eld, at a
speed similar to the sound speed inside the plasmoid. As a �eld line covers a whole
�ux surface�, the expansion along the �eld lines eventually leads to the material
being homogenized over the entire �ux surface. This mechanism alone has however
been shown to give about an order of magnitude slower equilibration than the 0.1-1
ms time scale observed in experiments Pégourié & Picchiottino (1996).

An additional mechanism to consider in describing the homogenization is caused
by the potential di�erence between the channel of ablated material and the back-
ground plasma, again arising due to the much larger mobility of electrons compared

�This is technically not true for the countable number of rational �ux surfaces where the number
of poloidal to toroidal turns of the �eld line is a ratio of integers. However, due to the �nite
gyroradius and the cross-�eld drift described below in section 3.4.1, the particles are not strictly
con�ned to a single �ux surface, which e�ectively reduces the e�ect of the rational �ux surfaces.
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to ions. As the channel of ablated material is heated while still having a much larger
density than the background plasma, the net �ow of negative charge will go from
the channel of ablated material into the background plasma. The gradient along
the tokamak minor radius of this potential gives rise to an electric �eld along the
minor radius, which in turn causes an E × B-drift in the poloidal direction. Con-
servation of momentum on the �ux surface where the channel of ablated material
resides then gives rise to a poloidal rotation of the plasma in the direction opposite
to the poloidal E × B-drift of the ablated material. The gradient of this rotation
along the minor radius, together with the variation of the background magnetic �eld
direction, gives rise to a poloidal stretching of the ablated material. As the ablated
material is thinned out, the collisional interaction with the background plasma and
the small scale turbulence becomes more e�ective, and eventually the ablated ma-
terial equilibrates with the background plasma. The above mechanisms together
have been shown to give rather accurate reproductions of the time evolution of the
background plasma following fueling pellet injections in experiments Pégourié &
Picchiottino (1996).

Finally, yet another E × B-related drift might be present that transports the
ablated material across the �ux surfaces Parks & Baylor (2005). The limited length
along the toroidal �eld line of the initial expanding channel of ionised, ablated
material, re-introduces the issue of vertical charge separation in the channel by
the ∇B drift. Remember this issue was described in chapter 1, occurring in the
whole tokamak in the absence of a poloidal magnetic �eld. This gives rise to a
vertical electric �eld in the vicinity of the ablated material, causing an E × B
drift of the ablated material along the major radius towards the low magnetic �eld
side. This cross-�eld drift results in a shift of the �nal deposition pro�le compared
to the deposition pro�le immediately following the ablation. There is a wealth
of experimental observations of this e�ect in present-day tokamaks (Baylor et al.,
2007; Lang et al., 1997), and numerical simulations indicate that it might have
a substantial impact in ITER (Matsuyama, 2022). This phenomenon is also the
subject of paper D, and is described further in the next subsection.

3.4.1 Cross-�eld drift

The size of the outward shift of ablated pellet material resulting from the cross-
�eld drift is regulated by three main mechanisms, related to the decay of the excess
pressure inside the plasmoid, the twisting of the magnetic �eld lines, and additional
currents counter-acting the charge separation (Pégourié et al., 2006; Rozhansky
et al., 2004; Parks, Sessions & Baylor, 2000). The excess current due to the ∇B
drift inside the plasmoid compared to the background plasma is proportional to the
excess pressure inside the plasmoid. Thus, as the plasmoid expands and the excess
pressure decreases, so does the driving force behind the drift motion. Moreover,
as the plasmoid expands around the torus along the twisted magnetic �eld lines,
the vertical position of the �eld lines is inverted for the inboard portion of the
plasmoid compared to the outboard portion, and when this happens the magnetic
drift currents in the outboard and inboard portions of the plasmoid cancel out
(analogously to a tokamak equilibrium). This mechanism e�ectively stops the drift
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motion over a characteristic time scale given by the time it takes for the cloud to
expand one connection length along the �eld lines, tdrift ∼ πRmq/cs, where Rm is
the major radius, cs is the sound speed inside the plasmoid and q is the safety
factor. Finally, the electric �eld resulting from the charge separation gives rise to
additional currents counter-acting the charge separation, which limit the build-up
of the electric �eld and hence the E ×B drift.

The radial component of the E×B drift, vd = E×B/B2·R̂ ≈ Ey/B (Chen, 1974),
is proportional to the binormal (nearly vertical) electric �eld Ey inside the plasmoid
(considering t� tdrift, i.e. disregarding the twisting of the �eld lines, for simplicity,
referring to paper D for a more detailed picture). Moreover, the vertical electric
�eld, as well as the density and temperature, may be approximated as constant
along the �eld lines inside the plasmoid Pégourié et al. (2006). The equation of
motion of the cloud can thus be formulated as a condition for the current to be
divergence free in the quasi-neutral plasma, as illustrated in �gure 3.1.

For t � tdrift, the total ∇B current per unit length in the radial direction is
approximately given by (Rozhansky et al., 2004)

J∇B ≈ −
2∆pLcld

BRm

, (3.4)

where ∆p is the excess pressure and Lcld is the length of the plasmoid. This current
is balanced by the current driven by the electric �eld inside the cloud, counter-acting
the charge separation, which is in turn comprised of three main components. The
�rst one is driven by the time variation of the electric �eld. The time variation of the
electric �eld causes an acceleration of the E × B drift, which the drifting particles
experience as a force. In a similar way as the force from the electric �eld gives rise to
the E×B drift, the force corresponding to the time variation of the electric �eld gives
rise to an additional drift, called the polarisation drift. This drift is perpendicular to
both the magnetic �eld and the E×B drift, and is therefore directed in the vertical
direction in this case, as shown in �gure 3.1. The corresponding current per unit
length in the radial direction is given by Pégourié et al. (2006)

JĖ =
ρ̄

B2

dEy
dt

, (3.5)

where ρ̄ is the �eld line-integrated mass density inside the plasmoid.
The two remaining contributions come from currents exiting the plasmoid par-

allel to the �eld lines. One of these currents is carried by the Alfvén waves traveling
along the �eld lines, excited by the gradient in the electrostatic potential imposed by
the charge separation inside the plasmoid. Initially, before any of the Alfvén waves
emitted from the opposite sides of the cloud have started to interfere with each other,
this current contribution can be described by the Alfvén resistivity RA = µ0cA,
where µ0 is the vacuum permeability and cA = B/

√
µ0ρ � cs is the Alfvén speed

(Rozhansky et al., 2004). The resulting parallel current per unit length in the radial
direction becomes

JA = 2
Ey
RA

. (3.6)

The factor 2 comes from the fact that the current �ows from both sides of the
plasmoid.
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Figure 3.1: Toroidal cross section of a plasmoid of ablated pellet material, showing the

contributions to the current balance determining the vertical electric �eld Ey and the

corresponding drift velocity (in the radial direction). The positively (lower) and negatively

(upper) charged parts of the plasmoid are marked with red and blue, respectively. The

plasmoid expands in the z-direction, parallel to the magnetic �eld, at the speed of sound

cs, and the drift motion is directed into the paper.

When the Alfvén waves traveling along a set of �eld lines meet the Alfvén waves
traveling from the opposite side of the plasmoid, these waves interfere so that the
electrostatic potential starts to converge towards a quasi-steady, nearly linear, vari-
ation along these �eld lines. At this point, these �eld lines e�ectively form a coil
along which the current can be described by Ohm's law. Every time the Alfvén
waves travel one toroidal turn around the torus, a portion of the �eld lines (sta-
tistically) will �connect� in this way to the opposite side of the plasmoid, so that
an increasing fraction of the �eld lines start to carry an ohmic current instead of
an Alfvénic current. The total parallel current contribution thus takes the form
(Pégourié et al., 2006)

J|| = JOhm + JA =
Ey
Reff

+ 2PA
Ey
RA

, (3.7)

where PA is the fraction of the �eld lines still carrying an Alfvénic current, and Reff is
the e�ective resistance of the Ohmic current, determined by the background plasma
conductivity and the length of every set of �eld lines connecting to the opposite side
of the plasmoid.

The total current balance equation thus takes the form of a �rst-order ODE,
according to

J∇B + JĖ + JA + JOhm = −2∆pLcld

BRm

+
ρ̄

B2

dEy
dt

+
Ey
Reff

+ 2PA
Ey
RA

= 0. (3.8)

This model was originally studied by Pégourié et al. (2006) and Commaux et al.
(2010) to examine the parameter dependence of the pellet drift and validate the
model by comparing the resulting density build-up against experiments. They used
a numerical model for the plasmoid density, temperature and size, as well as the
e�ective resistance for the Ohmic current, and accounting for the poloidal twist of
the �eld lines by limiting the integration time to tdrift. A more detailed derivation
of the equation of motion for the plasmoid drift, along with an analytical solution,
is presented in paper D, including an improved treatment of the poloidal twist of
the magnetic �eld lines and an analytical model for Reff .
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Chapter 4

Disruption model

Having acquired a basic knowledge of the characteristic features of disruptions, and
the proposed injection schemes to mitigate their impact, we are now in a position
to describe the models used in this work to simulate such scenarios in papers A-C.
A number of components are required to build a model for the injected material
deposition through the �nal current decay, and they are described in the sections of
this chapter. The model for the evolution of the electron and ion density, possibly
including a source due to an ablating pellet, is described in section 4.1, and the model
describing the subsequent plasma cooling is described in section 4.2. The cooling of
the plasma is accompanied by a drop in the conductivity, leading to the induction
of a strong electric �eld, after which the plasma current starts to decay. The strong
electric �eld might however lead to the generation of a substantial runaway current,
as was also described in section 1.2, resulting in an incomplete current decay. The
evolution of the electric �eld, as well as the models governing the runaway generation
resulting from the induced electric �eld, are described in section 4.3. Finally, the
numerical tools GO (Fehér et al. (2011), PaperB), and DREAM (Hoppe, Embreus &
Fülöp, 2021) are described in section 4.4. These codes solve the set of equations listed
in this chapter starting from a set of given injection parameters and pre-disruption
plasma parameters.

4.1 Material injection and density evolution

The density evolution is determined by summing the contributions from the ioniza-
tion/recombination processes and the material injection. As mentioned in section
3.4, the homogenization of the ablated material over the �ux surfaces, as well as the
temperature and pressure equilibration with the background plasma, occurs over
a time scale . 1 ms. This time scale is comparable to the thermal quench time
scale, while being relatively fast compared to the current quench time scale. The
homogenization and equilibration of the ablated material is therefore approximated
here to take place instantaneously, an assumption also made in other recent dis-
ruption mitigation studies (Nardon et al., 2020b; Matsuyama et al., 2020; Nardon,
Matsuyama & Lehnen, 2020; Shiraki et al., 2020). Similarly, all other quantities
involved, except for the pellet shard positions and radii in case of an SPI, are as-
sumed to be constants over the �ux surfaces. In this work, the �ux surfaces are
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4. Disruption model

assumed to have concentric elliptical cross-sections, with elongation κ(r), and are
labeled with their mid-plane minor radius r. Moreover, we employ the large aspect
ratio limit Rm/a� 1, where Rm and a are the major and minor radii of the plasma,
respectively, so that the spatial geometry becomes elliptic-cylindrically symmetric*.
The �ux surface geometry is assumed to be constant in time.

With nij denoting the density of charge state i of ion species j, the change in
the local charge state distribution of all ions due to ionization and recombination is
calculated by the time dependent rate equations(

∂nij
∂t

)

ioniz

= Ii−1,jni−1,jnM − IijnijnM +Ri+1,jni+1,jnM −RijnijnM, (4.1)

where Iij(TM, nM) and Rij(TM, nM) are the ionization and recombination rates, with
nM and TM denoting the density and temperature of the thermal, Maxwellian, elec-
tron bulk, respectively (recall the division of the electron distribution function dis-
cussed in section 2.2.1). In this work, these ionization/recombination rates are inter-
polated from tabulated values of numerical calculations of the excitation/deexcitation
processes involved, available in the ADAS (Summers, 2004) and AMJUEL� databases.
Thus, the total evolution of the charge state densities is given by

∂nij
∂t

=

(
∂nij
∂t

)

ioniz

+

(
∂nij
∂t

)

injection

. (4.2)

The corresponding evolution of the total free electron density nfree (including both
the Maxwellian and non-Maxwellian populations) is determined by the condition
that the plasma must remain quasi-neutral.

The injection can be modeled in a number of di�erent ways depending on the
injection technique, with varying degree of simplicity and sophistication. The sim-
plest way to model an arbitrary type of injection is to assume the injected material
to be instantly deposited in the neutral charge state at t = 0, with a prescribed
spatial pro�le. This pro�le may be chosen to be rather homogeneous, motivated by
the rapid �attening of the density pro�le due to the enhanced transport occurring
when the magnetic �eld becomes stochastic. As the injection time scale is similar to
the thermal quench time scale, and 1-2 orders of magnitude shorter than the current
quench time scale, this model may be su�cient to capture the main characteristics
of the disruption, especially the current evolution, and has therefore been used in
several studies available in the literature (Izzo et al. (2011); Martín-Solís, Loarte &
Lehnen (2017), Paper B).

This model is however not su�cient to capture the detailed evolution of all
quantities of interest, and does not treat the question of how the injected material is
assimilated. In case of a pellet injection or SPI, this would instead require resolving
the ablation and propagation of the pellet or pellet shards. The homogenized ion
density increase on the �ux surface with radius r due to the ablation of the pellet
material is then given by

(
∂nij
∂t

)

injection

= −fij
Ns∑

k=1

4πr2
p,kṙp,kρdensNA

M H(r, ρp,k), (4.3)

*Note, however, that a more advanced geometry is now available in the DREAM code.
�http://www.eirene.de

30



4.2. Plasma cooling

where the time derivative ṙp,k of the k
th shard is related to the mass ablation rate Gk

of the same shard according to ṙp,k = Gk/(4πr
2
p,kρdens), where ρdens denotes the mass

density of the solid pellet material. The factor fij denotes the particle fraction of the
ablated material that is deposited to nij. The pellet molar mass is denoted byM,
and NA is the Avogadro number. The radial distribution of the homogenized density
increase is described by the factor H(r, ρp,k) = h(r, ρp,k)/Afls(r), where h(r, ρp,k)dr
describes the fraction of the material deposited at a radius between r and r + dr
ablated from a pellet at radius ρp,k. Here, Afls is the area of the �ux surface at radius
r.

For the SPI simulations presented in this work, the mass ablation rates Gk are
calculated using the NGS model given by equations (3.2) and (3.3), and the ini-
tial shard sizes are drawn from the distribution given by equation (3.1). As a �rst
approximation, the pellet shards may be assumed to travel along straight lines start-
ing from a point close to the tokamak wall, following speci�ed angular and speed
distributions.

The most realistic model for the charge state distribution of the newly ablated
material is to add it to the neutral charge state of the relevant species. However, at
the relatively high plasma temperatures into which the pellets are injected, the fast
ionization process of the lower charge states might introduce a problematic bottle-
neck in the need for time resolution. To circumvent this issue, one may deposit the
ablated material directly to the equilibrium distribution of charge states associated
with the local density and temperature, which can be found by solving equation
(4.1) with the time derivative set to zero.

The width of the volume within which the ablated material is deposited may be
approximated by the width of the shielding cloud around the pellet, with a radius
rcld ∼ 1 cm. However, in some cases, one might be required by computational
feasibility to have a radial cell size that is signi�cantly larger than such a width of
the pellet cloud, and the radial resolution then becomes the limiting length scale for
the spread of the ablated material. In such cases, it is more reasonable to use a delta
function deposition kernel, h = δ(r−ρp,k) which, when discretized in time, translates
to a uniform distribution over the distance traveled during the current time step.
The deposition kernel can also be shifted compared to the pellet position to account
for the cross-�eld drift of the ablated material described in section 3.4.1, e.g. using
the model derived in paper D. However, the SPI studies performed in paper C of
this work neglect this e�ect, as no su�ciently accurate and computationally e�cient
model was available at the time of writing.

A more detailed description of the SPI model available in the DREAM code is
given in paper C.

4.2 Plasma cooling

When the cold pellet material is deposited, the hot plasma is initially cooled simply
by dilution of the thermal energy on the local �ux surface over the new particles.
Thereafter, the partially ionized particles in the deposited material dissipate the
thermal energy as radiation, either directly through line radiation or indirectly by
ionization, resulting in a �nal radiative loss during recombination. Moreover, the

31



4. Disruption model

introduction of high-Z impurities is expected to trigger or accelerate the growth of
MHD instabilities resulting in a stochastisation of the magnetic �eld. This stochasti-
sation increases the transport of thermal energy out of the plasma during the early
parts of the disruption, as discussed in section 1.2, before the �ux surfaces re-heal
when the thermal quench approaches its end. The thermal energy is also a�ected
by local Ohmic heating from the thermal part of the plasma current and, at high
temperatures, bremsstrahlung losses.

We now turn to the model used for the evolution of the temperature and energy
density of the Maxwellian bulk of electrons, WM = 3nMTM/2. The part of the
electron distribution function deviating from a Maxwellian is treated separately later
in section 4.3. The transport of thermal energy along the stochastic magnetic �eld
lines is expected to result in an exponential-like decay of the temperature. Thus, as a
simple �rst approximation, one may prescribe an exponential temperature evolution
from temperature T0(r) to Tfinal(r),

TM = Tfinal − (Tfinal − T0)e−t/tTQ , (4.4)

with the characteristic thermal quench time tTQ ∼ 1 ms.
The exponential decay model may be useful for making a �rst, computationally

e�cient, exploration of a new scenario. However, many important aspects of the
interaction between the injected material and the background plasma occur via
its e�ect on the temperature, which is not resolved by this model. Resolving these
e�ects require a self-consistent treatment of the energy balance in the plasma, which
can be expressed as

∂WM

∂t
=

3nM

2r

∂

∂r

[
rDW

∂TM

∂r

]
−
(
∂WM

∂t

)

line

−
(
∂WM

∂t

)

ioniz

+

(
∂WM

∂t

)

Ohm

+

(
∂WM

∂t

)

col

+

(
∂WM

∂t

)

brems

+

(
∂WM

∂t

)abl

ioniz

,

(4.5)

where the �rst four terms typically dominate the evolution of the energy density.
The dilution e�ect is captured by the fact that an increase in the thermal electron
density nM must be compensated by a drop in the temperature TM to maintain a
given energy density WM.

The �rst term in equation (4.5) describes a di�usive energy transport due to
magnetic perturbations. When electrons follow stochastically perturbed magnetic
�eld lines, their radial dynamics may be approximated as a di�usion process. In
a tokamak geometry, a heuristic argument gives the Rechester-Rosenbluth form for
the radial di�usion coe�cient, D = πq

∣∣v||
∣∣Rm (δB/B)2 (Rechester & Rosenbluth,

1978), for a particle traveling with a speed v|| along the �eld lines. The factor
πqRm represents the parallel correlation length scale of the stochastic magnetic
�eld perturbation, and δB/B is the relative amplitude of the perturbation. The
local electron heat di�usion coe�cient DW is calculated by integrating the di�usion
coe�cient D over a Maxwellian with the local temperature TM:

DW =
1

π3/2v3
TTM

∫
mev

2

2

(
v2

v2
T

− 3

2

)
D(v) exp

(
− v

2

v2
T

)
dv, (4.6)
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4.3. Electric �eld and currents

where vT =
√

2TM/me is the electron thermal velocity. Lacking a self-consistent
model, the evolution of δB/B is prescribed in our simulations. When studying
ITER-like scenarios, we typically set δB/B to the order of 10−3 until the end of the
thermal quench, after which it is set to zero. This value results in a transport loss
time scale ∼ a2/DW , with DW evaluated at the initial temperature, of the same
order of magnitude as the expected thermal quench time in ITER (Breizman et al.,
2019).

The transport term often dominates at the high initial temperature during a
disruption, but due to the temperature scaling of the various loss mechanisms, the
transport typically becomes subdominant to the radiation and ionization losses, de-
scribed by the second and third term of equation (4.5), respectively, at temperatures
. 100 eV. These terms can be expressed as

(
∂WM

∂t

)

line

= nM

∑

ij

nijLij(TM, nM) (4.7)

and (
∂WM

∂t

)

ioniz

= nM

∑

ij

nijE
ioniz
ij Iij(TM, nM), (4.8)

where the line radiation rates Lij are taken from the ADAS-database in a similar
fashion to the ionization and recombination rates, and the ionization energies Eioniz

ij

are taken from the NIST database�. Note that ionization losses are still present
when the net electron density does not increase, as in that case the ionization and
recombination processes are still active although they balance each other. At tem-
peratures in the few eV range, the line radiation and ionization losses are balanced by
the Ohmic heating, preventing the temperature from dropping further. The Ohmic
heating is given by (

∂WM

∂t

)

Ohm

= σ||E
2
||, (4.9)

where σ|| is the plasma conductivity and E|| is the electric �eld parallel to the
magnetic �eld lines.

The last three terms in equation (4.5) correspond to the collisional energy ex-
change between the non-Maxwellian electron population and the bulk, bremsstrahlung
losses, and ionization energy required for the initial ionization of the ablated mate-
rial (in case the ablated material is deposited directly to an ionized charge state),
respectively. These contributions typically play a rather minor role in a disruption,
but are included to obtain a more accurate energy conservation. A more detailed
description of the terms in equation (4.5) is given by Hoppe, Embreus & Fülöp
(2021), and a more detailed summary is also given in appendix A of paper C.

4.3 Electric �eld and currents

The rapid cooling of the plasma is accompanied by a rapid drop in the conductiv-
ity, resulting in the induction of an electric �eld, that later decays in a di�usive

�https://physics.nist.gov/PhysRefData/ASD/ionEnergy.html
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4. Disruption model

manner. Combining the Faraday induction law and Ampere's law (disregarding the
displacement current which is not relevant on the time scales of interest here) yields

µ0

∂j||
∂t

= ∇2E||, (4.10)

where j|| denotes the total current density parallel to the �eld lines. This current
density is comprised of the sum of the contribution from the Ohmic current carried
by the thermal bulk of electrons, and the contribution from the more energetic, su-
perthermal electrons, including the runaway electrons, which are treated separately
in our model.

As a relatively simple, and thus computationally e�cient, approximation, we
separate the electron population into a thermal (Maxwellian) population, which
carries the Ohmic current density jOhm = σ||E||, and a runaway population charac-
terized by the number density nRE that is assumed to travel at the speed of light
parallel to the �eld lines. The runaway population thus carries the current den-
sity jRE = ecnRE. The time evolution of the runaway population is determined by
analytical approximations of the total �ux of electrons into the runaway region of
momentum space due to the various mechanisms introduced in section 2.2.2. An
overview of the corresponding source terms are given below, referring to paper B
for a more detailed summary.

For the tritium decay and Compton scattering sources, this �ux can be calculated
by directly integrating the corresponding source terms over the runaway region of
momentum space. The runaway seed produced by tritium decay then becomes
(Martín-Solís, Loarte & Lehnen (2017), Paper A)

(
∂nRE

∂t

)tritium

= ln (2)
nT

τT

f (Wcrit) , (4.11)

where nT is the tritium density, τT ≈ 4500 days is the half-life of tritium. The
fraction of the electrons created by tritium β− decay above the critical runaway
energy Wcrit is given by f(Wcrit) ≈ 1− (35/8)w3/2 + (21/4)w5/2 − (15/8)w7/2, with
w = Wcrit/Q and Q = 18.6 keV, corresponding to the maximum energy of the β−

electrons.
Runaway generation due to Compton scattering of gamma photons from the

activated wall takes the form
(
∂nRE

∂t

)γ
= ntot

∫
Γγ(Eγ)σ(Eγ)dEγ, (4.12)

where Γ(Eγ) is the gamma photon energy spectrum and σ(Eγ) is the total Compton
scattering cross-section as a function of the gamma photon energy Eγ (Martín-Solís,
Loarte & Lehnen, 2017). The gamma photon energy spectrum depends on the
details of the geometry and irradiation of the tokamak wall, and therefore varies
between di�erent machines. An estimated spectrum for ITER, which is of most
interest in this work, obtained using radiation transport calculations performed at
several poloidal locations, is available in Martín-Solís, Loarte & Lehnen (2017). The
dependence on ntot, rather than the free electron density, re�ects the fact that the
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4.3. Electric �eld and currents

gamma photon energies are much larger than the ionization energies of the ions and
atoms in the plasma. Thus, the bound electrons may be scattered into the runaway
momentum region essentially to the same extent as the free electrons.

The calculation of the remaining runaway sources requires an approximate an-
alytical or numerical solution to the kinetic equation introduced in section 2.2. As
the relatively cold post-thermal quench plasma may contain a substantial fraction of
partially ionized ions and atoms, the collision frequencies must account for the pres-
ence of both free and bound electrons, as well as the partial screening of the nuclei
surrounded by bound electrons (Hesslow et al., 2018a). For the Dreicer mechanism,
this is done by using a neural network trained on output from kinetic simulations
(Paper F).

The growth rate for the avalanche process is calculated based on an asymptotic
matching of solutions to the kinetic equation in various limits, and is given by (Paper
E) (

∂nRE
∂t

)avalanche

=
enRE

mec ln Λc

ntot

nM

E|| − Eeff
c√

4 + ν̄S(p̄?)ν̄D(p̄?)
, (4.13)

where Eeff
c is the e�ective critical electric �eld taking into account screening e�ects,

as well as bremsstrahlung and synchrotron radiation losses due to the gyro-motion
of the electrons, which were not accounted for in the expression introduced in section
2.2.2. An accurate expression for Eeff

c was derived by Hesslow et al. (2018b). The
normalized de�ection and slowing-down frequencies ν̄D and ν̄S, respectively, with
partial screening e�ects taken into account, are given by Hesslow et al. (2018a). The
factor ntot/nM re�ects the fact that the runaway electrons typically reach energies
much higher than the ionization potential of the bound electrons, making them
available as target electrons for the avalanche process, while they do not contribute
to the frictional drag to the same extent as free electrons for E|| � Eeff

c . Thus, the
avalanche growth rate typically increases with an increased ratio of bound electrons.

The above runaway generation mechanisms are typically captured with su�cient
accuracy by the analytical growth rates given above, without needing to resolve any
further details of the electron momentum distribution function. However, in order
to accurately capture the hot-tail mechanism, which is an intrinsically transient phe-
nomenon sensitive to the details of the electron distribution function, it is necessary
to solve the kinetic equation self-consistently with the temperature evolution for at
least a part of the momentum space�.

In order to do this in a computationally e�cient manner, we treat the Maxwellian
electrons and the superthermal electrons separately. The separation is made by
introducing a momentum phot, and considering electrons with a momentum larger
than phot ∼ 10pth, as superthermal, where pth is the thermal momentum. To further
increase the computational e�ciency, we also divide the superthermal electrons into
two parts referred to as the hot population and the runaway population, respectively,
separated by a momentum pRE ∼ mec. The hot population is characterized by the
part fhot of the distribution function with phot < p < pRE, while the runaway

�It should however be mentioned that it is possible to approximately account for the hot-
tail mechanism using an analytical growth rate similar to the above, which might be su�ciently
accurate in some situations (Hoppe, Embreus & Fülöp, 2021; Smith & Verwichte, 2008).
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electrons are again characterized by a density nRE, and are approximated to travel
with the speed of light, as above.

Using the above division of the momentum space, we resolve the part of mo-
mentum space with p < pRE by solving the gyro-averaged kinetic equation with a
linearized relativistic test particle Coulomb Fokker-Planck collision operator, intro-
duced in section 2.2.1. The reference Maxwellian around which this collision opera-
tor is linearised is de�ned by the density nM and temperature TM, as calculated by
equations (4.5) and (4.1), and the quasi-neutrality condition, with nM de�ned as the
density of electrons with p < phot. As the kinetic equation is invoked here to study
the comparatively small non-Maxwellian population, while the Maxwellian popula-
tion is evolved by equations (4.5) and (4.1), the �eld particle term in equation (2.12)
is omitted. In addition to the test particle collision operator, in case any magnetic
perturbations are included in the scenario to be modeled, we include a di�usive ra-
dial transport term with the Rechester-Rosenbluth form of the di�usion coe�cient,
as introduced for the thermal energy density in section 4.2. The slowing down and
de�ection frequencies in the test particle operator are taken to be those accounting
for the energy dependence of the Coulomb logarithm, as well as the e�ect of partial
screening in collisions with partially ionized impurities, as derived by Hesslow et al.
(2018a). Using the coordinates p and ξ, where p is the magnitude of the momentum
and ξ is the cosine of the pitch angle, this kinetic equation reads
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∂r

]
+ Sδ(p), (4.14)

where we neglect the collisional energy-di�usion term, an assumption strictly valid
in the superthermal limit. The strength S of the delta function source term at p = 0
is determined by the requirement that the total number of particles on the kinetic
grid must satisfy quasi-neutrality,

∫
f(p)dp = nfree − nRE.

The solution to equation (4.14) is then used to calculate the current density
jhot carried by the hot population and momentum space �ux Fp across the upper
boundary pRE, which then corresponds to the sum of the hot-tail and Dreicer run-
away generation mechanisms. A di�usion term of the Rechester-Rosenbluth form is
also added for the runaway density nRE, with v|| = c, in case any magnetic pertur-
bations are included in the scenario of interest. Finally, the total current density
can then be expressed as j|| = E||σ|| + jhot + ecnRE, with the time evolution of the
runaway population determined by
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. (4.15)
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4.4 Numerical tools

Having described our model from a physics point of view, we here give a brief
overview of the numerical tools GO (Fehér et al. (2011), paper B) and DREAM
(Disruption Runaway Electron Analysis Model) (Hoppe, Embreus & Fülöp, 2021)
used for the numerical studies in papers A-B and paper C, respectively. Based on
an input specifying the injection parameters and pre-disruption plasma conditions,
both codes are capable of self-consistently calculating the time evolution of the
background plasma properties, the runaway current and, for the DREAM code, the
electron momentum distribution function, during a mitigated tokamak disruption.

The GO code is a purely �uid model, in the sense that it does not resolve
any details of the electron momentum distribution function, but merely treats a
thermal population assumed to have a Maxwellian momentum distribution and a
runaway population assumed to travel with the speed of light. Thus, we do not use
the GO code to study the hot-tail mechanism in this work. The evolution of the
total (i.e. sum of all charge states) ion density of the injected material is directly
prescribed by the user. The radial discretization is made using the �nite di�erence
method, with the radial derivatives calculated using the central approximation. The
time stepping is performed using the Crank-Nicholson scheme for the electric �eld
di�usion equation (4.10) and the di�usion term in the runaway density equation
(4.15), while for the other terms it is performed using the Euler forward scheme.
With its relatively simple and modular design, the code is well suited to quickly
implement and explore new components of the disruption model.

In addition to the modeling capabilities of the GO code, the DREAM code also
o�ers the possibility to solve for the electron momentum distribution function, mak-
ing it more suitable for studies of e.g. the hot-tail runaway generation mechanism
where such information is needed. Moreover, in paper C, the DREAM code was
extended with the capability of modeling an SPI with input parameters specifying
the size, composition and shattering of the pellet and the velocity distribution of
the shards, instead of simply prescribing the evolution of the total injected density.

The equation system in DREAM is discretized using a �nite volume method (see
e.g. Karney (1986)) for the momentum and con�guration space, and an Euler back-
ward scheme for the time. Approximating the derivatives with central di�erences,
the di�erential equations included in the model are translated into an algebraic
equation system for the cell averages of the various quantities at the next time step.
The evolved quantities are thus computed in the center of the cells, while the �uxes
between adjacent cells are calculated on the cell surfaces, ensuring that the �ux
into a grid cell exactly equals the �ux out of adjacent grid cells. This guarantees
conservation of the integrals of the various quantities to within machine precision,
in the absence of sources and edge losses, thus satisfying the physical conservation
laws of e.g. particle number and energy. The interpolation from the center of the
cells to the cell boundaries, needed for the calculation of the �uxes, is performed in
such a way as to preserve positivity of the evolved quantities.

The implicit solution for the evolved quantities in the next time step is obtained
via Newton iteration, using a Jacobian constructed based on analytical derivatives,
although some are approximated or even neglected to limit the complexity of the
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construction and inversion of the Jacobian. The iteration starts at the vector con-
taining all the evolved quantities in the previous time-step, and continues until a
tolerance speci�ed by the user is satis�ed separately for every evolved quantity.
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Chapter 5

Summary and outlook

Disruptions are a severe threat to the future of fusion energy based on the tokamak
design. A reliable disruption mitigation system is of utmost importance for the
success of future large, high-current devices such as ITER. The currently envisaged
method of mitigation is to inject massive amounts of material into the plasma,
aiming to rapidly cool the plasma in a controlled way. The injected material can
be delivered in a variety of ways, such as in the form of a gas released from a
pressurized vault or in the form of a Shattered Pellet Injection (SPI), with the
latter being chosen as the basis for the ITER disruption mitigation system. The
objectives of the disruption mitigation system concern three main issues related to
disruptions: mitigation of the localized heat loads and electromagnetic forces on
the vessel, and the reduction of the runaway current generation. The mitigation of
the localized heat loads is achieved by isotropically dissipating the thermal energy
content through radiation. To avoid excessive electromagnetic forces, the current
quench time must be long enough to su�ciently reduce the eddy currents induced
in the structures surrounding the plasma, but short enough to avoid excessive halo
currents. Finally, the runaway current must be su�ciently low to avoid substantial
damage upon wall impact.

To achieve these goals, a detailed understanding and modeling capability of
tokamak disruptions mitigated by massive material injection is crucial in order to
guide the design and operation of the disruption mitigation system. This is the topic
to which this thesis aims to contribute. This chapter summarizes the main �ndings
of the attached papers in section 5.1, along with a summary of the most critical
remaining questions to be addressed and suggestions for future research in section
5.2.

5.1 Summary of papers

In papers A-C, we perform numerical simulations of tokamak disruptions and their
mitigation by massive material injection, considering increasingly advanced scenar-
ios and physics �delity. Paper A presents a derivation of the electric �eld di�usion
equation (4.10) for a large aspect ratio tokamak with �ux surfaces having elliptical
cross section. This equation is then implemented in the GO code, extending the
beyond purely cylindrical �ux surfaces. The updated GO code is then used to study
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the impact of the elongation of the �ux surfaces on the current dynamics during an
unmitigated tokamak disruption, considering a prescribed exponential temperature
decay, scanning over a wide range of decay time scales and post-thermal quench
temperatures. This study is performed for both the ITER and SPARC tokamaks,
thus also providing a comparison of the current dynamics during a disruption for
two di�erent reactor-relevant tokamak designs, with the most important di�erences
being the di�erent sizes and plasma currents. The runaway generation mechanisms
considered include the Dreicer mechanism, the contribution from the tritium decay,
and the avalanche mechanism. The hot-tail mechanism is disregarded due to the
lack of a computationally e�cient kinetic solver. The contribution from the Comp-
ton scattering of gamma photons from the activated wall is also neglected as the
necessary data on the gamma spectrum in the SPARC tokamak was not available.
Similarly, the radial losses of runaway electrons due to the stochastic magnetic �eld
was neglected due to the lack of the necessary data for the magnetic �eld perturba-
tion level.

We �nd that elongated plasmas generally produce lower runaway currents com-
pared to cylindrical plasmas. This happens partly due to direct shaping e�ects, but
mostly due to the lower induced electric �elds needed to drive a given total plasma
current within the larger plasma cross section of an elongated plasma. This e�ect
is most pronounced for the SPARC tokamak, in which the main contribution to the
runaway electron seed is generated by the Dreicer mechanism when the system is
approximated as cylindrical. As the Dreicer mechanism is exponentially sensitive to
the electric �eld, the reduction of the electric �eld due to the larger plasma cross
section of the elongated plasma was found to e�ectively reduce the Dreicer seed to
a negligible level compared to the seed generated by the tritium decay. This also
resulted in an order unity, but still signi�cant, reduction of the �nal runaway cur-
rent after the avalanche ampli�cation. The �nal runaway currents were found to be
rather small, of the order of a few percent of the initial plasma current of 7.5 MA,
unless the temperature drop is extremely rapid and the �nal temperature becomes
less than a few eV.

For ITER, on the other hand, the Dreicer mechanism was found to be negligible
with both the cylindrical and elongated geometry. The runaway current is instead
determined by the contribution from the tritium decay, which is then strongly am-
pli�ed by the avalanche mechanism. The contribution from the tritium decay is
insensitive to the electric �eld once Wcrit becomes small compared to Q, which hap-
pens when for E|| & 10Ec, and the avalanche mechanism is linearly dependent on
the electric �eld. With these comparatively weak sensitivities to the electric �eld,
the e�ect of the reduction of the electric �eld is largely compensated by the increase
in the electric �eld di�usion time resulting from the larger plasma cross section of
the elongated geometry, leaving only a . 10 % reduction of the runaway current due
to the direct shaping e�ects. The runaway currents were in general found to be sig-
ni�cantly larger in ITER compared to SPARC, with values of about 1-2 MA (∼ 10%
of the initial plasma current of 15 MA). Notably, this is signi�cantly larger than the
∼ 0.15 MA expected to be tolerable in ITER(Lehnen & the ITER DMS task force,
2021).

In paper B, we continue performing GO simulations of disruptions in deuterium-
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tritium plasmas in ITER, now mitigated by the injection of a mixture of deuterium
and neon or argon, evaluating the current quench time and runaway current gen-
erated for a wide range of injected densities. The initial part of the temperature
drop, where the transport due to the stochastization of the magnetic �eld is ex-
pected to play a major role, is modeled by an exponential decay down to ∼ 100
eV. After this, the energy balance is calculated self-consistently, assuming that it is
dominated by radiation and Ohmic heating. The injected material is assumed to
be instantly deposited in the neutral state with a homogeneous density pro�le at
t = 0, after which the ionization and recombination processes are calculated self-
consistently. In addition to the runaway generation mechanisms included in papaer
A, here we also account for the Compton scattering of gamma photons from the
activated wall, using the model presented by Martín-Solís, Loarte & Lehnen (2017),
while still disregarding the hot-tail mechanism. One of the main objectives of the
paper was to study how the runaway generation is a�ected by the partial screening
of the partially ionized ions and atoms present in the cold post-disruption plasma.
This is done using the newly implemented models accounting for these e�ects on
the Dreicer and avalanche mechanisms, which were �rst demonstrated in papers F
and E, respectively.

We �nd that the partial screening substantially increases the runaway genera-
tion, compared to the results obtained assuming a complete screening of the nuclei
carrying bound electrons. This is explained by the shift in the balance between the
frictional drag and contribution to the number of target electrons for the avalanche
mechanism in the presence of bound electrons, as discussed in section 4.3. The in-
crease can be counteracted to some extent by combining the neon or argon injection
with a large amount of deuterium, which stays ionized at lower temperatures and
thus reduces the fraction of bound electrons. However, when the injected quanti-
ties become large enough, the temperature starts to drop as low as ∼ 1 eV already
when there is a signi�cant Ohmic current left in the plasma. When this happens,
the deuterium also starts to recombine, which substantially increases the avalanche
generation, converting a signi�cant fraction of the remaining Ohmic current into
a runaway current. At this point, the runaway current starts to increase with an
increased amount of injected deuterium. Moreover, if the injected quantities are too
low, the radiative cooling is found to be insu�cient to cause a complete thermal
quench, leaving the equilibrium temperature in the ∼ 100 eV range. This results in
a high post-thermal quench plasma conductivity and thus a too long current quench
time. With the present model, the lowest runaway current found, within the range
of injection parameters also giving an acceptable current quench time, was 3.7 MA.

The physics �delity is further increased in paper C, where we use the recently
developed DREAM code to study mitigated ITER disruptions, including a kinetic
calculation of the hot-tail runaway generation. For this paper, we also equipped
the DREAM code with an SPI model, allowing for a self-consistent calculation of
the assimilation of the injected material in such injections. Moreover, all parts of
the temperature drop are now calculated self-consistently, with the transport due
to the stochastization of the magnetic �eld accounted for by a di�usion term of
the Rechester-Rosenbluth form, as described in section 4.2. A major advantage
of this model compared to prescribing an exponential temperature drop for the
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relevant part of the disruption is that it makes it possible to estimate the fraction
of the thermal energy lost by transport, which can be used as a measure of the
performance concerning the mitigation of localized heat loads. However, to avoid the
computational complexity introduced by transporting particles between the radial
grid points on the kinetic grid, the radial transport of the superthermal electrons
is still neglected, and thus the calculated runaway currents should be interpreted
as upper estimates. Finally, the line radiation and ionization/recombination model
is updated to account for the opacity to the resonant Lyman lines of the hydrogen
species expected at large injected deuterium densities. With these updates included,
the main purpose of this paper is to evaluate the performance of the two-stage SPI
mitigation scheme recently suggested for ITER, described in section 3.1.

The two-stage injection scheme was found to signi�cantly impede the thermal
energy transport due to magnetic perturbations, which can reduce localized heat
loads. This is explained by the decrease in the thermal motion due to the dilution
cooling in the �rst stage, before the stochastization of the magnetic �eld, which
e�ectively reduces the cross-�eld transport possible along the stochastic magnetic
�eld lines. Moreover, this injection scheme was found to e�ectively reduce the hot-
tail runaway seed generation by several orders of magnitude. This reduction can be
explained by the intermediate equilibration of the hot tail of the electron momentum
distribution between the injections, as discussed in section 3.1. Notably, this strong
reduction was obtained despite the conservative assumption that the superthermal
electrons were not a�ected by the magnetic �eld perturbations.

For the �nal runaway current, a non-monotonic dependence on the injected deu-
terium density similar to that observed in paper B was also found here. However,
the opacity to Lyman radiation was found to signi�cantly reduce the cooling at
temperatures . 2 eV, resulting in a shift of the deuterium recombination, and the
related enhancement of the runaway avalanche, towards higher injected densities.
For a non-nuclear plasma, i.e. in the absence of runaway generation due to tritium
decay and Compton scattering, when accounting for opacity to Lyman radiation,
the runaway current was found to be below the acceptable limit when injecting a
deuterium pellet containing & 1024 atoms, with a rather weak dependence on the
amount of injected neon in the range of 1022− 1025 atoms. For activated operation,
on the other hand, no such scenarios were found, and the lowest runaway currents
found (again, within the range of injection parameters also giving an acceptable
current quench time) were in the 3-4 MA range, similar to the results of paper B.

Despite the relatively high physics �delity of paper C, a number of e�ects remain
to be addressed. One such e�ect is the cross-�eld drift of the ablated pellet material,
introduced in section 3.4.1. Accounting for this e�ect in a study similar to that of
paper C would require a computationally e�cient, preferably analytical, model for
the total shift of the ablation material, as a function of the pellet and background
plasma parameters, accounting for all the mechanisms regulating the drift introduced
in section 3.4.1. Such a model was, to our knowledge, not available in the literature,
and the derivation of such a model is therefore the subject of paperD. In paperD, we
present a detailed derivation of the current balance equation governing the motion
of an ablation plasmoid, along with an analytical solution assuming an approximate
model of the plasmoid expansion parallel to the �eld lines. One of the main novelties
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included is a statistical model for the �eld lines connecting the toroidally opposite
sides of the plasmoid, and the corresponding Ohmic current �owing along those �eld
lines, thus avoiding the need to numerically calculate the detailed paths of the �eld
lines.

This model is then applied to determine the extent of the expected drift in an
ITER-relevant scenario, for a variety of pellet compositions. The results indicate
that material ablated from a pure deuterium pellet is likely to drift a distance similar
to the plasma minor radius, i.e. a substantial part of the material is likely to be
completely ejected from the plasma. The evaluated drift distance was however found
to be signi�cantly reduced when adding a small amount of neon to the pellet, whose
radiation reduces the temperature, and thus the excess pressure, inside the drifting
plasmoid. This suggests that one should add a small amount of neon also to the �rst
stage of the two-stage SPI scheme studied in paper C. The consequences of slightly
doping the �rst pellet, in particular its e�ect on the MHD stability of the plasma,
should however be studied further before implementation.

5.2 Outlook

The seriousness of the disruption issue for future reactor-scale tokamaks, which is
further corroborated by the results summarized above, highlights the importance of
further disruption mitigation studies, and motivate the development of models with
a more rigorous treatment of the most simpli�ed aspects of the present model. While
the model used in this work comprises an integrated framework accounting for many
of the relevant aspects of disruption mitigation by massive material injection, the
various aspects are treated with di�erent levels of sophistication. The evolution of
the current and, in the DREAM code, the momentum distribution of the electrons,
are treated rigorously in the present model. On the other hand, some aspects of the
transport properties of the thermal energy and plasma ions, as well as the evolution
of the pellet material, are treated in a simpli�ed manner.

One such simpli�cation is the neglect of the cross-�eld drift of the ablated pellet
material mentioned above. A natural next step regarding this issue is to implement
the model derived in paper D in an integrated model such as DREAM, and assess
its impact on the disruption mitigation performance. Such a study should also
include the transport of ions after the deposition of the ablated material, as the
radial particle transport associated with the large scale plasma instability during
the thermal quench might to some extend cancel the initial outward shift due to the
cross-�eld drift. Preferably, such a study should also assess the impact of adding
a small amount of neon to the �rst injection stage of the two-stage SPI scheme,
including the e�ect on the MHD stability of the plasma, although this would require
a model for the magnetic �eld evolution beyond the capabilities of the DREAM code.

A second area of simpli�cation employed in the present work concerns the geom-
etry and interaction with the structures surrounding the plasma. The geometrical
simpli�cations include the elliptical plasma cross section, neglect of the toroidicity
and the assumption of �ux surface homogenised quantities. Relaxing these assump-
tions would allow for modeling of transient 3D features of the plasma pro�les, as
well as introducing geometrical order unity corrections to the transport processes
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involved. Regarding the surrounding structures, their geometry and conductive
properties introduce corrections to the electric �eld boundary condition. Support
for a shaped geometry (although still with constant plasma parameters over the �ux
surfaces) and a �nite wall conductivity has recently been implemented in DREAM,
and the sensitivity to these features could therefore be studied in the future.

A related simpli�cation is the assumption that the �ux surface geometry remains
constant in time. In reality, the shape of the �ux surfaces will vary in time, and
the whole plasma is likely to drift substantially in the vertical direction during the
time frame studied in this work. As the outermost �ux surfaces reach the tokamak
wall, the plasma will be scraped o� in a transient manner, the details and timing of
which might substantially a�ect the size of the runaway current and the severity of
the loads actually imposed on the wall.

Finally, another simpli�cation in the present model is the prescribed evolution
of the magnetic perturbations. The prescribed magnetic perturbation is su�cient
to study qualitative trends involving transport due to magnetic perturbations, as
done in paper C of this work. However, self-consistent and quantitatively accurate
simulations would require coupling to an MHD modeling code, such as JOREK
Nardon et al. (2020b), for the evolution of the magnetic �eld. A major issue with
such coupling is the typically signi�cant amount of computational resource required.
A full scale 3D simulation of a thermal quench with JOREK run on a large scale
computing cluster takes of the order of months Nardon et al. (2020a). The thermal
quench simulations with DREAM shown in this work, on the other hand, take at
most up to a day on a desktop computer, when invoking the kinetic equation to
calculate the hot-tail runaway generation. The run-times for pure �uid simulations
with DREAM and GO, following through both the thermal and current quench, are
no longer than a fraction of an hour.

The orders of magnitude lower computational expense of stand-alone simulations
with DREAM substantially increases the feasibility of exploring a wide range of
injection parameters. Instead of attempting a full scale coupling of the evolution of
the �uid, kinetic and MHD properties of the plasma, a more feasible approach might
be to use the output of a full scale MHD model such as JOREK to design a simpli�ed
MHD model. Such a model could then be e�ciently integrated in a framework like
the one used in this work, signi�cantly improving the disruption modeling accuracy.
Currently, coupling of the MHD, kinetic and �uid properties of the plasma might be
one of the main questions remaining in order to make self-consistent, quantitatively
accurate, predictions for the performance of disruption mitigation systems.
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