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Abstract
Background: Machine Learning (ML) systems learn using big data and solve
a wide range of prediction and decision making problems that would be difficult
to solve with traditional systems. However, increasing use of ML in complex
and safety-critical systems has raised concerns about quality requirements,
which are defined as Non-Functional requirements (NFRs). Many NFRs, such
as fairness, transparency, explainability, and safety are critical in ensuring
the success and acceptance of ML systems. However, many NFRs for ML
systems are not well understood (e.g., maintainability), some known NFRs may
become more important (e.g., fairness), while some may become irrelevant in
the ML context (e.g., modularity), some new NFRs may come into play (e.g.,
retrainability), and the scope of defining and measuring NFRs in ML systems
is also a challenging task.

Objective: The research project focuses on addressing and managing issues
related to NFRs for ML systems. The objective of the research is to identify
current practices and challenges related to NFRs in an ML context, and to
develop solutions to manage NFRs for ML systems.

Method: We are using design science as a base of the research method. We
carried out different empirical methodologies–including interviews, survey, and
a part of systematic mapping study to collect data, and to explore the problem
space. To get in-depth insights on collected data, we performed thematic anal-
ysis on qualitative data and used descriptive statistics to analyze qualitative
data. We are working towards proposing a quality framework as an artifact to
identify, define, specify, and manage NFRs for ML systems.

Findings: We found that NFRs are crucial and play an important role for the
success of the ML systems. However, there is a research gap in this area, and
managing NFRs for ML systems is challenging. To address the research objec-
tives, we have identified important NFRs for ML systems, and NFR and NFR
measurement-related challenges. We also identified preliminary NFR definition
and measurement scope and RE-related challenges in different example contexts.

Conclusion: Although NFRs are very important for ML systems, it is complex
and difficult to define, allocate, specify, and measure NFRs for ML systems.
Currently the industry and research is does not have specific and well organized
solutions for managing NFRs for ML systems because of unintended bias,
the non-deterministic behavior of ML, and expensive and time-consuming
exhaustive testing.

Currently, we are working on the development of a quality framework to
manage (e.g., identify important NFRs, scoping and measuring NFRs) NFRs
in the ML systems development process.

Keywords

Non-functional Requirements, NFRs, Machine Learning, Quality Requirements,
Requirements Engineering
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Chapter 1

Introduction

The systems or software that incorporate or use machine learning (ML) to
perform various tasks are often referred as machine learning systems or ML
systems. ML systems use algorithms that learn from large amounts of data,
enabling the system to perform tasks that would be difficult to do manually or
using traditional software [1]. ML has seen unprecedented growth in recent years,
and ML is increasingly and extensively being used in many complex and safety-
critical systems (e.g., autonomous vehicles, health care) to perform decision-
making and prediction tasks, including object detection, image processing,
and natural language processing. However, there is growing concern about
the potential biases [2] and unintended consequences [3, 4] that may result
from ML algorithms’ influence on critical decisions and prediction operations.
Additionally, the non-deterministic behavior of ML makes the development
of ML systems more complex, expensive, and effort-intensive than traditional
systems. As a consequence, ML systems require to fulfill certain quality
requirements or deal with constraints such as fairness [2], transparency [3],
privacy [5], security [6], and safety [4]. From a Requirement Engineering (RE)
perspective, these quality aspects are known as non-functional requirements
(NFRs) [7, 8].

NFRs (e.g., performance, reliability, maintainability, and usability) for
traditional software are relatively well understood and established. However, for
ML solutions, many of these NFRs have different meanings and are not yet well
understood [9]. For example, the meaning of maintainability and adaptability
is unclear in the ML context. Additionally, new NFRs such as fairness and
transparency have become critical in the context of ML, while some NFRs
such as compatibility and modularity may have reduced importance [2, 10].
Moreover, new NFRs, such as retrainability, may become relevant for ML
systems. In addition, we observe common quality trade-offs among NFRs (e.g.,
security vs. performance) in traditional systems, but there are a few works
that explored quality trade-offs in an ML context [2].

Therefore, understanding and managing NFRs for ML can be challenging
and requires a rigorous approach to requirements engineering (RE). Hence,
researchers and practitioners who work with ML and RE must recognize the
importance of RE as a foundational element of quality assurance for ML and
incorporate it to ensure the success of ML systems [11]. RE can help to ensure
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2 CHAPTER 1. INTRODUCTION

that ML systems are designed and deployed with the necessary NFRs, which
can improve overall performance and usability and minimize the risk of failure.

ML is a part of a larger system [12], and ML can be decomposed into several
granular levels, e.g., training data, ML model, and results. Therefore, different
NFRs may apply to different aspects of the system. For example, some NFRs
may be relevant to the algorithm used for learning. In contrast, others may
apply to the training data or the model trained using that data, and some
NFRs may apply to the results of applying the model or to the broader ML
system that utilizes those results. Therefore, determining the scope of NFRs
for ML systems, including identification, definition, and specification, remains
challenging. Furthermore, measuring NFRs in an ML space and different
granular levels of the system has not been explored, e.g., how to measure the
accuracy of the ML algorithm or system as a whole.

Therefore, it is necessary to identify important NFRs for ML systems,
NFR and NFR measurement-related challenges, and RE-related challenges in
different example contexts. For a better understanding of the NFRs and NFR
scopes, it is important to define specific NFRs for ML with generic definitions,
identify NFRs for ML that received less attention in the literature, identify the
initial scope of defining and measuring NFRs in ML systems, and cluster them
based on shared characteristics. At last, we need to develop frameworks and/or
solutions to manage NFRs as part of the ML systems development process and
continue evaluating, refining, and improving the frameworks and solutions.

This thesis is organized as follows: Section 1.1 describes the research goal
and formulated research questions to address those research goal. Section 1.2
discusses the background and studies related to this thesis. The research
methodologies used to answer the research questions in order to fulfill research
goal is discussed in Section 1.3. Summary of results and contributions of the
Ph.D. research thus far is presented in Section 1.4. Threats to the validity of
the studies conducted as a part of the thesis is described in Section 1.5. Further
research plan and future work is described in Section 1.6. Contributions of the
Ph.D. research thus far is presented in Section 1.7. Section 1.8 concludes the
thesis with a summary of the works. The appended publications are presented
in Section 2, Section 3, Section 4, Section 5, Section 6.

1.1 Research Goal and Research Questions
The PhD study focuses on addressing NFR related issues, and managing
NFRs for ML systems. The research project uses a design science method,
where we aim to identify the challenges regarding NFRs for ML, develop and
demonstrate artifacts as solutions, and evaluate those artifacts in practice. The
overall research goal of this thesis is to Goal: Understand challenges and
practices in NFRs for ML and create a framework to manage NFRs
for ML systems.

For guiding our study to manage NFRs for ML systems, we formulate a
number of research questions, as follows:

RQ1 What are the general RE topics and challenges for ML systems?
Non-functional requirements are a type of requirement for systems and
software that are identified and managed by the requirements engineering
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(RE) process. By answering this research question, the aim was to under-
stand the current practices and challenges perceived by the practitioners
working with ML and RE in the industry. For this, we conducted a group
interview study with practitioners in the autonomous vehicle industry
who work with driving autonomous systems (DAS). The description of
the study is elaborated in Paper D and Paper E.

RQ2 What are the current perceived NFR and NFR-measurement-related
challenges for ML systems?
We aimed to understand the NFR-related challenges experienced by the
practitioners working with ML. We performed an interview study and
then a broader survey to answer this research question. Paper A and
Paper B contain the description of the study.

RQ3 Which NFRs are more or less important for ML systems than they are
for traditional systems?
The NFRs important for traditional systems may not be important for
ML systems or may not have the same level of importance. Hence, it is
crucial to understand and identify important NFRs for ML systems. An
interview and a broader survey were conducted to answer this research
question, and the studies are described in Paper A and Paper B.

RQ4: Which NFRs for ML systems have received the most—or least—attention
in existing research literature?
After identifying important NFRs for ML, we were interested to un-
derstand, among important NFRs for ML, which NFRs received more
attention and which ones received less attention in research. We per-
formed a part of a systematic mapping study to answer this research
question, which is described in Paper C.

RQ5 Over what aspects of an ML system are NFRs defined and measured?
ML systems can be decomposed into several smaller parts, and further-
more, ML is part of a larger system. Therefore, it is important to identify
over which part of the system NFRs should be defined and measured. In
the interview and survey study described in Paper A and Paper B, we
tried to understand the scope of defining and measuring NFRs for ML
systems, and in Paper C, we performed initial scoping of certain NFRs
for ML systems.

RQ6 How are NFRs for ML systems currently measured, and how are these
measurements captured in practice?
NFRs measurements are required to track and manage the quality of a
ML system. We identified measurement techniques for certain NFRs in
the interview and survey study described in Paper A and Paper B.

RQ7 Are there possible solutions that can be created to identify and manage
NFRs for ML systems?
The solutions to manage NFRs for ML are not well developed and
organized, and their consideration is in the initial stage. Therefore, it is
important to develop solutions to manage NFRs for ML in a structured
way. We have begun to address this question in Paper C with an early
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conceptualization of NFRs for ML scoping and clustering. Currently, we
are working on extending these results to develop a quality framework
to identify, specify, measure, and manage NFRs for ML systems. In the
future, we will evaluate the quality framework, refine it, and improve it
based on the evaluation.

The overview of this thesis is presented in Fig. 1.1, that maps the activities,
research questions, and methods used in this thesis, and activities and research
methods that will be used in future work to achieve the overall research goal.

Explore Problem Space

Activity 1:
RQ2-3, RQ5-6 

Interview
Study: [56] 

Activity 2:
RQ2-3, RQ5-6

Survey:  [57]

Formulate Solutions Validate / Evaluate the Proposed
Solutions

Activity 7: 
RQ7

Interview /
Survey: Future

Work

Activity 8:
RQ7

Case Study:
Future Work

Activity 3: RQ1-3, RQ5

Group Interview Study:  [59, 60]

Activity 6:
RQ3, RQ5-7

Artifact Refinement: In
Progress

Activity 9: RQ7

Further Evaluation: Future Work

Activity 4:
RQ4-5, RQ7

NFR Scope Exploration,
clustering + Systematic

Mapping Study:  [58]

Activity 5:
RQ3, RQ5-7

Artifact
Design: 

 In Progress

Figure 1.1: Overview of the thesis. The activities with blue backgrounds
represent completed work, the green backgrounds represent work in progress,
and the red backgrounds represent future work.

1.2 Background and Related Work
This section provides terminology and background information on the basic
concepts, such as AI (Artificial Intelligence) and ML, RE, and NFRs used in
this thesis. This section also provides an overview of the related work that
pertains to the background information of this thesis.

1.2.1 Machine Learning (ML)
Machine learning (ML) is a sub-field of artificial intelligence (AI) that involves
the study of algorithms and statistical models that allow software and computer
systems to learn and make predictions or judgments based on data. By
recognizing patterns in the data they are trained on, machine learning (ML)
algorithms are developed to automatically improve over time [13]. Machine
learning (ML) has emerged as a paradigm-shifting technology in recent years
that is promoting innovation and growth in a number of industries, including
healthcare, finance, transportation, and entertainment. Machine learning has
been used to develop applications for personalized recommendations, fraud
detection, predictive maintenance, and image and speech recognition.

While the potential benefits of ML are significant, there are also significant
challenges associated with developing and deploying ML systems in different
aspects, especially in safety critical systems (e.g., autonomous vehicles, health
care). One key challenge is the need to ensure that these systems meet non-
functional requirements (NFRs), such as performance, safety, reliability, and
security. Though ML has the potential to transform many aspects of modern
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life, it is essential to ensure that these systems are developed following standard
guidelines, structures, and processes and meet certain quality aspects such as
performance, reliability, and security to ensure that they can be trusted and
relied upon in practice.

1.2.2 Requirements Engineering (RE)

Requirements are the particular qualities and capabilities that a software system
must have in order to meet the demands of its stakeholders [14]. Requirements
are crucial to the process of developing software because they serve as a guide
for the design, development, and testing of the software system. There are two
main types of requirements in software engineering:

• Functional Requirements: Functional requirements are specifications
of the particular functions or operations that the software system must
carry out. For instance, “The system must allow users to produce, modify,
and format text documents” might be a functional requirement for a word
processing program [15].

• Non-Functional Requirements: These are specifications that define a
software system’s qualities, characteristics, or constraints. Performance,
dependability, usability, and security are a few non-functional requirement
examples [7].

Understanding, defining, and comprehending different types of requirements
is very crucial, and important as a part of software engineering because it
guides and enables software developers to develop high-quality systems that
satisfy the stakeholders’ needs.

RE is the process for gathering, analyzing, documenting, validating, and
maintaining a system’s requirements [16]. In order to develop and test the
system, software engineers must identify the needs of the various stakeholders
and then translate those needs into precise and understandable requirements.
The following steps are usually involved in RE [17,18]:

• Elicitation: During this stage, the requirements engineer gathers infor-
mation from stakeholders about the system. This can be done through
interviews, surveys, seminars, workshops, or other techniques.

• Analysis: The requirements engineers examines the material they have
received to look for contradictions, ambiguities, and conflicts in the
requirements.

• Specification: The system’s functional and non-functional requirements
are listed in a formal specification document that the requirements engi-
neer writes. This document acts as a contract between the development
team and the stakeholders.

• Validation: The development team and stakeholders evaluate the require-
ments specification to make sure it appropriately reflects the demands of
the stakeholders.
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• Management: Changes in requirements are monitored and managed
to ensure they do not affect the overall project schedule or budget.
The requirements specification is managed throughout the development
process.

RE is a crucial part of software development process. Good RE process can
make sure the finished product is high-quality and fits the expectations of all
the stakeholders.

1.2.2.1 Non-functional Requirements (NFRs)

Non-functional requirement is an attribute or a constraint on a system, where
attributes are performance or quality requirements [8]. A software system’s
utility is usually determined by both its functionality and its non-functional
characteristics, such as performance, usability, flexibility, accuracy, and secu-
rity [19]. NFRs are considered essential for the success of the software, and
have been widely researched, but there is still a lack of standard guidelines for
eliciting, defining, documenting, and validating NFRs [8]. There is also debate
among the RE community about when NFRs should be considered in the RE
process [7]. Doerr et al. applied a systematic and experience-based method
for eliciting, documenting, and analyzing NFRs, with the aim of creating a
comprehensive set of traceable and measurable NFRs [20]. Sachdeva et al.
conducted a case study that proposed a new solution for addressing perfor-
mance and security NFRs in big data and cloud projects using Scrum. Their
results illustrate that the proposed approach effectively balances performance
and security needs, even when conflicts exist between them, within an agile
methodology [21]. However, the majority of research on NFRs has focused on
traditional software systems, with relatively little attention given to NFRs in
systems using ML.

1.2.3 RE for ML

RE provides a systematic approach to identify and manage requirements for ML
systems. By incorporating RE principles into the development process of ML
systems, practitioners can ensure that the ML system’s design, development,
and deployment meet the necessary user requirements and quality aspects,
which, in turn that can improve the overall performance and usability of the
system while minimizing the risk of failure.

The development and implementation of ML systems include many diverse
stakeholders, and RE can facilitate and simplify communication and collabo-
ration between them. This is particularly important in ML systems, as such
systems often involve complex interactions between multiple components and
stakeholders, including data scientists, software developers, and end-users. By
using RE techniques, stakeholders can collaborate to ensure that the system
meets the necessary quality requirements and satisfies the needs of all involved
parties.

However, there has been many approaches and research on using ML to
improve RE processes (e.g., model extraction [22,23], prioritization [24], and
categorization [25]), there has been relatively little research on RE for ML
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systems [11]. However, recently researchers are identifying and pointing out
challenges and issues in RE for AI-based systems.

Ahmad et al. performed a systematic literature review and investigated
current approaches in writing requirements for AI/ML systems [26]. They
analyzed the key tools and techniques used to specify and model requirements
for AI/ML and found several challenges and limitations of existing RE4AI
practices. The study results highlighted that present RE applications are
not adaptive to manage most AI/ML systems and emphasised the need to
provide new techniques and tools to support RE4AI. Vogelsang & Borg noted
that the development process for ML systems is more complex, with the need
to effectively use large quantities of data, and dependence on other quality
requirements (NFRs) [11]. Belani et al. highlighted, discussed, and addressed
issues for RE disciplines in constructing ML and AI-based complex systems.
They stated that one of the difficulties in developing ML-enabled software
is identifying NFRs throughout the software lifecycle, not just in the first
phases dealing with requirements. ML-based systems requires interventions
to SE processes on different aspects, such as versioning of the ML models,
datasets availability, and the whole system’s performance [27]. Villamizar et al.
conducted a systematic mapping study and proposes a catalogue of 45 concerns
to be considered when specifying ML systems, covering five different perspectives
they identified as relevant for such ML systems: objectives, user experience,
infrastructure, model, and data [28]. Pei et al. performed a literature review
and a step-by-step collaborative requirements analysis process to provide an
overview of the collaboration among the different roles in RE for ML systems.
Then they summarized the typical patterns for collaborations, and proposed
high-level guidelines for evaluation and selection of viable patterns [29].

Heyn et al. focus on challenges concerning AI context, defining data quality
attributes, testing, monitoring, reporting, and human factors [30]. Nagadivya et
al. explored ethical guidelines for the development of transparent and explain-
able AI systems, defined by various organizations, and found that transparency
and explainability relate to several quality requirements, such as fairness, trust-
worthiness, understandability, traceability, auditability, and privacy [31]. They
suggest a structured way for practitioners to define explainability as a NFR for
AI systems. Further research focuses on specific types of requirements for AI,
such as transparency (e.g., [32]) or legal requirements (e.g., [33]).

Along with the research discussed above, we focus on a wider view of NFRs
for ML in research and in industry, collecting an overview of NFR perception
from practitioners, and aim to address the challenges related to NFRs for ML
systems.

1.2.3.1 NFRs for ML Systems

Horkoff discussed the challenges of NFRs for ML, and research direction,
including how RE can be adjusted for solutions to address the challenges
related to NFRs for ML systems [34]. Kuwajima et al. illustrated that ML
models lack processes and methods in terms of requirements specification, design
specification, interpretability, and robustness [35]. The authors also compared
the conventional system quality standard SQuaRE with the characteristics of
ML models to identify quality models for ML systems, and the results revealed
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that the absence of requirements specification and robustness has the greatest
impact on quality models. Similarly, Gruber et al. stated that less research
has been done in ML context on modeling NFRs, and research tends to focus
on functional requirements more [36].

Vogelsang & Borg stated that RE practitioners need to understand ML
performance measures to state good functional requirements for ML systems [11].
They also emphasized that RE for ML should focus on requirements over
data along with requirements over the system. Khan et al. discussed the
importance of documenting NFRs for ML systems, reviewed the relationship
between RE and software architecture with respect to ML, and analyzed three
methods (SysML extensions for functional and non-functional requirements,
GORE-MLOps methodology, and methodology for specification, analysis, and
verification in autonomous systems (SAV)) for documenting and handling NFRs
for delivering quality software systems [37]. Recently NFRs are getting more
attention in research, and researchers are focusing more on specific NFRs,
such as bias and fairness in machine learning systems [38], transparency [39],
uncertainty [40], explainability [41], and safety [42]. Villamizar et al. identified
quality characteristics relevant to ML systems and NFR related challenges,
such as incomplete and fragmented understanding of NFRs for ML and lack
of validated RE techniques to manage RE [43]. Martinez et al. performed a
systematic mapping study and found that safety and dependability are the most
studied properties of AI-based systems [44]. Previous studies have discussed the
challenges and opportunities of addressing NFRs in ML system development.
However, there is research on NFRs, but limited research specifically on solutions
related to NFRs challenges and understanding the current practices and process
of defining, allocating, and measuring them among professionals. Gezici et
al. conducted a systematic literature review and provided a road map for
researchers for better understanding of quality challenges, attributes, and
practices in the context of software quality for AI-based software [45]. Ali et al.
conducted a systematic mapping study to understand, classify, and critically
evaluate existing quality models for AI systems, software, and components.
The authors found quality characteristics (e.g., privacy, accuracy, fairness) for
AI systems and software, but they did not find any quality characteristics and
models for AI software component [46].

1.3 Research Methodology

This Ph.D. research aims to investigate and develop solutions to manage
NFRs for ML systems. The research study follows design science research
(DSR) as the primary methodology to answer the research questions. DSR
is a methodology for designing, developing, and evaluating artifacts that are
intended to solve practical problems [47]. The steps of the DSR method we
followed are inspired by multiple guidelines [48–52]. In the problem space, we
aimed to identify the challenges and opportunities for NFRs and motivate the
research goal, performing an interview, a survey, and a part of a systematic
mapping study. We also performed a group interview study to explore RE
topics, practices, and challenges in ML systems in a particular domain—ML-
based autonomous systems. In the solution space, we aim to develop design
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artifacts and processes, perform a preliminary evaluation of the artifacts,
and demonstrate that the artifacts address the RE, specifically NFR-related,
challenges. In the validation/evaluation space, we aim to perform a rigorous
evaluation of the artifacts using interviews, surveys, and case studies. We will
refine the artifacts in an iterative process based on the evaluation. Fig. 1.1
presents the research methods we have used in our research work so far as part
of design science and a plan of the methods we will use in the future. The
research methods are described below in more detail.

1.3.1 Problem Space Exploration

Interview Study (RQ2-3, RQ5-6): We conducted an interview study with
10 participants working with ML and requirements engineering. A detailed
description of the research methodology can be found in Paper A. We asked:
What is the perception and current treatment of NFRs in ML in industry?
We refined this question into more detailed sub questions, such as: Which
ML-related NFRs are more or less important in an ML context, and over what
aspects of the system are those NFRs defined and measured in industry? How
are NFRs for ML currently measured, and NFRs and their measurements
captured, in practice? Finally, what NFR and NFR measurement related
challenges are perceived?

In the interview study, the sample selection was a combination of conve-
nience, purposive, and snowball sampling. The data was collected through
semi-structured interviews, which included predetermined open-ended questions
and follow-up questions to gather detailed information. We interviewed 10 engi-
neers and researchers who have experience working with ML in different sectors
of the ML industry. Based on the interviewees’ demographic information, we
believe that the selected interviewees are representative of the practitioners
who work in the data science and ML field, including their knowledge of NFRs.
With the interviewees’ consent, we recorded each interview session, and for
analysis, all interviews were transcribed and anonymized. The collected data
was qualitative in nature, and we used thematic analysis and coding for data
analysis that is inspired by [53,54]. The coding process involved starting with
high-level codes aligned with our research questions, and refining and modifying
them as we analyzed the transcripts.
Survey (RQ2-3, RQ5-6): To validate and expand upon the findings from the
interview study, we chose to conduct a survey. Paper B discusses the survey
study in detail. Our objectives for this survey matched the interview study,
but in addition, we asked: Is there a difference of perspective for participants
working in different contexts: industry, academia or both?

The survey participants were selected from a mixture of purposive and
convenience sampling, including practitioners in both academic and industrial
fields with experience in ML and requirements engineering. We used email
to distribute the online survey to our contacts. Also, we shared links to the
survey along with its descriptions in various groups on Facebook, Twitter, and
LinkedIn. From September 22, 2021, to April 7, 2022, the survey URL was
open. In total, 42 individuals responded to at least part of the survey, with
30 responses analyzed based on the demographic information provided and
completion of the questions. The survey was designed with semi-structured
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questions to allow participants to express their opinions freely while collecting
in-depth information.

The survey questions are divided into three categories, and we collected
demographic information along with the experience of participants in ML and
non-functional requirements in the first set of questions. In the second set
of questions, we collected participants’ general impressions of NFRs, if the
participants think NFRs play an important role in ensuring the quality of ML
systems, the degree of importance of each NFR, and the scope on which part of
the ML systems NFRs should be defined and measured. We provided a list of
important NFRs (25 NFRs) identified as important in interview study and their
general definition of each NFR to help respondents answer the questions. In the
third set of questions, we collected information on NFR challenges, including
whether respondents agreed that these challenges could affect development of
ML systems. The respondents did not have to respond to every question, and
were also given the space to write qualitative comments for most questions. We
conducted a test survey with one Ph.D. student, one postdoctoral researcher,
and one associate professor to improve the reliability, validity, and quality of
the survey questionnaires. Most of the data collected was quantitative and
analyzed using descriptive statistics, while qualitative data was also collected
through comments made by a few participants.
Group Interview Study (RQ1-3, RQ5): In a further study, we focused on
examining NFRs and RE in ML in a particular domain, autonomous perception
systems. Paper D and Paper E describe the group interview study in
detail. We explore and examine the RE related topics and challenges faced by
practitioners in the development process of ML-based autonomous perception
systems, which are part of driving automation systems (DAS). These challenges
include NFR-related challenges. To explore these questions, we conducted an
interview study with 19 participants from five automotive companies.

In order to maintain the flexibility to add follow-up questions, we employed
semi-structured group interviews with a series of preset open-ended questions.
The interviews took between 1 hour 30 minutes and two hours to complete, and
we used Microsoft Teams to conduct the interviews between December 2021
and April 2022. With all participants’ consent, we recorded every interview
session. After transcribing, we anonymized the recordings for analysis. At
least three researchers were present in each interview session, with the same
two researchers participating in all the sessions. We used thematic analysis to
analyze the qualitative data collected inspired by [53, 55]. We used a mixed
form of coding, where we started with a number of high-level deductive codes,
then started inductive codes while going through transcripts. At least three of
the researchers coded each of the transcribed interviews. In a second round, a
new group of at least two researchers reviewed the interview transcripts and
verified the codes.
Preliminary Systematic Mapping Study (RQ4-5, RQ7): We performed
an exploratory study to establish an initial scoping of the academic treatment
of specific NFRs, and an initial estimation of the level of research performed on
specific NFRs. We performed a preliminary systematic mapping of the selected
NFRs for ML systems. We utilized Scopus, a comprehensive meta-database
that includes research from peer-reviewed journals and conferences from various
publishers such as IEEE, ACM, and Elsevier. We developed search strings for
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the database search by identifying relevant terms and synonyms from related
literature and our discussions. We split the major terms into more specific
terms and concatenated them to form the search strings. Paper C describes
the partial systematic mapping study in detail.

To estimate the number of relevant publications for each selected NFR, we
screened the titles and abstracts of a sample of 50 papers. Three researchers
evaluated the relevance of each paper based on established inclusion and
exclusion criteria. Discrepancies were resolved through our discussion, using
the inclusion and exclusion criteria to form a final list. The final estimation
was calculated by multiplying the total number of identified publications by
the percentage of the relevant sample.

1.3.2 Artifact Design

Initial Scoping and Clustering (RQ5): Using the result from the mapping
study (Paper C), the interview (Paper A), and survey (Paper B) studies, we
aske whether ML system NFRs be grouped into clusters based on shared
features, and what scopes (e.g., data, model, system) NFRs can be defined
over in an ML system.

We selected important NFRs for ML from the interview study, and defined
these NFRs based on our previous experience and a review of literature from
research papers, websites, blogs, and forums. To categorize these NFRs into
manageable clusters, we employed a group discussion approach to group NFRs
that shared similar meanings or purposes.

To identify the scope of NFRs for ML systems, we identified the key elements
of a ML system. We then utilized our prior definitions and experience, along
with the titles and abstracts of relevant studies to determine the applicability
of each NFR to these system elements.
Artifact Framework Design (RQ3, RQ5-7): We are working on the
development of a quality framework to specify, allocate, measure, and manage
NFRs for ML systems. The proposed quality framework consists of four steps.
The first step of the framework includes the identification and definition of
important NFRs for ML systems and the clustering of the important NFRs
based on shared characteristics. The second step includes the determination
of the scope and potential trade-offs among NFRs. The third step includes
the development of an NFR measurement catalogue. Finally, the user fills
out a template to specify NFRs for the ML system. In the quality framework
development process, we are taking the results and recommendations of our
previous studies into account. Then, we will adjust the framework based on
the recommendations of the interview and survey participants.

1.3.3 Evaluation of the Proposed Solutions

Interview, Survey, Case Study (RQ7): We will evaluate the artifacts and
solutions to manage NFRs for ML using different empirical research methods
such as interviews, surveys, and case studies. The evaluation process and
refinements of our developed artifacts will be done in an iterative process. We
will conduct a semi-structured interview study with the participants working
with NFRs and ML to collect qualitative data that contains the perceptions
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of the domain experts about the artifacts and solutions. Then we will refine
our artifacts and solutions based on the interview participants’ opinions. Then
we will conduct a broader survey to validate the results of the interview data
and gain further insights into the artifacts and solutions. Furthermore, we
will conduct case studies in the ML industry to evaluate the impacts of our
artifacts and solutions for managing NFRs for ML in practice.

1.4 Results

In this section, we present the results and answer the research questions based
on the research conducted to date. Detailed results can be found in our
published research articles: Paper A [56], Paper B [57], Paper C [58], Paper
D [59], and Paper E [60].

RQ1: What are the general RE topics and challenges for ML systems?
In ML systems, RE involves identifying the problem domain, specifying

the system’s functional and non-functional requirements, and validating these
requirements throughout the development life-cycle. We chose autonomous
perception system as a representative of such ML systems in our study, as ML is
an integral part of autonomous perception systems. In the group interview study,
practitioners encounter RE-related challenges when developing autonomous
perception systems, such as challenges in defining requirements upfront. They
often depend on scenarios and operational design domains (ODDs) as RE
artifacts. RE related challenges for autonomous perception systems include
detection and exit detection of ODD, the specification of plausible scenarios and
edge cases, decomposition of requirements, traceability, quantification of quality
requirements, and the creation of specifications for data and annotations.

Practitioners also identified important NFRs specific to autonomous percep-
tion systems, such as system level, mentioned performance, comfort, integrity,
trust, reliability, robustness, and explainability are the most important NFRs.
At the function level, the interviewees mentioned performance, accuracy, and
suitability. They also discussed quality trade-offs, such as safety vs. cost,
accuracy vs. usability, and cost vs. comfort.

Moreover, large annotated datasets are required for the development of such
ML systems, specifically for the training and validation of the ML components.
Therefore, maintaining data quality is very important to ensure the overall
quality of the autonomous perception systems. Data requirements can also
entail specific data quality aspects or data related NFRs. Interestingly, the most
important data quality aspects mentioned by the interviewees do not describe
physical properties of data, such as pixel density, contrast, resolution, bright-
ness, etc., but instead focus on the represented information in the data. The
important data quality mentioned by practitioners are bias, data correctness,
data reusability, and data maintainability. On the other hand, collaborations
between Original Equipment Manufacturers (OEMs) and their suppliers of
software components, data, and annotations are hampered by the widespread
challenges in defining data and annotation requirements. The lack of common
metrics defining data variance as a way of conveying data quality, the lack
of process guidelines, and nontransparent data selection as part of the data
gathering process, have a negative impact on the ability to specify data needs.
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The most critical challenges we found are inconsistent manual annotations and
missing specifications and guidelines for the annotation processes. Although
the focus of this work has been on perception systems, we believe that many
of the RE practices and challenges found would apply more generally to other
domains reliant on ML. Detailed results regarding these topics are discussed in
PaperD and in Paper E.

RQ2: What are the current perceived NFR and NFR-measurement-related
challenges for ML systems?

Through the interview study, we gained an understanding of the perceptions
and challenges related to NFRs in an ML systems context, described in detail
in Paper A. Several NFRs were identified as particularly challenging (safety,
transparency, accuracy, consistency, privacy, completeness), but additional
challenges included uncertainty, dependence on domains, and a lack of knowl-
edge of NFRs and regulations. NFR-related challenges for ML systems are
presented in Fig. 1.2, where leaf-level challenges include interviewee counts (c)
and frequencies (f).

NFR Challenges

Challenging
NFRs

Uncertainty

Domain
Dependence

Awareness

Regulations
C:1 f:1

Dependency Among
Requirements

C:1 f:1

Safety
-Not fully safe C:2 f:2
-Difficult to
guarantee C:2 f:2

Transparency
-Can't rely blindly  on
NFR behavior C:1 f:1
-Explainability of decision
support system C:1 f:1

Consistency
C:1 f:1

Accuracy
-False Negative
(accuracy). C:1 f:1

Privacy
-Data
privacy C:1 f:1

Completeness
-Difficult to
guarantee C:1 f:1

Overfitting
C:1 f:1

Performance
C:1 f:1

Usability
-Difficult of
guarantee C:2 f:2

- Depends on Operational  Design Domain C:1 f:2
- Domain-specific bias in NFR definition  C:1 f:1
- Domain Dependency C:1 f:1

- Difficult to guarantee  C:1 f:6 - Integrity of the solution  C:1 f:1 - Lack of Tangible  Requirements  C:1 f:1

-Lack of Documentation of NFRs
(implicit) C:1 f:1

- Customers' don't have
NFR expectations c:1 f:1

- Clients unaware of NFRs C:3 f:4
Training
-NFR skills needed C:1 f:1
-Lack of experience with NFRs C:5 f:6

Figure 1.2: NFR-Related Challenges with ML Systems.

We also found many challenges regarding measurement of NFRs in ML
systems, including a lack of knowledge, complexity, costly testing and finding
data. Fig. 1.3 summarizes NFR measurement-related challenges experienced by
the interviewees, where leaf-level challenges include interviewee counts (c) and
frequencies (f). Although many challenges could apply to both NFR challenges
and NFR measurement challenges, e.g., domain dependence, here the challenges
specifically arise while measuring the NFRs.

We also received insights regarding NFR and NFR measurement-related
challenges from the survey participants, described in detail in Paper B. For the
derived NFR and NFR measurement-related challenges from the interviews, we
asked survey participants for their opinion on the challenge listed, and the result
is presented in Fig. 1.4. Sixteen participants (62%) agreed that lack of awareness
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NFR Measurement Related Challenges

Baseline Complex
 Ecosystem

Lack Precise
Practices

- Lack of knowledge of
measurements C:1 f:1

Documentation
- Measurements not well
documented C:2 f:2

- Lack of strict measurement
system  C:1 f:1
- Way behind in measuring in the
case of NFRs C:1 f:1
-Lack of effective method of
measurement
C:2 f:2

- Different systems
come into play  C:1 f:1-Missing

measurement
baseline C:1 f:1

Domain
 DependenceData QuaityLack of

Knowledge
Problematic

ResultsTesting

- Depends on domain
C:2 f:2

- Statistical bias. C:1 f:1

- Rigorous testing is
expensive. C:1 f:1
- Rigorous testing is not
possible. C:1 f:1

Safety
- Lack of plausible input  C:1 f:1 
- Over fitting of training data makes
measurements invalid C:1 f:1

Figure 1.3: NFR Measurement-Related Challenges

among engineers is a challenge, while four (15%) disagreed. Lack of awareness
among customers about NFRs is also a challenge—20 participants agreed
(77%), while two disagreed (8%). Similarly, we could confirm challenges found
in the interviews related to uncertainty of defining and measuring NFRs for
ML systems, domain dependency of NFRs for ML systems, and implementing
rigorous testing of NFRs for ML systems. Most of the participants agreed on
these statements, while very few disagreed. Specific challenges may not emerge
in all projects. However, 76% of survey respondents have encountered at least
one of these challenges in their ML projects.

1 3 5 7 9 11 13 15 17 19 21 23 25 27

Domain dependency of NFRs for ML-enabled systems is a
challenge.

Missing measurement baselines is a challenge for measuring
NFRs for ML-enabled systems.

Implementing rigorous testing is a challenge for testing NFRs
for ML-enabled systems.

Lack of awareness among customers about NFRs for ML-
enabled systems is a challenge.

Uncertainty is a challenge for identifying, defining and
measuring NFRs for ML-enabled software.

Lack of awareness among engineers about NFRs for ML-
enabled systems is a challenge.

Strongly agree Agree Neither agree nor disagree Disagree Strongly disagree

Figure 1.4: Opinions of survey participants on specific NFR and NFR-
measurements related challenges.

RQ3: Which NFRs are more or less important for ML systems than they are
for traditional systems?

We identified important and less important NFRs for ML systems in the
interview study described in Paper A. According to the interviewees, most
NFRs as defined for traditional software are still relevant and important in an
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ML context, while only a few become less prominent. Important NFRs according
to our interviews include fairness, flexibility, usability, accuracy, efficiency,
correctness, reliability, and testability. Fig. 1.5 illustrates the important and
less important NFRs for ML systems. It is also important to note that there
was a disagreement among the interviewees on which NFRs are less important.
A few NFRs mentioned by some interviewees as less important are identified
as important NFRs by other interviewees (colored yellow in Fig. 1.5).

NFRs

Product 
Operation

Product 
Transition

Product 
Revision

Importnt NFRS

Less Importnt 
NFRS

Fault Tolerance
c:1 f:1

Bias
c:3 f:6

Security
c:2 f:3

Ethics
c:1 f:2

Flexibility
c:4 f:6

Performance
c:2 f:4

Integrity
c:2 f:3

Privacy
c:2 f:4

Completeness
c:1 f:1

Usabilty
c:5 f:10

Transparency
c:2 f:5

Flexibility
c:4 f:6

Retrainability
c:1 f:2

Maintainability
c:4 f:4

Testability
c:5 f:6

Scalability
c:1 f:2

Reusability
c:3 f:3

Reproducibility
c:2 f:5

Portability
c:3 f:4

Efficiency
c:4 f:6

Testability
c:5 f:6

Revision
c:1 f:1

Portability
c:3 f:4

Transition
c:1 f:1

Domain Adaptation
c: 1 f:1

Repeatability
c:2 f:5

Reusability
c:3 f:3

Usability
c:5 f:10

Data Access
c:1 f:2

Data Issues
c:1 f:1

Complexity
c:1 f:1

Traceability
c:1 f:3

Complexity
c:1 f:1

Fairness
c:2 f:6

Interoperability
c:2 f:2

Adaptability
c:1 f:1

Accuracy/Corectness
c:8 f:18

Justifiability
c:1 f:2

Reliability
c:5 f:9

Efficiency
c:4 f:6

Explainability
c:4 f:8

Interpretability
c:1 f:1

Trust
c:1 f:1

Consistency
c:1 f:1

Safety
c:3 f:9

Figure 1.5: Important and Less Important NFRs for ML. c: counts of the
number of the interviewees whose interview included, f: count of occurrences
of the code across all transcripts, Yellow background: NFRs mentioned by
some interviewees as important are identified as less important NFRs by other
interviewees.

In the survey study described in Paper B, participates strongly agreed that
NFRs play an important role in ensuring the quality of ML systems, and there
is difference how NFRs are defined and measured between traditional systems
and ML systems. Participants from a blended context (both academia and
industry) placed a higher importance on fairness, transparency, explainability,
justifiability, and privacy than other groups. They also placed the highest
average importance on NFRs, but had the largest variance as well. They
placed a lower emphasis on fault tolerance, portability, and simplicity. We also
compared results for those with a more industrial or academic background.
For example, accuracy, completeness, integrity, and reliability are the most
important NFRs for ML to the academic participants, on the other hand,
reliability, accuracy, integrity, and justifiability are the most important NFRs
from the industrial participants’ perspective.
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RQ4: Which NFRs for ML systems have received the most—or least—attention
in existing research literature?

We conducted a literature search of the Scopus database to estimate the
number of relevant publications on each of the selected NFRs for ML. The
number of identified publications is presented the second column of Table 1.1.
We found that performance, accuracy, efficiency, security, complexity, privacy,
and safety received the most attention in research. In contrast, retrainability,
justifiability, testability, repeatability, traceability, and maintainability got the
least number of publications. The detailed result is described in Paper C. The
number of papers for accuracy is very high since researchers and practitioners
are particularly interested in prediction accuracy. We also found more papers
for usability than we expected, even when excluding papers using usability as
a synonym for applicability, and find it encouraging that research is focusing
on human-oriented aspects. Even while practitioners in the interview study
(Paper A) noted retrainability as important NFR for ML systems, we were
surprised that no literature was found for retrainability.

Table 1.1: NFRs with number of search results, number of relevant publications,
kappa values (agreement on sample), and final paper volume estimation for
select NFRs. We only examined a second sample in cases where we wanted to
see if agreement would improve.

NFR Search Relevant Kappa Relevant Kappa Est.
Results (1) (1) (2) (2) Pubs.

Performance 114853
Accuracy 92669
Efficiency 22247
Security 19142
Complexity 16997
Privacy 6388
Safety 5848
Reliability 5620
Bias 4118
Scalability 3595
Consistency 2936
Flexibility 2764 23 (46%) 0.54 1271
Interpretability 2418
Trust 1965
Reproducibility 1796
Domain Adapt. 1732 47 (94%) 0.63 1628
Usability 1270 21 (42%) 0.50 29 (58%) 0.44 635
Adaptability 1177 34 (68%) 0.50 800
Fairness 1089 45 (90%) 0.41 980
Correctness 1045 16 (32%) 0.53 334
Integrity 1015
Transparency 851 44 (88%) 0.70 749
Explainability 706 44 (88%) 0.22 621
Fault Tolerance 553 26 (52%) 0.68 288
Interoperability 532 9 (18%) 0.45 96
Completeness 372 23 (46%) 0.40 25 (50%) 0.58 179
Portability 346 21 (42%) 0.45 145
Ethics 331 31 (62%) -0.03 205
Reusability 321 24 (48%) 0.55 154
Maintainability 277 6 (12%) 0.30 9 (18%) 0.72 42
Traceability 214 4 (8%) 0.61 6 (12%) 0.61 21
Repeatability 171 17 (34%) 0.44 58
Testability 77 4 (8%) 0.54 2 (4%) 1.00 5
Justifiability 3 0 (0%) 1.00 0
Retrainability 0 0
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RQ5: Over what aspects of an ML system are NFRs defined and measured?
The interview study (Paper A) result shows that the NFRs for ML are

mostly defined over the ML model or the system as a whole. However, we see
some disagreement here, and we note that this question was not so easy to
answer for many participants. We see even more disagreement on the scope of
measurement than on the scope of NFR definition, with still a slight focus on
measuring over the model rather than the data or whole system.

From the survey study (Paper B), we found that most practitioners (72%)
focused on defining NFRs over the whole system. While Many interviewees,
and some survey (17%) respondents and also define NFRs on models, a few
practitioners (11%) have explicitly considered NFRs for ML-related data.
Almost all respondents (93%) agreed that NFR measurements for ML systems
are dependent on the context, while one participant added that measurement
for NFRs in ML is dependent on the domain. For the statement, “NFR
measurements for ML-enabled systems can be dependent on another NFR
defined for the other parts of same system, the whole system, the ML model,
or the data”, we received 26 responses, among them (85%) participants agreed
with the statement , while one disagreed (4%) and three gave neutral responses
(12%).

In Paper C, we also performed an exploratory scoping of selected NFRs in
terms of which elements of the system they can be defined and measured over
(e.g., training data, ML algorithm, ML model, or results). To illustrate our
determinations, we select a number of examples. For example, NFR usability
can be defined over the ML algorithm, the ML model, the results, and the whole
system; but may not be applicable over the training data. If we take the simple
definition of usability from Paper C, “how effectively users can learn and use a
system”, this definition makes sense over the whole system. We can also define
this NFR over specific ML elements. The usability of an ML algorithm is how
effectively users can learn and use an algorithm to train an ML model as part
of a system. The usability of an ML model is how effectively users learn to use
an ML model at run-time in order to get results. The usability of ML results is
how effectively users can understand and apply ML results for some practical
purpose. However, we struggle to create a definition for the usability of the
training data. Does a user learn data? Although a user uses data, is some data
more usable than others, or is that more a matter of data quality and data
appropriateness?

RQ6: How are NFRs for ML systems currently measured, and how are the
measurements captured in practice?

In the interview study as described in Paper A, all interviewees stated
they measure or need to measure NFRs over ML-enabled software, but the
measuring technique varies depending on the functionalities of the software. For
example, NFRs can be measured based on response time, statistical analysis,
different performance metrics, or user feedback. Measurement can be done
by machine and human judgment combined, along with statistical analysis
(e.g., precision, recall, f1 score). According to the interviewees, many NFRs,
such as explainability, fairness, robustness are difficult to measure, as they
are not quantifiable. We asked the interviewees how NFR measurements for
ML-enabled systems were captured, e.g., in a tool, or via some documentation.
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Interviewees were able to name some methods and tools to capture NFR
measurements (e.g., checklists, custom code, traceability), but answers varied,
and participants often found this question difficult to answer.

RQ7: Are there possible solutions that can be created to identify and manage
NFRs for ML systems?

Currently, we are working on developing solutions for managing NFRs for
ML systems. We are developing a quality framework for scoping, allocating,
measuring and specifying NFRs for ML systems, presented in Fig. 1.6. The
framework consists of four steps. As a first step, practitioners need to identify
the important NFRs for ML systems, develop an NFR definition catalogue,
and create clusters of important NFRs based on shared characteristics. We will
provide a starting list of important NFRs and seed definitions for practitioners
to build upon and adapt, an initial version is available in Paper C. In Paper
C, we also clarified the scope of the NFRs for ML systems found in previous
studies by dividing them into clusters based on shared attributes and their
definitions. For example, the NFRs related to functional correctness (e.g.,
accuracy, consistency, correctness) of ML systems are grouped together, the
NFRs related to ethical aspects (e.g., bias, fairness) are grouped together.
The second step is to define NFR scope and identify NFR trade-offs, where
practitioners need to identify in which part of the system NFRs should be
defined (e.g., training data, ML algorithm, ML model), and what are the trade-
offs among different NFRs (e.g., safety vs. performance). Thirdly, practitioners
need to create a measurement catalogue for the important NFRs for their
systems, where they need to specify the techniques to measure specific NFRs.
As with the definition catalogue, we will provide an initial catalogue of important
NFRs and commonly associated measures as a starting point for practitioners.
This can then be extended and adapted as needed for each domain. Finally,
practitioners need to fill out a prescribed requirements template. More details
such as example definitions, trade-offs and measurements, will be provided as
the framework is gradually developed. The initial version of this framework
is general, across all NFRs and domains. We believe that of our findings and
recommendations can be generally applied. However, as part of our evaluation,
if we find NFR-specific or domain-specific needs, we may pivot to focus the
framework more narrowly on specific NFRs or domains.

Task 1
Identify

important
NFRs

Task 2
Create NFR
definition
catalogue

Task 6
NFR

measurement
catalogueTask3

Create NFR clusters based
on shared characteristics

Task 4
Define NFR

scope

Task 5
Identify NFR

trade-offs

Step 1: Identify important
NFRs, NFRs definition

Catalogue, and NFR Clusters

Step 2: Define NFR scope and
NFR trade-offs

Step 3: Create
NFR

measurement
catalogue

Task 7

NFR template

Step 4: Fill out
NFR template

Figure 1.6: Quality framework for managing NFRs in ML systems development.
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1.5 Threats to Validity

Construct Validity: In the work presented in Paper A and Paper B, in
terms of construct validity, some of our interviewees asked for examples of NFRs
because they were not familiar with either the concept or terminology of NFRs.
One potential explanation for this is that the interviewees are representative of
the data science and ML field, and may not have formal software engineering
expertise. As a result, they might not be familiar with specific terms or
concepts in software engineering. To exemplify NFRs, we showed a version of
McCall’s software quality hierarchy [61]. We could have used other available
NFR hierarchies, as there are many. However, this example was used because
of its prominence in RE literature.

The questions concerning how NFR measurements were captured were
difficult for the interviewees to understand. Therefore, they might have inter-
pret and understood each NFR differently. In retrospect, this question could
have been more clearly written. Still, we believe the results collected were
interesting. In addition, we see that a number of survey respondents (Paper B)
had experience with RE and NFRs of less than a year, so some questions may
have been confusing to them because they were unfamiliar with the terminology.
To reduce this threat, as part of each question, we included short definitions
of terms. In the survey introduction, we also provided a description of survey
context and definitions of terms.

External Validity: In interview and survey study presented in Paper A and
Paper B, despite the fact that our participants were from various nations, a large
number of participants were from the Nordic region. However, although our
participants come from different parts of the world, we still had a large number
of respondents from the Nordic countries. However, we found participants from
a wide range of product domains, and we believe that the Nordic countries
have a strong and international AI-oriented industry. Thus, our participants
are fairly representative of the software development industry as a whole.

In Paper C, We have only used Scopus, which may mean we might miss
relevant papers in other databases. However, Scopus is a meta-database that
is rich in content on computer science research from multiple publishers. We
searched papers in Scopus up to September 2021, and there may be newer
papers that are missed.

In the studies described in Paper A, Paper B, Paper D, and Paper
E, we used a combination of purposive and snowball sampling. As our study
needed a certain set of expertise to answer the research questions, we could not
conduct random sampling. Still, due to the size of the study, with participants
covering a wide variety of roles with varying experience levels, covering differing
company roles and sizes in the perception system ecosystem, we believe our
participants are fairly representative of the software development industry as a
whole.

Though our study results in Paper D and Paper E are limited to au-
tonomous perception systems in DAS, we argue that some findings can apply
to other safety-critical or perception systems. This applicability should be
explored in future studies.
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Internal Validity: In Paper A, Paper B, Paper D, and Paper E, we
applied thematic coding that may suffer from internal validity threats. Although
qualitative coding always comes with some bias, we mitigated this threat by
following established literature [55], performing independent coding over half
the interviews and comparing results, finding sufficient agreement for Paper
A; coding in multiple rounds, using inductive and deductive codes, and having
multiple authors participate in each round of coding, with in-depth discussion
on code meanings and assignments for Paper D and Paper E.

In Paper A, Paper B, Paper D, and Paper E, we did a pilot interview
and conducted an internal peer review of the interview guide to improve the
guide and procedure. All interview participants received an email from us
outlining the details and aim of the interview study. We can consider whether
our interview findings were close to reaching saturation. We found towards the
end of our analysis that the codes were generally converging to a stable set but
did not reveal any new results. Thus, we believe further interviews could help
to enrich our findings, but would not produce significant additions.

In Paper A and Paper B, our sampling technique for the interview and
survey study found a number of participants who straddle the boundaries
between industry and academia. This may be a result of our circle of contacts,
and reflective of the practitioners interested in responding to the studies.
However, we also believe that those who are interested in the topics covered
in this paper are often mid- to upper-level management, and often have a
strong academic or research-oriented background. Another threat could that
the length of the survey (Paper B) demotivated people to participate. However,
we sent the survey questionnaire to three other researchers to test whether they
understood the questions before widely distributing the survey. We changed the
wording and reduced the number of questions according to their suggestions.

In Paper C, there is potential bias in determining paper inclusion, and we
defined shared inclusion criteria, each of the authors examined each title and
abstract separately, and we made a collective decision in cases of disagreement
to mitigate this risk, . The clusters we created in Paper C may be subjective
to our experiences and opinions. NFRs could be arranged differently, but we
believe our clusters provide a suitable foundation for organizing and guiding
future research. Our evaluation of the NFR definition’s scope may also be
subjective. We made these judgements in agreement between all authors,
discussing difficult cases. We have tried to justify our selection for a sample of
NFRs. Future work will adjust our scoping decisions when more evidence or
examples are found.

Conclusion Validity: In Paper A, answers can be biased in favor of a certain
NFR hierarchy when that hierarchy is shown. However, the differences between
hierarchies are not extensive.

In Paper B, participants in the survey who lack familiarity with NFRs, RE,
or NFRs pose the risk of giving uninformative answers. As a result, we gathered
information on the survey respondents’ demographics and their knowledge with
NFRs. One participant who did not provide demographic information and who
had no prior experience or acquaintance with ML, RE, or NFRs, his or her
data eliminated.

The number of responses for both the survey and interviews may affect
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the reliability of our conclusions. However, given that our target demographic
consists of in-demand personnel with knowledge in multiple areas (AI, SE), we
feel that our number of participants is sufficient to draw conclusions that can
be evaluated and refined in further work.

1.6 Research Plan and Anticipated Challenges

Our future work will start with demonstrating our developed artifact – the
quality framework – in practice, and gathering early feedback using interview
and/or survey with the practitioners working with RE and ML. Based on the
input from the domain experts, we will refine our proposed quality framework
and perform a further evaluation. We also plan to develop a rigorous NFRs
definition catalogue and NFRs measurement catalogue specific to ML systems
as a part of the framework that will pose features such as NFR measurement
techniques, tools, measurement baseline, measurement capturing techniques,
measurement challenges, and so on.

In terms of anticipated challenges, it may not be easy to measure the
impact of our developed solutions in practice. We think it will be challenging
to measure the evaluation of the solutions, and finding experts in both RE and
ML for the interview and survey purpose could be challenging, according to
our previous interview and survey experience. Finding industrial partners for
conducting case studies to demonstrate and evaluate our solutions to manage
NFRs for ML could be challenging and time-consuming. Furthermore, the
fragility of the framework and ensuring the generalizability of our proposed
solutions for all ML systems in different contexts could be challenging.

1.7 Summary of Contributions

In the interview study (Paper A), we identified important NFRs for ML
systems. Our results open an opportunity for further research to be done
on those NFRs with a newly increased focus in an ML context, e.g., fairness,
explainability/transparency, bias, justifiability, and testability. This includes
definitions, new taxonomies, measurements, and methods. Such work has
already begun for some NFRs (e.g., [62] for fairness, [32] for transparency),
but it is often approached from a general SE rather than an RE perspective.
The list of NFR-related challenges for ML systems can guide researchers in
performing further research on mitigating those challenges. We also found
further measurement-related challenges. From an RE perspective, researchers
can apply methods to understand complex ML ecosystems, define and refine
NFRs, or make trade-offs between NFRs (e.g., security vs. usability). From
an industrial perspective, our findings provide a view of current practice and
challenges related to NFRs for ML that is useful for practitioners to see the
sorts of questions and challenges that others are facing and to understand that
many of their current challenges are not unique.

Findings from Paper A and Paper B are useful for researchers and
industry practitioners to increase their awareness about NFRs in an increasingly
important ML context. Our results also provide initial findings on the relative
importance of NFRs for ML systems. We advocate the idea of NFR scope,
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which can help practitioners to understand the applicability and meaning of
different NFRs over different system parts. For practitioners, it is also useful
to see the questions and challenges that other practitioners are facing and to
gain an indication of what they may expect to see in future projects.

In Paper C, the clusters of NFRs based on similar attributes and meanings
of NFRs, and one cluster of NFRs that does not share similar properties
will help researchers identify focus areas for their future research—e.g., as a
scoping for systematic review studies. These clusters will also help practitioners
understand the similarity of NFRs and provide them with a direction on which
NFRs they need to consider while developing ML systems. We also defined
NFRs over different granular levels of the ML systems (e.g., ML model, data,
results) based on the meaning and purpose of those NFRs. This can help
practitioners understand over which part of the ML system a particular NFR
can be considered while developing ML systems.

In Paper D, we have identified RE-related topics and sub-topics for ML-
based autonomous perception systems. Although perception systems have been
the primary focus of this work, many of the RE practices and issues would be
more broadly applicable to other areas that rely on ML. For example, challenges
with upfront and complete specifications would hold due to the uncertainty
of ML. Our findings indicate that practitioners have difficulty breaking down
specifications for the ML components. In practice, individuals report that
they use scenarios, operational design domains (ODDs), and simulations as
part of RE. Practitioners experience RE challenges related to uncertainty,
ODD detection, realistic scenarios, edge case specification, traceability, creating
specifications for data and annotations, and quantifying quality requirements.
We also collected quality requirements (NFRs) at different system levels; at
the function level, the interviewees mentioned performance, accuracy, and
suitability. We also identified quality trade-offs, such as safety vs. cost,
accuracy vs. usability, and cost vs. comfort. By summarizing the views and
challenges of different experts on RE for ML-enabled perception systems, our
results are valuable for practitioners working to advance this area. Additionally,
our findings contribute to improving RE knowledge more broadly in other
domains reliant on ML. Finally, the results of this study suggest future research
directions in RE and ML to mitigate the challenges practitioners are facing.

In Paper E, we have identified challenges that impact the ability to specify
and annotate data. The inability to coherently measure data variation, unclear
data collection processes, and the need for iterative development methodologies
for data selection are examples of challenges that compromise the ability
to specify data effectively and to maintain data quality for data-dependent
software products in an automotive application. An unclear definition of
annotation quality, a misleading focus on preciseness and quantity instead of
consistency, and a lack of transparency in the annotation processes are examples
of impediments that hinder proper annotation specifications. Furthermore, the
study investigates current practices in the business environment and ecosystems
deployed in the automotive industry, especially concerning a new trend towards
emphasizing joint development projects over the traditional OEM supplier
relationship in data-intensive developments. We concluded this study by
providing a number of recommendations based on our observations. The results
of our study suggest a number of further research topics: The problem of
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defining clear metrics for data quality aspects and annotation aspects and how
partners can agree on proper metrics is not solved.

1.8 Conclusion
Our research project focuses on handling the challenges related to NFRs and
manage NFRs in ML systems development process. We aim at developing
a framework and solutions to manage NFRs for ML systems by identifying
important and critical NFRs, understanding NFR and ML-related challenges,
identifying and defining NFR measurement techniques, and developing a struc-
tured process for defining and measuring NFRs in ML systems. Our research
project is based on design science as a research method. In Paper A, we
have conducted an interview study and, in Paper B, a survey that identified
important NFRs and NFR and NFR measurement-related challenges for ML
systems. We also conducted an exploratory study and part of a systematic
mapping study in Paper C, where we clustered important NFRs based on
shared characteristics, identified the initial scope of defining and measuring
NFRS for ML, and identified important NFRs for ML which are less explored
in research. In Paper D and Paper E, we performed a group interview
study and identified RE practices and challenges in ML-enabled autonomous
perception systems. We are currently working on the development of a quality
framework to manage NFRs in the ML systems development process, with
future work focused on developing solutions to address the challenges regarding
NFRs for ML and evaluating those solutions.
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