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Abstract

Metal nanoparticles are an emerging platform for energy applications such as photo-
voltaics, solar-to-fuel conversion and photocatalysis. Nanoparticles confine the oscillat-
ing electromagnetic field of visible light to very small volumes,which allows for efficient
absorption and scattering of light in the solar spectral range.

The first part of this thesis concerns the formation of so-called hot carriers, which are
highly energetic charge carriers that can be generated via the absorption of light and
can drive processes relevant for energy applications. The exact mechanisms leading to
the formation and transfer of hot carriers are, however, not fully understood,which hin-
ders rational design of nanoparticles for these applications. Here, I have modeled the
generation of hot carriers across nanoparticle-molecule junctions by time-dependent
density functional theory calculations. I show the importance of energetic alignment
between the frontier orbitals, the states in the nanoparticle, and the photon energy for
the hot-carrier distribution, leading to a non-monotonic distance dependence.

The second part of this thesis focuses on modeling hybrid light-matter states. Hybrid
light-matter states can form due the resonant interaction between light and electronic
excitations, in a regime of light-matter interaction known as strong coupling. Com-
mon approaches for modeling strong coupling are usually limited to highly simplified
descriptions of matter. Here, I derive a computationally efficient model based on dipo-
lar coupling. A detailed description of the matter is retained by obtaining polarizabil-
ities of components from time-dependent density functional theory. Finally, I show
that themodel accurately captures strong coupling behavior in nanoparticle-molecules
assemblies.
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1
Introduction

We are constantly in pursuit of new materials for energy applications [1–3]. Consider-
ing the climate crisis [4], it is highly relevant to search for materials that are better at
producing clean energy and using energy more efficiently in industry. The challenge is
understanding the connection between the atomic structure of a material and its prop-
erties. While there are only a hundred or so elements in the periodic table, the possibil-
ities of combining them are endless, and differences at the nanoscale in a material can
have a large impact on the properties of the material.

The focus of this thesis is the interaction of light and matter in nanoparticles (NPs)
and their vicinity. NPs are efficient absorbers and scatterers of light [5], and have been
shown to be useful for several energy applications. These include light-harvesting [6],
solar-to-chemical energy conversion [7–10] and photocatalysis [11–13]. These processes
are thought to occur through a mechanism where hot carriers (HCs), i.e., highly non-
thermal “energetic” electrons or holes, generated through the interaction of theNPwith
light, give rise to a photocurrent (in light harvesting) or catalyze a chemical reaction (in
solar-to-chemical energy conversion or photocatalysis).

1.1 Nanoparticles interacting with light
NPs range between a few and a few hundred nanometers in size. Already the lack of
similarwords formicroparticles ormilliparticles reveals thatNPsdiffer drastically from
larger particles. Indeed, because NPs are smaller than the wavelength of visible or near
ultraviolet (UV) light, they support a mode of collective electronic excitation called the
localized surface plasmon (LSP). This is described in Chapter 3 of this thesis. The de-
phasing of this mode gives rise to HCs that can be used for energy applications.
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Chapter 1. Introduction

Thematerial properties required to create a photocurrent, or to catalyze a particular
chemical reaction, differ depending on the specific photovoltaic device or reaction in
question. The properties of NPs depend on tunable parameters including size, shape,
and composition. Hence, NPs can be tailored to desired applications. The dependence
of NP properties on size, shape and composition is explored in Chapters 3 and 4.

Today, experimentalists routinelymanufactureNPswith precise control over the out-
come [14, 15]. The preference for different facets to form can be controlled, resulting in
spherical, ellipsoidal, cube, or rod-like shapes, in sizes from 5 nm upwards [14, 15]. Al-
loyed NPs can bemade in disordered [16] or ordered structures, e.g., with an inner core
and outer shell of different materials [17], or even multi-shell structures with smaller
NPs deposited on the outermost surface [18].

1.2 Strong coupling
The coupling strength of the interaction between light and matter can be modified by
confining the electromagnetic (EM) field to a smaller volume, i.e., a cavity. An increased
coupling strength of an EMmode to an electronic transition results in faster exchange
of energy between the EM field and electronic state. For weak coupling strengths, this
means that if light previously induced an electronic transition in the material, the con-
fined light will now induce the same transition at a higher rate. In the regime of strong
coupling (SC), however, energy is coherently exchanged between the EM field and the
material, and hybrid states of light and matter form, that have different eigenenergies
than the underlying EM mode and electronic state(s) [19]. This phenomenon has been
demonstrated to be useful in modifying chemical reaction rates [20]. NPs are a suit-
able platform to exploit SC, as the LSP has the same ability to confine the EM field as
traditional cavities. Modeling SC is the topic of Chapter 5.

1.3 Fundamental questions
Questions that this thesis aims to answer are:

• What determines the efficiency of HC transfer fromNPs to molecules?

• Towhat extent is SC inNP-molecule assemblies captured by dipolar coupling?

Theanswer to thefirstquestionwould indicatewhichparameters canbe tuned toachieve
higher efficiencies inHCdevices. Thesecondquestionpertains to the issue that ab initio
methods are computationally expensive, andNPs larger thana fewnanometers areprac-
tically impossible to model. In real devices, one could, however, expect to have larger
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1.4. Structure of thesis

NPs, the involvement of many NPs or of many molecules. To bridge the size gap be-
tween experiment and theory, methods that are cheaper at the expense of accuracy can
be appropriate, as long as the limits of their accuracy are known.

1.4 Structure of thesis
The remainder of this thesis is structured as follows. In Chapter 2, the theoretical foun-
dation that I have used to model light-matter interactions is presented together with
the computational methods. The following chapters cover the central topics of this the-
sis. The optical properties of NPs and the localized surface plasmon resonance (LSPR)
are covered in Chapter 3. HC generation and transfer are covered in Chapter 4 and SC
in Chapter 5. In Chapter 6, the two papers that serve as the basis of this thesis are sum-
marized. Lastly, in Chapter 7, we return to themain questions of this thesis, discussing
possible answers in the context of energy applications.
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2
Computational methods

This chapter reviews the theory of light-matter interaction, which forms the basis of the
used computational methods. The description of light is at the level of classical electro-
dynamics, and thematter is describedwith either continuumor quantummodels. First
I review continuummatter electrodynamics, that I use to calculate absorption spectra
ofNPs in Chapter 3 and ofNP-molecule ensembles in Chapter 5. Then I present density-
functional theory (DFT) and time-dependent density-functional theory (TDDFT), i.e.,
quantum theories for electrons, which I use to (again) compute absorption spectra of
NPs in Chapter 3 and to compute probabilities of HC formation in Chapter 4.

In practice to perform DFT and TDDFT calculations, I use the GPAW [21–26], ASE
[27] and VASP [28–31] codes.

2.1 Continuummatter electrodynamics
Classical electrodynamics with a continuum description of matter describes the light-
matter interaction in susceptibilities ofmaterials: linear functions that tell how thema-
terial changes, e.g., its charge distribution in response to an electric field. It does not
matter for the theory what the functional forms of the susceptibilities are, and for prac-
tical calculations we can obtain them from other levels of theory, experiment or as sim-
ple phenomenological models. The review of classical electrodynamics in this section
follows Griffiths [32, Chapter 4].

Gauss’s law relates the charge distribution in space 𝜌(𝒓) to the electric field
𝜀0∇ ⋅ 𝑬(𝒓) = 𝜌(𝒓), (2.1)

where 𝜀0 is the free-space permittivity. The charge distribution is exactly zero in vac-
uum. In a material, charge can be redistributed due to electric fields, as a so-called
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Chapter 2. Computational methods

bound charge density

𝜌(𝒓) = { 0, 𝒓 in vacuum
−∇ ⋅ 𝑷(𝒓), 𝒓 in a material. (2.2)

Thequantity𝑷(𝒓) is calledpolarization and is zero in vacuum. Thuswewrite for all space
(dropping the explicit (𝒓) from the notation)

∇ ⋅ (𝜀0𝑬 + 𝑷) = 0. (2.3)

For convenience, we call the quantity inside the bracket in Eq. (2.3) the displacement field
𝑫 and introduce the dielectric function (DF) 𝜀 = (1 + 𝜒𝑒). The latter is a materials prop-
erty that tells us how the material is polarized in response to an electric field

𝑷 = 𝜀0𝜒𝑒𝑬. (2.4)

Putting it all together, the displacement field

𝑫 = 𝜀0𝜀𝑬 (2.5)

is used to express Gauss’s law in the convenient form

∇ ⋅ 𝑫 = 0. (2.6)

To describe time-dependent fields (light) we need to consider that the dielectric func-
tion can in principle be an operator in the form of a convolution over the electric field
at all previous times (we restrict the discussion to isotropic DFs that are local in space
and linear in frequency) [33, Chapter 9]. Hence, a description in the time domain is
unnecessarily complicated, and we instead express Gauss’s law in frequency space.

Gauss’s law is the fundamental equation for the electric field

∇ ⋅ 𝑫(𝜔) = 0 (2.7)
𝑫(𝜔) = 𝜀0𝜀(𝜔)𝑬(𝜔). (2.8)

Here, the dependence on fields on 𝒓 is implied, and the geometry of materials en-
coded in the 𝒓-dependence of the DF 𝜀(𝜔).

The frequency dependent 𝑬(𝜔) and𝑫(𝜔) are Fourier components of the corresponding
time-dependent quantities, and are related through the Fourier transform. We can in-
terpret each Fourier component at frequency 𝜔, as a time dependent wave traveling as

𝑬(𝑡) = Re[𝑬(𝜔)e−𝑖𝜔𝑡]. (2.9)
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2.1. Continuummatter electrodynamics

2.1.1 Dipole expansion of the electric field
For certain charge distributions the electric field has a very simple form. A point charge
𝑞 at the origin in vacuum has exactly the electric field [32, Chapter 3]

𝑬 = 𝑞
4𝜋𝜀0

̂𝑟
𝑟2 , (2.10)

where 𝑟 = |𝒓| is the norm of the position vector and ̂𝑟 = 𝒓/𝑟 its unitless direction. For
arbitrary charge distributions 𝜌(𝒓) the expression for the field can be complicated, but
can always be expanded in a series in powers of 1/𝑟

𝑬 = 1
4𝜋𝜀0

[ 𝑞𝑟2 ̂𝑟 + 1
𝑟3 [3(𝒅 ⋅ ̂𝑟 ) ̂𝑟 − 𝒅] + … ] , (2.11)

where the charge 𝑞 and dipole moment 𝒅 are obtained from the charge density

𝑞 = ∫𝜌(𝒓)d𝒓 (2.12)

𝒅 = ∫𝜌(𝒓)𝒓d𝒓. (2.13)

The lowest terms in Eq. (2.11) (point charge term 1/𝑟2 and dipole term 1/𝑟3) dominate
at large distances from the charge distribution. This turns out to be useful, because far
from any localized charge distribution, i.e., anymaterial, the field can be approximated
as thefield fromachargeddipole (Fig. 2.1); the interactionof thematerial being encoded
in its charge and dipole moment. For a charge neutral material (𝑞 = 0), the dipole mo-
ment is independent of the choice of coordinate system. Using matrix algebra for the
vectors (𝒓 is a one-column matrix, 𝒓T its transpose, 𝒓T𝒓′ an inner product and 𝒓(𝒓′)T
an outer product), we realize that the field of a dipole is linear in the dipole moment

Figure 2.1: Electric field lines and potential isolines for a point dipole.
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Chapter 2. Computational methods

(position and frequency dependence is implied)

𝑬dipole = 1
4𝜋𝜀0

[3𝒓𝒓
T

𝑟5 − 1
𝑟3 ] 𝒅. (2.14)

For wavelengths larger than the objects in our system, the field is approximately con-
stant over each object, and we commonly assume a linear relationship to the dipolemo-
ment of the object

𝒅(𝜔) = 𝒅perm + 𝜶(𝜔)𝑬(𝜔), (2.15)

where 𝒅perm is a permanent dipolemoment. The polarizability𝜶(𝜔) is in general a tensor
of rank two, so that a field in one direction can induce a dipole in another direction.
When the response is isotropic, however, 𝛼(𝜔) can be treated as a scalar. Viewing the
small object fromasufficientdistance, only thedipole radiation is significant. This leads
to an expression for the energy absorbed by the object [34, Chapter 6].

For particles smaller then the wavelength of light, the absorption cross section 𝐶abs
that relates irradiance 𝐼 to absorbed energy per unit time𝑊abs

𝑊abs = 𝐶abs𝐼 (2.16)

is given by
𝐶abs(𝜔) = −2𝜔

𝑐𝜀0
Im 𝛼(𝜔), (2.17)

where 𝑐 is the speed of light.

2.2 Density functional theory
I considermaterials consistingof electrons andatomicnuclei in theBorn-Oppenheimer
approximation [35]. This means that at any given time, the nuclei are regarded frozen
in some geometrical configuration, and the electrons perfectly adapted to that configu-
ration— a good approximation in many cases [36, Chapter 3]. In the remainder of this
chapter, I use Hartree atomic units 𝑒 = ℏ = 4𝜋𝜀0 = 1 for simplicity.

Electrons obey the Schrödinger equation

�̂�Ψ𝐼 = 𝐸𝐼Ψ𝐼 , (2.18)

where the Hamiltonian �̂� encodes the kind of material through the external potential,
i.e., the Coulomb attraction of electrons to the charged atomic nuclei. Unfortunately,
the Schrödinger equation is practically not solvable if the material of interest consists
ofmore than a few electrons, because themany-bodywave functionsΨ𝐼 are functions of
the coordinates of all electrons. Any numerical discretization scheme requires storing
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2.2. Density functional theory

and operating on 𝑃3𝑁 coefficients, 𝑃 being the number of parameters per dimension (10
would be an extremely optimistic estimate) and𝑁 the number of electrons. Clearly, this
is impossible for more a few electrons, a notion known as the exponential wall [37].

Onestrategy inelectronic structure theory is to reformulate theSchrödinger equation
into a formwhere only the density of electrons

𝜌𝐼 (𝒓) = ∫ |Ψ𝐼 (𝒓, 𝒓2, … , 𝒓𝑁 )|2d𝒓2… d𝒓𝑁 (2.19)

appears (note that in the previous section 𝜌 denotes charge density), and eventually in-
troduce approximations making it computationally tractable. DFT is based on the two
Hohenberg-Kohn theorems [38]:

1. There is a one-to-one correspondence of the external potential experienced by the
electronic system and its ground state electronic density 𝜌(𝒓).

2. There is a universal functional for the total energy of any density 𝐸[𝜌], exactly
equivalent to the Schrödinger equation, and the global minimum of the func-
tional

𝐸gs = min
𝜌(𝒓)

𝐸[𝜌] (2.20)

is the ground state energy, and the corresponding density the ground state den-
sity.

The theorems are valid for densities that can be formed from fermionic wave functions
(this property is calledN-representability) and that are the ground state density of some
external potential (V-representability) [36]. Compared to the Schrödinger equation, the
number of numeric coefficients is reduced from 𝑃3𝑁 to 𝑃3 whichmakes DFTmore use-
ful for large systems, such as those encountered in materials science. However, the
Hohenberg-Kohn theorems do not give the exact form of the functional form 𝐸[𝜌], so
we have to look further for something that can actually be computed.

2.2.1 Kohn-Sham density functional theory
Kohn-Sham DFT (KS-DFT) [39] provides a tractable scheme for the evaluation of 𝐸[𝜌]
by considering an auxiliary, non-explicitly-interacting systemof particles instead of the
true, explicitly-interacting system of particles. The auxiliary system is governed by

�̂�KS𝜓𝑛𝒌 = 𝜀𝑛𝒌𝜓𝑛𝒌 (2.21)

�̂�KS = −12∇
2 + 𝑉eff[𝜌](𝒓) (2.22)

𝜌(𝒓) = ∑
𝑛

1BZ
∑
𝒌

𝑓𝑛𝒌 |𝜓𝑛𝒌(𝒓)|2 , (2.23)
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Chapter 2. Computational methods

where 𝑓𝑛𝒌 is the occupation number of the Kohn-Sham (KS) states. The quantum num-
ber 𝒌 is defined only for extended systems and runs over the first Brillouin zone. In
Eq. (2.22) 𝑉eff[𝜌](𝒓) is an effective potential, and the KS ansatz is that 𝑉eff[𝜌](𝒓) can be
chosen such that the auxiliary system and the true system have then same ground state
density. If the assumption holds, which has not formally been proven [36, Chapter 7], it
follows from the Hohenberg-Kohn theorems that also the ground state energies of the
auxiliary system and true system are the same. The strength of the KS ansatz is that
Eq. (2.21) is effectively a single-particle Schrödinger equation requiring 𝑃3 coefficients
to solve. The interactions of electrons are implicitly included through the functional
𝑉eff[𝜌](𝒓).

An expression for 𝑉eff[𝜌](𝒓) is obtained by hiding the physics of interactions in the
exchange-correlation (XC) energy functional 𝐸xc[𝜌], which is formally defined as the
differencebetween thekinetic andelectron-electron interactionenergies of the trueand
auxiliary systems [36, Chapter 7]. Its functional derivative is theXCpotential functional

𝑣xc[𝜌](𝒓) =
𝛿𝐸xc[𝜌]
𝛿𝜌 . (2.24)

The XC energy and potential functionals have to be approximated for practical calcula-
tions, which I discuss in the next section.

The effective potential is comprised of the external potential, the Coulomb potential
from all electrons in the auxiliary system, and the XC potential that contains every-
thing else [36, Chapter 7]

𝑉eff[𝜌](𝒓) = 𝑉ext(𝒓) + ∫
𝜌(𝒓′)
|𝒓 − 𝒓′|d𝑟

′ + 𝑣xc[𝜌]. (2.25)

The total energy functional in KS-DFT is [40, Chapter 2]

𝐸[𝜌] = ∑
𝑛

1BZ
∑
𝒌

𝑓𝑛𝒌𝜀𝑛𝒌 − 1
2 ∫

𝜌(𝒓)𝜌(𝒓′)
|𝒓 − 𝒓′| d𝒓′d𝒓 + 𝐸xc[𝜌] − ∫ 𝑣xc[𝜌](𝒓)𝜌(𝒓)d𝒓. (2.26)

Self-consistent solutions to Eqs. (2.21-2.26) can be found numerically, given func-
tional forms for the XC functional for the energy and potential and other observables
of interest. Assuming validity of the KS ansatz and the exact XC functionals, this
scheme is exactly equivalent to the Schrödinger equation.

2.2.2 The exchange-correlation functional
With an approximate form for the XC functional, we can readily compute electronic
structures. I use the Gritsenko-van Leeuwen-van Lenthe-Baerends-solid-correlation

10



2.3. Time-dependent density functional theory

(GLLB-sc) XC functional [25] for calculations of plasmonic response, but it is instructive
to first explain simpler forms.

The local density approximation (LDA) [41–43] is a local form for the XC functional,
meaning that the value of the potential at every point 𝒓 depends only on the density at
that point. The actual form of the potential is defined to be the same as for a homoge-
neous electron gas of density 𝑛, where the exchange has an exact analytic expression
[41, 42], and the correlation is fitted to quantumMonte Carlo calculations [43].

Generalized-gradient approximation (GGA) functionals extend the LDA to depend
also on gradients of the density. There are a few different choices for the parametriza-
tion of the functional form, that satisfy different exact conditions in limiting cases [36,
Chapter 8]. The Perdew-Burke-Ernzerhof (PBE) [44] functional is one such example.

Meta-GGAs try to improve on GGAs by introducing dependence on the wave func-
tions. The Gritsenko-van Leeuwen-van Lenthe-Baerends (GLLB)[45] functional belongs
to this class, and incorporates a discontinuity in the exchange-correlation potential at
integer occupation numbers

Δxc = lim
𝛿→0

𝑣xc(𝒓, 𝑁 + 𝛿) − 𝑣xc(𝒓, 𝑁 − 𝛿) ≠ 0 (2.27)

which should be a feature of the true XC functional [46]. The GLLB-sc functional [25]
is a modification of GLLB with better description of solids and correlation. It greatly
improves the location of the d-band in noble metals, which is important for plasmonic
systems composed of these metals [24, 47, 48].

2.3 Time-dependent density functional theory
Optical absorption and HC generation processes are not properties of the ground state
density, and thus outside of the scope of DFT. However, TDDFT, which appears anal-
ogous to DFT, covers these excited state properties. In this section I focus on isolated
systems and omit the 𝒌 quantum number of KS states.

For systems much smaller than the wavelength of light, the light-matter interaction
is described by a scalar time-dependent potential 𝑉1(𝑡) [40, Chapter 3]. Any electronic
excitations induced by the light are described by the time-dependent Schrödinger equa-
tion

𝑖 𝜕𝜕𝑡 Ψ(𝑡) = [�̂�0 + 𝑉1(𝑡)] Ψ(𝑡). (2.28)

TDDFT is based on theRunge-Gross theorem [49]which formally proves the one-to-one
correspondencebetween𝑉1(𝑡)and initial conditionΨ(0) to the time-dependent electron
density 𝜌(𝒓, 𝑡) (defined analogously to Eq. (2.19)). The Runge-Gross theorem is thus the
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Chapter 2. Computational methods

time-dependent analogue of the Hohenberg-Kohn theorem. The analogy to the Kohn-
Sham ansatz is the van Leeuwen theorem [50] that is valid under most reasonable cir-
cumstances [40, Chapter 3] and states that there is a time-dependent auxiliary system
that gives the exact time-dependent density

𝑖 𝜕𝜕𝑡 𝜓𝑛(𝑡) = �̂�KS𝜓𝑛(𝑡) (2.29)

�̂�KS = −12∇
2 + 𝑉eff[𝜌](𝒓), (2.30)

given some initial conditions on the KS wave functions 𝜓𝑖(𝒓, 0) = 𝜓 (0)𝑖 (𝒓). Here, the
effectivepotential is formally a functional of thedensityatall previous timesand the initial
condition [40, Chapter 4]. The latter condition is formally relaxed by assuming that the
potential is zero before 𝑡 = 0; then the initial condition is that the system is in its ground
state.

The numeric propagation of Eq. (2.29) and self-consistent evaluation of Eq. (2.30) at
every time step defines the real-time time-dependent density functional theory (RT-
TDDFT) method (in contrast to other common TDDFT schemes where the equations
are essentially Fourier transformed and solved in frequency space [51]).

2.3.1 Adiabatic approximation
Often, one assumes Eq. (2.25) for the XC functional in the time-dependent case, so that
only the instantaneous density determines the potential. This defines the adiabatic ap-
proximation, which is exact when the external potential varies infinitely slowly (caus-
ing the system to always be in its ground state) [40, Chapter 4]. Absorption spectra of
metallic particles computed using the adiabatic approximation have been shown to be
consistent with experimental spectra [52, 53], motivating its use in this thesis.

2.3.2 In the linear response regime
In the limit of weak perturbation 𝑉1(𝑡), certain observables of the KS system are linear
in the perturbation, just like the linearmaterials in Sect. 2.1. I will not present the proof
here, instead I refer to Ref. [54, Supplementary Notes]. As an example, consider the
dipole moment

𝒅(𝑡) = −∫𝜌(𝒓, 𝑡)𝒓d𝒓, (2.31)

as a response to a spatially constant electric field 𝑬(𝑡) = −∇𝑉1(𝑡) where 𝑉1(𝑡) = (𝑘𝑥𝑥 +
𝑘𝑦𝑦 +𝑘𝑧𝑧)𝑣(𝑡). The dipolemoment is linear in the perturbation and thus a polarizability
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is well defined. Using the definition for polarizability Eq. (2.15)

[𝜶(𝜔)]𝜇𝜈 = −[Δ𝒅(𝜔)]𝜇[𝑬(𝜔)]𝜈
= −[Δ𝒅(𝜔)]𝜇𝑘𝜈 ⋅ 𝑣(𝜔)

, (2.32)

whereΔ𝒅(𝜔) = 𝒅(𝜔)−𝒅perm andGreek subscript letters refer to Cartesian components
of tensors. It is clear that we only need to save the induced dipole moment Δ𝒅(𝑡) dur-
ing the calculation, and Fourier transform the perturbation and the induced dipolemo-
ment, to obtain the polarizability.

We can exploit the assumption that the material is linear, to compute the dipole mo-
ment response Δ𝑑′𝑥 to any other weak perturbation 𝑣 ′, as long as the Fourier spectra
of 𝑣 and 𝑣 ′ are non-zero in relevant overlaps. By Eq. (2.32) (constraining ourselves to
perturbations in 𝑥 and response in 𝑥)

Δ𝑑′𝑥(𝜔) = −𝑘′𝑥𝑣 ′(𝜔) ⋅ 𝛼𝑥𝑥 (𝜔) (2.33)

= 𝑘′𝑥𝑣 ′(𝜔) ⋅
Δ𝑑𝑥(𝜔)
𝑘𝑥𝑣(𝜔)

. (2.34)

Taking the inverse Fourier transform Δ𝑑′𝑥(𝑡) is obtained. Conveniently, the actual time-
dependent calculation is performed with a 𝛿-kick

𝑣(𝑡) = 𝛿(𝑡) (2.35)

that has a constant Fourier spectrum, leading to

Δ𝑑′𝑥(𝜔) =
𝑘′𝑥
𝑘𝑥

𝑣 ′(𝜔) ⋅ Δ𝑑 (kick)𝑥 (𝜔). (2.36)

A similar procedure works to obtain any other observable that is linear in the pertur-
bation. The KS density matrix in the basis of the ground state KS orbitals

𝜌𝑛𝑛′(𝑡) = ∑
𝑘
𝑓𝑘 ⋅ ∫ (𝜓 (0)𝑛 (𝒓))

∗
𝜓𝑘(𝒓, 𝑡)d𝒓 ∫ 𝜓 ∗𝑘 (𝒓′, 𝑡)𝜓 (0)𝑛′ (𝒓′)d𝒓′. (2.37)

is a quantity that can be used to obtain any density-based observable, as it contains all
the information about the system. The electron-hole part of the matrix 𝜌𝑖𝑎(𝑡), where
𝑓𝑖 > 𝑓𝑎, is linear in perturbation. We can perform a RT-TDDFT calculation for the 𝛿-
kick and save the electron-hole part of the induced densitymatrixΔ𝜌kick𝑖𝑎 (𝑡) for all times.
Then the response to any other weak perturbation is

Δ𝜌𝑖𝑎(𝜔) =
𝑘′𝑥
𝑘𝑥

Δ𝜌kick𝑖𝑎 (𝜔)𝑣 ′(𝜔). (2.38)
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Ultimatelywewant to computeHCdistributions, i.e., changes in occupations, which
are read out from the diagonals of Δ𝜌𝑛𝑛′(𝑡). The diagonals are, however, quadratic in
perturbation [54, Supplementary Notes]. To obtain them for any perturbation, given
only the 𝛿-kick response, we first calculate the electron-hole part of the density matrix
Eq. (2.38) and then use a relation that can be derived using perturbation expansions

Δ𝜌𝑖𝑖′(𝑡) = −∑
𝑘

Δ𝜌𝑘𝑖′(𝑡)
√𝑓𝑖′ − 𝑓𝑘

Δ𝜌∗𝑘𝑖(𝑡)
√𝑓𝑖 − 𝑓𝑘

, if 𝑓𝑖 = 𝑓𝑖′ = 2 (2.39)

Δ𝜌𝑎𝑎′(𝑡) = ∑
𝑘

Δ𝜌𝑘𝑎′(𝑡)
√𝑓𝑘 − 𝑓𝑎′

Δ𝜌∗𝑘𝑎(𝑡)
√𝑓𝑘 − 𝑓𝑎

, if 𝑓𝑎 = 𝑓𝑎′ = 0. (2.40)
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3
The localized surface plasmon in

metal nanoparticles

NPs interact stronglywith visible or near visible light, thanks to the presence of the LSP,
a mode of collective electronic motion. Traditionally, theses and textbooks on the topic
describe the LSP in the framework of classical electrodynamics of continuum materi-
als. Adhering to the tradition, this chapter begins with such a description, following
Bohren [5]. This is sufficient to understand the SC of NPs and molecules that is the
topic of Chapter 5. Later in this chapter, I consider a quantum description of electrons
in NPs based on TDDFT. This description makes it possible to study HC generation in
NPs in Chapter 4.

3.1 The bulk plasmon
The starting point in understanding the LSP from electrodynamics is to consider a re-
lated collective movement in bulkmaterials: the bulk plasmon. The fundamental equa-
tion in this context is the one for the electric field, combining Gauss’s law Eq. (2.7) with
the expression for the displacement field Eq. (2.8)

𝜀0𝜀(𝜔)∇ ⋅ 𝑬(𝜔) = 0. (3.1)

Consider an infinitely extended homogenous material, i.e., bulk, described by the dis-
persive DF 𝜀(𝜔). Eq. (3.1) can always be satisfied by Fourier components of the electric
field 𝑬(𝜔) that are purely transversal

∇ ⋅ 𝑬(𝜔) = 0, (3.2)
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Chapter 3. The localized surface plasmon in metal nanoparticles

Figure 3.1: In Mie theory, the electric field for a sphere with DF 𝜀(𝜔)
in an environment 𝜀𝑚 is solved for.

corresponding to a propagating wave. However, in the special case when 𝜀(𝜔) = 0, a
longitudinal mode ∇ ⋅ 𝑬(𝜔) ≠ 0 is allowed. This mode corresponds to the polarization
of free charge in the material, i.e., a collective movement of electrons.

Do all materials support a bulk plasmon then? The answer is no, as the condition
𝜀(𝜔) = 0 is not so trivial to fulfill. The Drude free-electron model for the DF is one
example that supports the bulk plasmon

𝜀(𝜔) = 1 − 𝜔2𝑝
𝜔2 + 𝑖𝛾𝜔 . (3.3)

ThemodelDFhas twoparameters: the plasma frequency𝜔𝑝 anddamping constant 𝛾 . At
the frequency 𝜔 = √𝜔2𝑝 − 𝛾 2 ≈ 𝜔𝑝 the real part of 𝜀(𝜔) is zero, allowing a bulk plasmon
mode. However, as the imaginary part of 𝜀(𝜔) is finite, themode is damped and cannot
sustain forever without external driving force.

3.2 The localized surface plasmon
In contrast to the bulk plasmon, the LSP forms due to a constrained geometry. In Mie
theory [56] one solves Eq. (2.7) exactly for a geometry where the DF is constant outside
a sphere (often 1, meaning vacuum) and spatially constant but frequency dependent in-
side the sphere (Fig. 3.1). This yields an expression where the field is an infinite series
of spherical harmonics, that can be numerically computed to arbitrary order [57]. The
dipolar part gives the polarizability [5]

𝛼(𝜔) = 𝑖 (𝑟𝜔𝑐 )
3 𝜀(𝜔) − 1
𝜀(𝜔) − 2, (3.4)
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Figure 3.2: Dielectric functions for the Drude metal and experimentally measured for Ag [55].
UsingMie theory, the corresponding absorption cross sections are shown.

where 𝑟 is the radius of the sphere and 𝑐 the speed of light. For the Mie sphere, a reso-
nance should appear for frequencies satisfying

Re 𝜀(𝜔) = −2, (3.5)

assuming that 𝜀(𝜔)−1 varies slowly for those frequencies. For theDrudemodel, this con-
dition is satisfied for 𝜔 = √𝜔2𝑝/3 − 𝛾 2 ≈ 𝜔𝑝/√3. The LSPR frequency is approximately
the square root of one third of the bulk plasma frequency. Plotting the Mie spectrum
using Eq. (3.4) alongside the DF verifies the resonance condition (Fig. 3.2). Here, I have
used a sphere of 𝑟 = 8Å and the Drude parameters 𝜔𝑝 = √3 ⋅ 3.8 eV and 𝛾 = 0.2 eV.
A more realistic NP spectrum is obtained by replacing the Drude DF with an experi-
mentally measured DF for Ag [55] (Fig. 3.2). The resonance condition still holds, but
the absorption does not decay to zero outside the LSPR peak for Ag. This is because in
real materials, electrons can be bound, can be possible to ionize, et cetera , which is re-
flected in the experimental DF but missing from the very simple DF considered here in
the Drude model.

3.2.1 Effect of composition and shape
ThenoblemetalsAuandCudiffer fromAg in their dielectric function [55]. Due tohigher
imaginary parts at the resonance condition, they have much broader LSPRs (Fig. 3.3).
Thus different materials can be used to modify optical properties. Furthermore, alloy-
ing, that is uniformly mixing materials in the NP interpolates the DFs of the two mate-
rials [58, Chapter 4], creating an even larger configurational space. The shape of the NP
also impacts the optical response. Extending theMie theory to ellipsoids, the resonance
condition is shifted [58, Chapter 4].
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Figure 3.3: Dielectric functions [55] and absorption spectra for small Ag, Au and Cu NPs from
TDDFT or Mie theory.

3.2.2 Effect of non-locality
The part of a material near the boundaries of a structure should not be expected to be-
have in the same way as the material in the bulk, because of the locally different chem-
ical environment. This invalidates the use of a single spatially constant DF for the en-
tire structure. Of course, if the structure is big enough, the difference from the edges
wouldbenegligible, sowe should expect suchmodels toworkworse for smaller particles.
This problem can be alleviated by using a non-local DF (i.e., one that has a position, or,
equivalently, momentum dependence) [59, Chapter 2]. Corrections for the non-locality
predict that the LSPR frequency should be blue-shifted for smaller particles [60]

𝜔2
LSPR = 𝜔2

LSPR,Mie +
const.
𝑟2 . (3.6)

Approximately, the blue-shift is proportional to the inverse of the radius.

3.2.3 Quantummatter description
Using RT-TDDFT, we can readily compute absorption spectra of NPs up to a few hun-
dred atoms in size. The absorption spectra are obtained by self-consistently propagat-
ing the time-dependent KS equations under the influence of a 𝛿-kick, as described in
Sect. 2.3, for 30 fs. This is enough for theLSP todecay andHCs to form. Iused theGPAW
code and the GLLB-sc XC functional. The resulting spectra for 201-atom Ag, Au and Cu
NPs are shown in Fig. 3.3. In general, the 201-atomNPs (which approximately have a ra-
dius of 10Å) have their resonances at higher energies than theirMie-counterparts. This
is because the Mie-theory predicts response in the red-shift limit of Eq. (3.6).
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4
Hot-carrier generation and transfer

The absorption of light by a NP excites a LSP resonance that quickly decays into highly
energetic, non-thermal electron-hole pairs, usually called hot carriers (HCs). The injec-
tion ofHCs intomolecules and semiconductors is thought to be the drivingmechanism
in several energy harvesting applications, but it is not fully understood when the injec-
tion takes place (immediately as HCs are formed or when they have thermalized?). In
this chapter, I discuss the time scales of HC generation in NPs, their energetic distribu-
tions, and the processes that eventually lead to their equilibrationwith the environment.
Then I put this in the context of HC transfer to adjacent molecules.

4.1 The time scales of hot-carrier generation
HC formation in NPs is an ultra-fast process. The LSP usually decays within less than
100 fs [61] (even within few tens of fs for small NPs [54, 62, 63]), exciting one electron
and leaving a hole behind. Conservation of energy dictates that the energy difference
between the electron and hole should equal ℏ𝜔photon, meaning that either the electron,
or hole, or both, can be considered hot in comparison to the temperature of the envi-
ronment. As several authors have pointed out [64–66] single electron-hole pairs or dis-
tributions thereof are not in thermal equilibrium and a temperature cannot be defined.
Nevertheless, the term “hot” is still often used [67]. Furthermore, for illumination in-
tensities corresponding to solar light, the time between LSP excitation events is much
longer than their lifetime [65], and there is no initial distribution of HCs, only one ex-
cited electron-hole pair. However, when classical EMfields are used in simulations (e.g.
in RT-TDDFT) photon absorption is not quantized and fractions of different electron-
hole pairs are obtained. These distributions can simply be interpreted as probabilities.
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The rate of HC formation is proportional to the sum of states [68]

Γinitial-HC(𝜔) ∼ ∑
𝒌

occ.
∑
𝑖

unocc.
∑
𝑎

|𝑔plasmon,𝑖𝑎𝒌 |
2 ⋅ Im [ 𝑓𝑖𝒌 − 𝑓𝑎𝒌

(𝜀𝑎𝒌 − 𝜀𝑖𝒌) − ℏ𝜔 − 𝑖𝜂] , (4.1)

where 𝑓𝑎𝒌 , 𝑓𝑖𝒌 , 𝜀𝑎𝒌, and 𝜀𝑖𝒌 are the occupations and eigenenergies of the electron andhole
states, 𝜂 a broadening constant, and 𝑔plasmon,𝑖𝑎𝒌 a coupling strength of the pair of states
𝑖𝒌, 𝑎𝒌 and the plasmon, proportional to the transition dipole moment. The initial HC
distribution will depend on the electronic structure and geometry of the material, as
well as the frequency of the exciting light. Theoretical predictions for extended surfaces
[68, 69] show two distinct regimes. For ℏ𝜔photon larger than the d-band onset, transi-
tions from the d-band to the sp-band dominate, meaning that the holes are at least as
hot as the d-band onset (about 2 eV for Au and Cu) and the electrons relatively cold for
optical frequencies. In Ag (d-band onset almost 4 eV) this effect is most extreme, where
a single peak in the hot hole (HH) distribution at the d-band, and a corresponding peak
just above the Fermi level in the hot electron (HE) distribution, dominate. For ℏ𝜔photon
below the d-band onset only sp-intraband transitions are possible, which generally re-
sults in broad HC distributions.

InNPs, themomentum 𝒌 is no longer a good quantumnumber, and the conservation
rules for bulk band structures need not be obeyed. In Ag, excited electrons are in excess
on undercoordinated sites on the surface, and this is even more exaggerated for HEs
[54]. For very small NPs (< 2 nm), HC distributions in Ag consist of discrete peaks in
the entire energy range. With increasing size of NPs, the HC distributions approach
that of bulk [54, 70].

The initial non-thermaldistribution thermalizes throughvarious scatteringprocesses.
A common belief still is that: (1) electron-electron scattering brings the electrons to ther-
mal equilibrium with a much higher temperature than the ionic lattice on a time scale
of 100 fs to 1 ps, (2) electron-phonon scattering brings the electronic and ionic temper-
atures to equilibrium over several ps, and (3) the NP dissipates heat to the environment
over 100 ps to 10 ns [61]. However, some predictions put the electron-phonon scatter-
ing rates to similar short time scales as electron-electron rates [68]. In either case, to be
of any practical use HCs need to be extracted from the material before many electron-
electron scattering events, as each event splits the energy of the pairs in roughly half
[71].

4.2 Direct versus indirect hot-carrier transfer
There aremany demonstrations of HCs being useful for energy harvesting applications.
By sandwitching plasmonic NPs between traditional electron- and hole extraction ma-
terials, a photovoltaic device can be created [6]. In such a device, HCs are generated due
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to the decay of the LSP and rapidly extracted by the corresponding material, to drive a
photocurrent. A similar working principle has also been used to extract holes from Au
NPs to partake in redox reactions of fuels. The role of the NPs can either be tomake the
electrically driven reaction selective towards one type of fuel [10], or to drive the reaction
without any external bias [9]. There are also plenty of examples of NP-only (no electron
or hole-collection materials) plasmonic catalysts of commercially important reactions
[8, 11–13, 18, 67, 72]. It is generally thought that orbitals of a reactant molecule are tran-
siently occupied by aHC,which puts themolecule in an excited state [73, 74]. The energy
of the excited state is not necessarily high enough to force the chemical reaction of in-
terest, but the reaction barrier is lowered enough to be able to be overcome by thermal
vibrations.

Whereas a traditional catalysts lower reaction barriers by ground state hybridiza-
tion, plasmonic catalysts lower reaction barriers by transiently occupyingmolecular
states after illumination. In both cases, the reaction barrier is commonly overcome
by vibrations due to thermal energy.

There are two distinct processes in which HC are thought to be injected to molecules
[73]. In indirect HC transfer, HCs are injected after formation [67, 75, 76]. Due to the
short lifetimes and mean free paths (few tens of nm [68, 76]) of HCs the window for in-
jection is short in this process. In direct hot-carrier transfer (DHCT) [11, 62, 71, 77] on
the other hand, the initial electron-hole pair to be created by the LSP decay consists of
one carrier in theNPand the other in themolecule. Catalytic rate experiments generally
onlymeasure an increase in rate or selectivity towards certain reactions under illumina-
tion, but this does not conclusively reveal which process dominates, or evenwhether in-
jection takes place at all. Some estimates deem that under continuous illumination the
NP will have an increased temperature and the energy deposited in HCs will be much
smaller than the energy in the fully thermalized carriers [78]. This has led to a debate
[79–83] on the importance of various processes, including traditional thermal catalysis.

TheHCdistribution that forms in theNP-molecule system immediately after LSP de-
cay, which I call the initial HC distribution, is the quantity relevant for DHCT. If the
electrons and holes making up the initial HC distribution are spatially separated by the
NP-molecule interface, then they are attributed to the DHCT process. In the next sec-
tion, I calculate these quantities to find out under which circumstances DHCT is a rele-
vant process.

4.3 Handles for tuning direct transfer
The efficiency of DHCT depends on the energy levels of states (they must be properly
alignedwith respect to the incomingphotons), and the coupling strength of those states
to the LSP (Eq. 4.1) through their transitiondipolemoment. We can expect both of those
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Figure 4.1: In CO approaching the (111 on-top)/corner site on Ag201: (a) binding energy (b) pro-
jected density of states (PDOS) (c) HE distribution projected on themolecule and (d) probability
of direct electron transfer to CO.HE distributions and transfer probabilities aremeasured after
decay of a 3.8 eV pulse.

to vary as the molecule moves around the NP in a real system. This raises the question:
how does the probability of HC transfer depend on position?

In Paper II, we consider a CO molecule in various configurations with respect to an
Ag201 NP. Specifically, an approach towards high symmetry sites in themiddle on a (111)
face ((111) on-top site) and on the corner between faces (corner site) is assumed to be rep-
resentative for this system. We use KS-DFT to find the ground state in each configura-
tion. The binding energy as a function of distance (Fig. 4.1a) confirms that themolecule
binds to the NP at distances 2-6Å, most strongly (hundreds of meV) between approxi-
mately 2-3Å. Mapping out the PDOS of the molecule by distance (Fig. 4.1), we see that
the lowest unoccupied molecular orbital (LUMO), starting from 2.8 eV at far distances,
shifts downwards by up to 1 eV as the distance is reduced. At distances closer than 3-
4 eV, the original LUMO is split into several hybridized states. We should expect these
energetic shifts of molecular states to affect the probability of DHCT via the alignment
criterion in the denominator in Eq. (4.1).

The system is excitedby a 3.8 eV laser pulse (in resonancewith the LSP) in aRT-TDDFT
framework; the LSP is allowed to decay, andHCdistributions are calculated. Projecting
the HE distribution on states in the molecule (Fig. 4.1c) we see how the density of HEs
varies strongly with distance, and between several hybridized states at each distance.
For example, from 3Å to 4Å away from the corner site, the LUMO shifts in energy by
almost 1 eV, while the number of HEs in the state increases drastically. The increase
in HEs contradicts the intuitive idea that transfer should decrease with increasing dis-
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Figure 4.2: In CO approaching the (111 on-top)/corner site on Ag201: (a) binding energy (b) PDOS
(c) HH distribution projected on the molecule and (d) probability of direct hole transfer to CO.
HE distributions and transfer probabilities are measured after decay of a 3.8 eV pulse. Note the
difference in colorbar scale compared to Fig. 4.1.

tance; the increase in transfer is explained by the change in energetic alignment. By
shifting in energy, the LUMOaligns to different donor states in theNP, which evidently
provide a stronger coupling to the LSP. Another example is that at 2.1Å from the (111) on-
top site, the number of HEs is higher in the 3 eV than in the 1.8 eV LUMO-hybrid state,
while at the just slightly larger distance of 2.5Å, the situation is reversed. Between these
two distances, the shifts in LUMOeigenenergy are relatively small, which could suggest
that the same donor and molecular states are involved in the transfer, but the coupling
strength changes due to changing overlap of the wave functions. The end result of these
intricate relations between states is that the probability of DHCT (Fig. 4.1d; obtained by
integrating the projectedHE distributions and normalizing by the total number of HEs
in the NP) varies non-monotonically between 0-2 % for a wide range of distances. The
distance dependence ofDHCT is sensitive to the site of approach, andDHCT is effective
even up to distances of 5Å.

The transfer of HHs to CO qualitatively differs from the transfer of electrons. The
highest occupied molecular orbital (HOMO) is too far below the Fermi level (5 eV) to al-
low for HH transfer (Fig. 4.2b; binding energies repeated for reference in Fig. 4.2a) and
shifts even further away with decreasing distance. Hybridized HOMO states appear at
short distances (< 4Å) which are in range forHH transfer (Fig. 4.2c). Consequently, the
probability of HH transfer is at most 0.3 % (Fig. 4.2d; about a factor of 10 less than HE
transfer), and exponentially decreasing.

In the alignment criterionEq. (4.1), the exciting laser frequency acts as a handle deter-
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Figure 4.3: HE transfer as a function of distance and pulse frequency for the (111) on-top site. (a)
As fraction of all generated carriers. (b) As total number of HEs.

mining the energetic difference between generated electrons and holes. If two strongly
coupled electron-hole states are not aligned to the laser frequency at one particular dis-
tance, changing the frequency should be able to bring them into alignment. We test this
hypothesis by mapping out the relative probability of HE transfer on distance and laser
frequency (Fig. 4.3). Indeed,we canenhance theHE transfer probability by reducing the
pulse frequency. We also observe that direct HE transfer is effective in Au and Cu NPs,
with lower sensitivity of the total number of transferred carrier to the pulse frequency,
due to their broader LSPR peaks. For the Ag NP, an increase up to 9 % relative proba-
bility of HE transfer can be achieved, at the expense of lower absorption and thus lower
total of HEs transferred. The optimum in the total occurs for most distances slightly
off the LSPR, at 3.6 eV. This opens the door for further engineering: If the LSPR is also
tuned to lower frequencies by changing, e.g., the NP shape, high absorption and high
relative transfer probability could be achieved simultaneously.
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5
Strong coupling

In the regime of strong light-matter coupling, the behavior of coupled systems is dif-
ferent not only quantitatively, but also qualitatively, from the weakly coupled case. The
most sophisticated models of SC belong to the formalism of quantum electrodynamics
[19] but the basic ideas are seen already in simple classical models of coupled harmonic
oscillators [84]. In this chapter, I explain SC using classical coupled harmonic oscilla-
tors, and later present a method that has a detailed description of matter, but the sim-
plest possible EM interactions. For simplicity, Hartree atomic units 𝑒 = ℏ = 4𝜋𝜀0 = 1
are used.

5.1 Characteristics of strong coupling
In typical experiments where SC between molecules and light is observed, one takes
molecules that have a clearly peaked optical spectrum at 𝜔0, confines them in an opti-
cal cavity, and measures the optical spectrum [85]. The cavity should be tuned so that
its resonance frequency is close to 𝜔0. If SC occurs, the 𝜔0 peak splits into two peaks
(Fig. 5.1). The two peaks correspond to hybrid light-matter states called polaritons, the
lower polariton (LP) having frequencyΩ− < 𝜔0 and the upper polariton (UP)Ω+ > 𝜔0.

The confinement of the light to a small mode volume inside the cavity is responsible
for increasing the strength of the coupling between the molecular transition and the
electric field, which is otherwise very weak in the absence of a cavity. In theory, one can
imagine turning the coupling strength 𝑔 between the molecule and the field up from
zero to a high value. This is demonstrated later in this chapter. Initially there is an in-
crease in amplitude seen in the spectrum of themolecule (Fig. 5.1). This is known as the
Purcell effect and characteristic of weak coupling [19]. Eventually the peak splits in two
polaritons, a signature of SC, the quantityΩ𝑅 = Ω+−Ω− being known as Rabi splitting.
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Chapter 5. Strong coupling

SC in the context of light and electronic transitions is typically taken to bewhen theRabi
splitting is larger than the linewidthΩ𝑅 > 𝛾 [86].

Nomatter whether classical matter-classical light, quantummatter-classical light or
quantummatter-quantum light models are considered, theory predicts [86]

Ω𝑅 ∼ √𝑁/𝑉 . (5.1)

The certainmeans for increasing the coupling strength are thus to confine the light to a
smaller volume 𝑉 , and to increase the number of molecules𝑁 simultaneously coupling
to the cavity.

In quantum models such as the Jaynes-Cummings two-state model [86, 87] 𝑔 is a
direct measure of the coupling strength between the EM field and matter. At reso-
nance of themolecule and cavity, the Rabi splitting is related to 𝑔 and the linewidths
as

Ω𝑅 = √4𝑔2 − (𝛾molecule − 𝛾cavity)2. (5.2)

The coupling strength is in turn obtained from the transition dipole moment 𝜇 and
vacuum field strength

𝑔 = √𝑁𝜇𝐸vac (5.3)

𝐸vac = √
2𝜋𝜔0
𝑉 . (5.4)

5.2 Coupled harmonic oscillators
The key characteristics of SC can be derived by studying classical coupled harmonic os-
cillators [84]. Consider the following equation of motion for the position coordinate of
a damped harmonic oscillator

̈𝑥(𝑡) + 2𝛾 ̇𝑥(𝑡) + 𝜔20𝑥(𝑡) = 𝐶 ⋅ 𝐸(𝑡) (5.5)

The oscillator could represent for example a LSP or an electronic transition. This model
is evenmore simplistic than the small sphere of free-electronmetal inChapter 3, but the
form can be phenomenologically motivated; the restoring force on the oscillator 𝜔20𝑥(𝑡)
is proportional to its displacement, the friction 2𝛾 ̇𝑥(𝑡) to its velocity, and 𝐶 is the cou-
pling strength to the driving field 𝐸(𝑡). We can also assume that the oscillator has a
dipole that is proportional to the position coordinate with the same strength as the cou-
pling of the electric field to the position

𝑑(𝑡) = 𝐶𝑥(𝑡). (5.6)

26



5.2. Coupled harmonic oscillators

Taking the Fourier transform

−𝜔2𝑥(𝜔) + 2𝑖𝛾𝜔𝑥(𝜔) + 𝜔20𝑥(𝜔) = 𝐶 ⋅ 𝐸(𝜔) (5.7)

we find the polarizability of the system

𝛼(𝜔) = 𝐶𝑥(𝜔)
𝐸(𝜔) = 𝐶2

𝜔20 − 𝜔2 + 2𝑖𝜔𝛾 . (5.8)

A polarizability of the form Eq. (5.8) is called a Lorentzian, and the corresponding ab-
sorption 𝜔 ⋅ Im 𝛼 has a maximum at 𝜔0 (Fig. 5.1a).

Now, consider twoharmonic oscillators 1 and2 that are coupled through their velocity.
The equations of motion are

̈𝑥(1)(𝑡) + 2𝛾1 ̇𝑥(1)(𝑡) + 𝜔21𝑥(1)(𝑡) + 2𝑔 ̇𝑥(2)(𝑡) = 𝐶1 ⋅ 𝐸(𝑡) (5.9)

̈𝑥(2)(𝑡) + 2𝛾2 ̇𝑥(2)(𝑡) + 𝜔22𝑥(2)(𝑡) − 2𝑔 ̇𝑥(1)(𝑡) = 𝐶2 ⋅ 𝐸(𝑡), (5.10)

The only difference fromEq. (5.5) is the additional coupling of strength±2𝑔 to the veloc-
ity of the other oscillator. Thecoupled systemneeds tobe considered tofind the solution,
which is done conveniently with the tensorial equation

[1 0
0 1] [

̈𝑥(1)(𝑡)
̈𝑥(2)(𝑡)] + 2 [ 𝛾1 𝑔

−𝑔 𝛾2] [
̇𝑥(1)(𝑡)
̇𝑥(2)(𝑡)] + [𝜔

21 0
0 𝜔22

] [𝑥
(1)(𝑡)

𝑥(2)(𝑡)] = [𝐶1𝐶2] ⋅ 𝐸(𝑡). (5.11)

We take the Fourier transform and introduce the denominators of Lorentzians

𝐿1 = 𝜔21 − 𝜔2 + 2𝑖𝜔𝛾1 (5.12)
𝐿2 = 𝜔22 − 𝜔2 + 2𝑖𝜔𝛾2 (5.13)

to arrive at

[ 𝐿1 2𝑖𝜔𝑔
−2𝑖𝜔𝑔 𝐿2 ]

⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
𝐴(𝜔)

[𝑥
(1)(𝜔)

𝑥(2)(𝜔)]⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟
𝑥(𝜔)

= [𝐶1𝐶2]⏟
𝐶

⋅𝐸(𝜔). (5.14)

Inverting the tensor𝐴

𝐴−1(𝜔) = 1
det 𝐴 [ 𝐿2 −2𝑖𝜔𝑔

2𝑖𝜔𝑔 𝐿1 ] (5.15)

det 𝐴(𝜔) = 𝐿1𝐿2 − 4𝜔2𝑔2, (5.16)

we obtain the dipoles of both oscillators, the sum of them being the total dipole

𝑑(𝜔) = 𝐶𝑇 [𝑥1(𝜔)𝑥2(𝜔)] = 𝐶𝑇𝐴−1(𝜔)𝐶𝐸(𝜔). (5.17)
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Chapter 5. Strong coupling

The polarizability of the coupled system is thus

𝛼(𝜔) = 𝑑(𝜔)/𝐸(𝜔) = 𝐶𝑇𝐴−1(𝜔)𝐶. (5.18)

Often one of the systems couplesmuchmore strongly to the driving field than the other
(𝐶1 ≫ 𝐶2), for example if oscillator 1 is a cavity and oscillator 2 a small molecule. This
motivates setting 𝐶2 = 0.
The polarizability of the coupled system, where oscillator 1 couples much more
strongly to light than oscillator 2 is

𝛼(𝜔) = 𝐶21 ⋅
𝐿2

𝐿1𝐿2 − 4𝜔2𝑔2 (5.19a)

= 𝐶21 ⋅
𝜔22 − 𝜔2 + 2𝑖𝜔𝛾2

(𝜔21 − 𝜔2 + 2𝑖𝜔𝛾1)(𝜔22 − 𝜔2 + 2𝑖𝜔𝛾2) + 4𝜔2𝑔2 . (5.19b)

If the two oscillators are exactly resonant 𝜔1 = 𝜔2 = 𝜔0, we can factorize the deter-
minant

det 𝐴(𝜔) = [𝜔20 − 𝜔2 + 𝑖𝜔(𝛾1 + 𝛾2)]
2 − 𝜔2 [4𝑔2 − (𝛾1 − 𝛾2)2] . (5.20)

Let us introduce the notationΩ2𝑅 for the bracket in the second term

Ω2𝑅 = 4𝑔2 − (𝛾1 − 𝛾2). (5.21)

and use the identity 𝑎2 − 𝑏2 = (𝑎 − 𝑏)(𝑎 + 𝑏) to write the determinant

det 𝐴(𝜔) =𝐿+𝐿−, (5.22)

where

𝐿± = [𝜔20 − 𝜔2 + 𝜔(𝑖(𝛾1 + 𝛾2) ± Ω𝑅)] . (5.23)

Finally, wemultiply and divide the polarizability by 𝐿+ − 𝐿−, to cast it into the form

𝛼(𝜔) = 𝐶21𝐿2
𝐿+ − 𝐿−

⋅ 𝐿+ − 𝐿−
𝐿+𝐿−

(5.24)

=𝐶
21𝐿2

𝜔Ω𝑅
⋅ ( 1

𝐿−
− 1
𝐿+

) , (5.25)

suggesting that it will, approximately, behave as the difference of 1/𝐿− and 1/𝐿+.
At this point, we note that ifΩ2𝑅 is negative (the coupling strength being smaller than

half of the difference in linewidths) then Ω𝑅 is imaginary and consequently 1/𝐿+ and
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Figure 5.1: Absorption spectrum of uncoupled, weakly coupled and strongly coupled harmonic
oscillators in the (a) exactly resonant and (b) almost resonant cases. The almost resonant case
shows clearly how the intensity of the higher frequency oscillator, which is small in the uncou-
pled case, is greatly enhanced for weak coupling (Purcell effect). For SC, Rabi splitting is clearly
visible.

1/𝐿− are Lorentzianswith center frequency𝜔 and linewidths 𝛾1+𝛾2±√4𝑔2 − (𝛾1 − 𝛾2)2.
The system is in the weak coupling regime, as the amplitude and width of the spectrum
change, but not the frequency (Fig. 5.1). If one the other hand Ω2𝑅 is positive, 1/𝐿+ and
1/𝐿− are functions similar to Lorentzians, with center frequencies given by

𝜔 = √4𝜔20 +
Ω2𝑅
4 ± Ω𝑅

2 . (5.26)

Both peaks are thus slightly blueshifted with respect to 𝜔0, and the peak positions are
separated by the Rabi splittingΩ𝑅 (Fig. 5.1).

The classical coupled oscillatormodel recovers the Rabi splitting expressionEq. (5.2).
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Chapter 5. Strong coupling

5.3 Dipolar coupling
To understand SC in real materials, a detailed description of matter is required. This
has been done, for example, using TDDFT [88]. Such an approach is quickly limited
by system size, as each electron is explicitly taken into account. SC is known to be able
to form polaritonic states delocalized over hundreds of thousands of molecules [19], a
size that is unrealistic to model using TDDFT. In Paper I, we apply a method based on
dipolar coupling (DC) of subsystems to study SC.Themethod relies on TDDFT (or other
theory) input in the form of polarizabilities of individual subsystems, e.g., molecules
and NPs, but is otherwise computationally very cheap even for large ensembles. The
goal of the DCmethod is to find a macroscopic polarizability 𝜶(𝜔) of the entire ensem-
ble, expressed in the positions and polarizabilities of the individual subsystems. This
macroscopic polarizability is defined as the proportionality constant between the exter-
nal electric field applied to the system and the total dipole of the system

𝒅(𝜔) = 𝜶(𝜔)𝑬ext(𝜔). (5.27)

In the derivation of the method, we assume that the entire system is contained in a
region smaller than the relevant wavelengths of light (hence we neglect retardation ef-
fects).

We consider 𝑁 subsystems enumerated 1, 2, … , 𝑁 , referred to as polarizable units,
and assume that the only interaction between them is that of interacting point dipoles.
Each unit 𝑖 has a polarizability 𝛼 (𝑖) that relates the total electric field at the position 𝒓(𝑖)
of the unit 𝑬(𝑖)tot(𝜔) = 𝑬tot(𝒓(𝑖), 𝜔) to the dipole of the unit

𝒅(𝑖)(𝜔) = 𝜶 (𝑖)(𝜔)𝑬(𝑖)tot(𝜔). (5.28)

This polarizability encodes all materials properties of the polarizable unit. For simplic-
ity, we have assumed that the units are charge neutral, and have zero dipolemoment for
zero electric field (𝒅perm = 0). Thus the total dipolemoment of the ensemble is obtained
by summation

𝒅(𝜔) =
𝑁
∑
𝑖=1

𝒅(𝑖)(𝜔). (5.29)

The total electric field at each unit consists of a contribution from an external electric
field 𝑬ext(𝜔) and the field due to the dipoles of other units. Inserting the distance vector
𝒓(𝑖𝑗) = 𝒓(𝑖) − 𝒓(𝑗) into Eq. (2.14), we obtain the field at the position of unit 𝑖 due to the
dipole of unit 𝑗

𝑻 (𝑖𝑗)𝒅(𝑗), (5.30)
where the coupling is

𝑻 (𝑖𝑗) = 3𝒓(𝑖𝑗)(𝒓(𝑖𝑗))T
|𝒓(𝑖𝑗)|5

− 1
|𝒓(𝑖𝑗)|3

. (5.31)

30



5.3. Dipolar coupling

This can be summarized by the following equation for the tensors 𝑑(𝜔), 𝛼0(𝜔), 𝐸tot(𝜔)
and 𝐸ext(𝜔)

⎡⎢⎢⎢
⎣

𝒅(1)(𝜔)
𝒅(2)(𝜔)

⋮
𝒅(𝑁 )(𝜔)

⎤⎥⎥⎥
⎦⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

𝑑(𝜔)

=
⎡⎢⎢⎢
⎣

𝜶 (1)(𝜔)
𝜶 (2)(𝜔)

⋱
𝜶 (𝑁 )(𝜔)

⎤⎥⎥⎥
⎦⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

𝛼0(𝜔)

⎡⎢⎢⎢⎢
⎣

𝑬(1)tot (𝜔)
𝑬(2)tot (𝜔)

⋮
𝑬(𝑁 )
tot (𝜔)

⎤⎥⎥⎥⎥
⎦⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

𝐸tot(𝜔)

(5.32)

⎡⎢⎢⎢⎢
⎣

𝑬(1)tot (𝜔)
𝑬(2)tot (𝜔)

⋮
𝑬(𝑁 )
tot (𝜔)

⎤⎥⎥⎥⎥
⎦⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

𝐸tot(𝜔)

=
⎡⎢⎢⎢⎢
⎣

𝑬(1)ext(𝜔)
𝑬(2)ext(𝜔)

⋮
𝑬(𝑁 )
ext (𝜔)

⎤⎥⎥⎥⎥
⎦⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

𝐸ext(𝜔)

−
⎡⎢⎢⎢
⎣

0 𝑻12 … 𝑻1𝑁
𝑻21 0 𝑻2𝑁
⋮ ⋱ ⋮

𝑻𝑁1 𝑻𝑁2 … 0

⎤⎥⎥⎥
⎦⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

𝑇

⎡⎢⎢⎢
⎣

𝒅(1)(𝜔)
𝒅(2)(𝜔)

⋮
𝒅(𝑁 )(𝜔)

⎤⎥⎥⎥
⎦⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟⏟

𝑑(𝜔)

. (5.33)

By substituting Eq. (5.33) into Eq. (5.32) and solving for the induced dipole moment we
obtain

𝑑(𝜔) = [𝐼 + 𝛼0(𝜔)𝑇]
−1 𝛼0(𝜔)𝐸ext(𝜔), (5.34)

where 𝐼 is the identity tensor. The proportionality tensor is interpreted as a reducible
unit-wise polarizability

𝛼(𝜔) = [𝐼 + 𝛼0(𝜔)𝑇]
−1 𝛼0(𝜔) (5.35a)

= [𝛼0(𝜔)−1 + 𝑇]−1 . (5.35b)

Having neglected retardation, the external electric field is uniform throughout the sys-
tem 𝑬ext(𝜔) = 𝑬(1)ext(𝜔) = 𝑬(2)ext(𝜔) = … = 𝑬(𝑁 )

ext (𝜔). Themacroscopic polarizability is thus
given by the double summation

𝜶(𝜔) =
𝑁
∑
𝑖

𝑁
∑
𝑗
[𝛼]𝑖𝑗(𝜔). (5.36)

The computationally most expensive part of the DCmethod is the inversion Eq. (5.35b),
which has to be done once for every frequency of interest.

Using the DCmethod, we compute the absorption spectrum for a system comprised
of an Al201 NP and two benzene molecules on each side. The NP has a LSP resonance
at 7.7 eV, which is close to the first bright excitation of the molecule at 7.1 eV (using the
PBE XC functional). Varying the distance between the molecules effectively modifies
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Chapter 5. Strong coupling

the coupling strength between the molecular excitation and the LSP. This effect is visi-
ble in the spectra as increased Rabi splitting of the LP with smaller distances (Fig. 5.2a).
Fitting the obtained spectra to the coupled harmonic oscillatormodel Eq. (5.19b) we see
the relationship to the coupling strength directly (Fig. 5.2b). We find that the DC spec-
tra are in good agreement with TDDFT spectra from [88] (Fig. 5.2). The most apparent
differences in the spectra are at small distances, where the DCmethod underestimates
the position of the LP. Such a shortcoming is to be expected at short distances, as the
method does not allow the systems to hybridize, and neglects charge transfer and near
field effects. In contrast to the spectra, the agreement in coupling strength 𝑔 between
TDDFT and DC becomes worse with increasing distance. This can be attributed to two
effects: basis set superposition errors associatedwith localized basis sets in TDDFT lead
to a blueshift of the LP at far distances (in turn underestimating 𝑔), while the lack of or-
bital hybridization in DC possibly underestimates 𝑔 at short distances.

We also vary the number ofmolecules around theNP (keeping themat the distance of
3Å). Theagreement in spectra (Fig. 5.3a) andcoupling strength (Fig. 5.3b) in comparison
to the TDDFT data is good. Up to 4molecules or so, the signature√𝑁 dependence of SC
is obeyed, and the deviation for more than 4 molecules is the same in DC and TDDFT.
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Figure 5.2: (a) Optical spectra for the coupled system of an Al201 NP and 2 benzene molecules
with different separations to the molecules. The DC data is in good agreement to the reference
TDDFT calculations. (b) Coupling strengths obtained by fitting a coupled oscillatormodel to the
DC and TDDFT spectra. SC is achieved for small distances.
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Figure 5.3: (a) Optical spectra for the coupled system of an Al201 NP and different numbers of
benzene molecules and (b) corresponding coupling strength obtained from fits to a coupled os-
cillator model. The expected √𝑁 dependence is followed for small numbers of molecules, until
it saturates. A line is included to guide the eye.
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Paper I
Dipolar coupling of nanoparticle-molecule assemblies:
An efficient approach for studying strong coupling

In Paper Iwemodel optical spectra ofNP-molecule assemblies as a sets of interacting
subsystems, the subsystems each consisting of either a single NP or a single molecule.
First, we perform TDDFT calculations for each unique subsystem separately, obtaining
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Figure6.1: Optical spectra calculated forNP-molecule assemblies using ourDCmethod are com-
pared to reference spectra from full TDDFT.The distance ofmolecules to the plasmonicNP (left)
and the number of molecules at a fixed distance (right) are varied.
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their individual polarizabilities. Then, we assume that when coupled, the only interac-
tion between subsystems is that of radiating point dipoles, each with the polarizability
of the corresponding individual subsystem. Wederive a set of equations for the total po-
larizability of the coupled system, expressed in the positions and polarizabilities of the
individual subsystems. This provides amethod that has amoderate set-up cost, namely
in the computation of individual polarizabilities from TDDFT, but a negligible cost for
computing optical spectra for arbitrary assemblies of these units.

We benchmark the accuracy of the dipolar-coupling method against full TDDFT cal-
culations of NP-molecule ensembles where SC occurs. Two distinct peaks correspond-
ing to the LP and UP are visible (Fig. 6.1) and the Rabi splitting, which is a measure of
the coupling strength, increases with smaller distance and larger number of molecules.
The DCmethod is in good agreement with TDDFT, except for the position of the LP be-
ing underestimated for small distances. This shortcoming is a natural limitation of the
DC method, as it does not allow the underlying subsystems to hybridize, and neither
does it consider higher-order multipole interactions. In conclusion, the DC method is
an efficient method suitable for studying large ensembles of NPs and molecules to a
reasonable accuracy, and it is able to capture SC.
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Paper II
Hot-Carrier Transfer across a Nanoparticle–Molecule Junction:
The Importance of Orbital Hybridization and Level Alignment

In Paper II, we use RT-TDDFT to study the direct HC transfer from a small metal NP
to aCOmolecule. The transfer process is caused by the decay of the LSP,whichwe excite
with a laser pulse. For a few representative sites of approach, we find the probability of
HE transfer to depend non-monotonically on the distance between NP and molecule.
The transfer is effective at distances outside the binding energy well (Fig. 6.2; in fact,
themaximum of HE transfer in some cases occurs outside this region), suggesting that
direct HE transfer to gas-phasemolecules around the NP can be expected to occur. The
probability ofHHtransfer is, on theotherhand, rapidlydecaying tozerowith increasing
distance. Typically, HE transfer is 10 times less likely than HH transfer in this system.

Analyzing the HC transfer in the underlying transitions between KS states, we find
the process being very sensitive to the particular pairs of states involved. TheHCs gener-
ated by the decay of the LSP appear in electron-hole pairswith a difference in eigenener-
gies equal to the energy of the incoming photon ℏ𝜔. Thus, for HE transfer, the eigenen-
ergy of the LUMOdetermineswhichKS states of theNP can act as donors. With varying
distance, the eigenenergy of the LUMO varies (in fact, shifts are visible already beyond
the binding energy well), and the condition for available donor states in the NP changes
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Figure 6.2: Probabilities of HE and HH transfer from Ag201 to CO mapped out as a function of
distance and site of approach, when excited by a 3.8 eV laser pulse. Binding energies for the
system are included in each subpanel.
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as well, resulting in a non-monotonic distance dependence of the process probability.
ForHH transfer the corresponding condition depends on the theHOMOenergy. In our
system, the HOMO lies further away from the Fermi level than ℏ𝜔 at far distances, thus
prohibiting transfer. At closer distances, HH transfer is non-zero due to the hybridized
HOMO having shifted closer to the Fermi level.

In conclusion, the probability of direct HC transfer depends on both ground-state
(energetic alignmentofKS states) andexcited-state (coupling strengthbetweenLSPand
electron-hole transitions) properties, yielding a complex landscape. The frequency of
the exciting laser pulse can be used as a handle for modifying the probabilities.
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Conclusions and outlook

The aim of this thesis has been to answer the two questions pertaining to the topics of
Chapters 4 and 5 respectively:

• Whatdetermines theefficiencyofhot carrier (HC) transfer fromNPs tomolecules?

• To what extent is strong coupling (SC) in NP-molecule assemblies captured by
dipolar coupling?

In Chapter 4 I have mapped out the initial HC-distribution dependence on the dis-
tance and site of approach for a COmolecule approaching noble metal NPs. By project-
ing theHCdistributions on themolecule, I have obtained relative probabilities of direct
hot-carrier transfer (DHCT) compared to HC generation in the NP. For the initial HCs,
the eigenenergy of the electron minus the eigenenergy of the hole equal the photon en-
ergy. The probability of hot electron (HE)/hot hole (HH) transfer thus depends onwhich
occupied/unoccupied states in the NP are allowed to donate/accept an electron to/from
the CO LUMO/HOMO, and the coupling strength of those transitions to the localized
surface plasmon (LSP). Because the hybridizedmolecular orbitals shift in energy as the
distance is varied, different NP states, with different coupling strengths donate/accept
to the NP.

Severalmicroscopic quantities determine the the efficiency ofDHCT.Thebinding en-
ergy curve dictates which geometrical configurations of CO-NP are likely. The binding
energy curve is influenced by the type of molecule and type of surface [89, 90]. The en-
ergetic positions of the hybridized HOMO and LUMO depend on the type of molecule,
type of surface, and NP composition. The energetic positions of NP states, i.e., the den-
sity of states of the NP, depends on NP composition and size; the latter through for-
mation of atomic-shell-like states in small NPs [91]. For solar or otherwise broadband
illumination, the energy of absorbed photons depends on the localized surface plasmon
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resonance (LSPR) frequency, which depends on size, shape and composition of the NP,
as well its dielectric environment [92]. The coupling strength of electron-hole pairs to
the LSP depends on the overlap and orbital angular momentum of states, and the LSP
electromagnetic (EM) field mode. In particular, the latter can be greatly enhanced by
local geometry of the NP surface [93].

In conclusion, the efficiency ofHC transfer depends on the size, shape, composition
and environment of theNP, the type ofNP surfaces exposed to themolecule, and the
type of molecule through the aforementioned relations.

In Chapter 5 I have derived a method to efficiently compute absorption spectra of
NP-molecule assemblies based on dipolar coupling (DC). I apply the method to an Al
NP surrounded by between 1 and 8 benzenemolecules, and compare the results to refer-
ence real-time time-dependent density functional theory (RT-TDDFT) calculations for
the same system. The agreement between the DC method and the RT-TDDFT results
is good, especially in the intermediate distances range. For small distances, there is a
quantitative difference in the spectra due to the inherent inability of the DCmethod to
capture charge transfer, orbital hybridization, andmultipolar coupling.

The DCmethod captures SC behavior to the same extent as RT-TDDFT calculations.
The behavior includes the √𝑁 dependence of the coupling strength on the number
of molecules, and the increasing coupling strength with decreasing distance.

7.1 Limitations
Density-functional theory (DFT) is inpractice anapproximatemethoddue to theneed to
approximate the exchange-correlation (XC) functional. Better functionals often come
with higher computational cost, but even worse: there is no sure way to improve the
description of all systems with one choice of XC. Often the description of molecules is
improved at the expense of metals. The adiabatic approximation of the XC functional
in TDDFT is also a limitation, thatmisses out on electron-electron scattering processes.
Since atoms are frozen during the RT-TDDFT calculation, electron-phonon scattering
processes are missing as well. This would affect the long-term HC distributions more
than the initial, but considering that some estimates put HC lifetimes in the few tens of
fs [68] it could affect even the initial HC distributions.

All problems associated with the approximation of the XC functional can in princi-
ple be circumvented in the DC method. There is no need to use specifically TDDFT for
the input polarizabilities; other theory, or even experimental inputs can be used. How-
ever, the DC approximation is quite restrictive, and is only expected to work for well
separated systems.
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7.2 Outlook
Manyquestions regardingplasmonmediatedHCgenerationandphotocatalysis remain.
For energy applications HC generation is not interesting per se; the goal of a complete
theoretical model would be to accurately predict photocatalysis rates, i.e. how many
chemical reactions per second occur. In the context of TDDFT, this would require prop-
erly takingelectron-electron (e.g. byanon-adiabaticXCfunctional) andelectron-phonon
(by allowing atomic nuclei to move during the simulation) scattering into account. A
tremendous increase in simulation time would be necessary to reach the time scales of
reactions takingplace, and toproperly gather statistics. Onepossibleway forward could
thus be to train some computationally efficient model on the behavior of the electronic
system, and simulate themotion of the nuclei in the framework of thismodel. E.g. ma-
chine learning approaches are gaining popularity for suchmultiscale modeling [94].
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