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## 1 Introduction

Extended geometry [1-6] is a general framework for the construction of gravitational theories, that replaces the structure group GL $(d)$ of gravity with an arbitrary semisimple group $G$ and $d$-dimensional vectors with elements in some module of $G$. Coordinates for an extended space belong to this module, but a "section constraint" restricts coordinate dependence locally to a GL (d) vector. Special cases of extended geometry are double geometry [7-21] and exceptional geometry [22-45], and of course gravity itself.

It has become abundantly clear $[1-5,46]$ that tensor hierarchy algebras (THA's) [3, 4750] provide a foundation for extended geometry. They do so in providing a clearly defined set of fields, ghosts etc., which are given by the content of the relevant THA at definite degrees in certain gradings. One way of viewing this structure is that the THA's provide the structure for extended geometry which is the analogue of forms and exterior derivatives for Yang-Mills (YM) theory (or higher form gauge theory). This is the point of view which is taken in the present paper. In order to define YM on some manifold, it is not enough
to know the complex of forms, with its exterior derivative. One also needs to introduce the two-derivative dynamics defined by dualisation in terms of the "kinetic operator" $d \star d$. The situation in gravity and extended geometry turns out to be analogous. We will present a complex for extended geometry containing a "dualisation", which indeed gives full information concerning the dynamics.

The formalism presented completes the construction of extended geometry from tensor hierarchy algebras, in the sense that the correspondence between elements in the tensor hierarchy algebra and a full set of Batalin-Vilkovisky (BV) fields for the extended geometry is given. The question of finding the dynamics is a question of constructing the complex, in particular of finding the "dualisation", which is part of the differential on the complex. This is an algebraic problem. We hope that this clarification will be useful when dealing with infinite-dimensional structure groups.

We begin by discussing in section 2 , in some detail, the dualisations used to "turn the complex around" in YM theory and in (teleparallel) gravity. In the latter case we put focus on the consistency relation for the dualisation. This paves the way for the construction of the teleparallel complex for extended geometry in section 3, which also contains some background on extended geometry needed in the construction. Section 4 specialised to classes of examples, in particular "Ehlers extended geometry", where the coordinate module is the adjoint of a semisimple finite-dimensional Lie group. Section 5 provides the structure of the "central" part of the BV action, involving fields and antifields. We conclude with a discussion of open issues, in particular the application of the present results to infinite-dimensional structure groups.

## 2 The teleparallel complex

### 2.1 Turning a complex around - the Yang-Mills example

Sometimes fields (including ghosts) naturally belong to a complex with a differential linear in derivatives, such as the de Rham differential, but the equations of motion for the physical fields are second order in derivatives. This can be formalised by a "turning around" of the complex, or a "doubling", where antifields belong to the dual complex.

A main example is Yang-Mills theory on a manifold $M$, where ghosts are in $\Omega^{0}(M)$ and connections in $\Omega^{1}(M)$. Antifields are in the dual spaces. The turning around of the complex is acheived by connecting the original complex to the dual one by a "duality" operation $\sigma$, not containing derivatives [51-53].


Here, the differential is $q=d+\sigma$, and $\sigma=\star$. Note that the forms in the upper line are truncated at the point where the complex turns. There are no ghost antifields in $\Omega^{3}$, nor
any ghosts in $\Omega^{d-3}$. Let us call this complex $\mathscr{C}_{\mathrm{YM}}$. We will use it to introduce some concepts and procedures which will be of use later, when we turn to gravity and extended geometry.

The complex comes equipped with a natural pairing (wedge product and integration) between elements on the upper and lower lines. It agrees with the Batalin-Vilkovisky (BV) pairing, carrying ghost number 1 , of fields with their antifields. Elements in the complex are sets of BV fields with the appropriate parity: bosonic for even ghost number, fermionic for odd. A scalar product $\langle\cdot, \cdot\rangle$ on elements $\Psi=\psi+\bar{\psi}$, where $\psi$ belongs to the upper line and $\bar{\psi}$ to the lower, is defined so that

$$
\begin{align*}
\left\langle\psi, \psi^{\prime}\right\rangle=0 & =\left\langle\bar{\psi}, \bar{\psi}^{\prime}\right\rangle \\
\langle\psi, \bar{\psi}\rangle & =\int_{M} \psi \wedge \bar{\psi}=\langle\bar{\psi}, \psi\rangle . \tag{2.2}
\end{align*}
$$

The linearised BV action is

$$
\begin{equation*}
S=\frac{1}{2}\langle\Psi, q \Psi\rangle \tag{2.3}
\end{equation*}
$$

The cohomology is linearised Yang-Mills. Let us check the action for the physical fields. Denote the physical 1-form in the upper line $A$ and the 2-form antifield $F$, and their antifields $\bar{A}$ and $\bar{F}$. Note that $F$ is not the field strength of $A$, but an independent antifield, and that $\bar{F}$ is a physical field (ghost number 0 ). We can now evaluate the relevant part of the action (taking $\partial M=\emptyset$ for simplicity) as

$$
\begin{align*}
S_{0}[A, \bar{F}] & =\frac{1}{2}(\langle A, d \bar{F}\rangle+\langle\bar{F}, d A+\sigma \bar{F}\rangle) \\
& =\langle\bar{F}, F(A)\rangle+\frac{1}{2}\langle\bar{F}, \sigma \bar{F}\rangle \tag{2.4}
\end{align*}
$$

where $F(A)=d A$. Solving the algebraic equations of motion obtained by varying $\bar{F}$ gives $\bar{F}=-\sigma^{-1} F(A)$, and reinserting in the action yields the standard two-derivative action

$$
\begin{equation*}
S_{0}^{\prime}[A]=-\frac{1}{2}\left\langle F(A), \sigma^{-1} F(A)\right\rangle \tag{2.5}
\end{equation*}
$$

This elimination of $\bar{F}$ can equivalently be expressed as homotopy transfer to the cohomology of $\sigma$. This is done by first constructing a strong homotopy retract to the cohomology of $\sigma$, which we call $\mathscr{C}_{\mathrm{YM}}^{\prime}$, with zero differential,

$$
\begin{equation*}
\left(\mathscr{C}_{\mathrm{YM}}^{\prime}, 0\right) \underset{p}{\stackrel{i}{\rightleftarrows}}\left(\mathscr{C}_{\mathrm{YM}}, \sigma\right) \longleftrightarrow h \tag{2.6}
\end{equation*}
$$

where the inclusion $i$ and the projection $p$ are the naïve ones, identifying the spaces in $\mathscr{C}_{\mathrm{YM}}^{\prime}$ with the ones in $\mathscr{C}_{\mathrm{YM}}$, and $h=\sigma^{-1}$. Since $\sigma$ is invertible, the new complex $\mathscr{C}_{\mathrm{YM}}^{\prime}$ consists of the vector spaces in $\mathscr{C}_{\text {YM }}$, with $F \in \Omega^{2}$ and $\bar{F} \in \Omega^{d-2}$ removed. The horizontal differential $d$ is then seen as a perturbation of $\sigma$, and the homological perturbation lemma [54] yields the quasi-isomorphism

$$
\begin{equation*}
\left(\mathscr{C}_{\mathrm{YM}}^{\prime}, q^{\prime}\right) \underset{p^{\prime}}{\stackrel{i^{\prime}}{\longleftrightarrow}}\left(\mathscr{C}_{\mathrm{YM}}, q=\sigma+d\right) \longleftrightarrow h^{\prime}, \tag{2.7}
\end{equation*}
$$

where the new differential $q^{\prime}$ (and also $h^{\prime}, i^{\prime}$ and $p^{\prime}$ ) is given as a perturbation series in $d$,

$$
\begin{equation*}
q^{\prime}=\sum_{n=0}^{\infty} p(d h)^{n} d i \tag{2.8}
\end{equation*}
$$

Here, only the terms with $n=0,1$ contribute, and dropping $p$ and $i$ (since they are given by the trivial identification of vector spaces), we obtain

$$
\begin{equation*}
q^{\prime}=d+d \sigma^{-1} d \tag{2.9}
\end{equation*}
$$

just like the result of algebraic elimination of fields above.


The interacting YM theory is obtained by "covariantisation", which formally means Chern-Simons theory on the complex. The operator $\sigma$ of course remains undeformed.

Note that the physical input in the models lies entirely in the choice of $\sigma$. It is of course completely specified by a choice of metric on $M$. There is no other consistency imposed on $\sigma$ than its invertibility. One might think that the use of the complex (2.1) just introduces an unnecessary complication in a known model. However, the interactions become of lower order (essentially Chern-Simons), and the dynamical input is concentrated in a linear operator, which stays unmodified in the non-linear Batalin-Vilkovisky theory. The last property will be valuable in gravity and extended geometry, where the "duality" operation is subject to a consistency relation. We also notice that this mechanism is at work in supersymmetric pure spinor field theory [55-60], where it is responsible for the simple forms of interactions, which are generically of lower polynomial order than the interaction terms for component fields.

### 2.2 The teleparallel gravity complex

We will now construct the analogous turning around of the linear complex for the teleparallel version of gravity (see e.g. refs. [5, 61, 62]). The main structure will carry over directly to extended geometry. The interesting behaviour that distinguishes these models from the Yang-Mills complexes is that there is a consistency relation on the "dualisation", the operator corresponding to $\sigma$ in the complex (2.1). As we will see, it arises simply from $q^{2}=0, q$ being the differential on the complex. An advantage is that this relation can be solved for $\sigma$ already in the linear theory, i.e., all the defining structure lies in the construction of a 1-bracket. Higher brackets will arise as covariant "decorations" of the 1-bracket.

In teleparallel gravity in $d$ dimensions, the infinitesimal diffeomorphism symmetry is parametrised by vector fields (we denote the space of vector fields $V$ ), but there is also a local Lorentz symmetry. The physical fields normally consist of a vielbein, which linearly around some background is represented locally as an element $e$ in $\mathfrak{g l}(d)$, or in $\Omega^{1} \otimes V$. The field strength is the torsion $\theta(e)$ of the Weitzenböck connection, which belongs to $\Omega^{2} \otimes V$.

Inspired by the YM complex (2.1), we put the diffeomorphism parameters $v$, the vielbein $e$ and the "torsion" $\theta$ in the upper line, and their duals in the lower line (note that $\theta$ is not $\theta(e)$ but an independent antifield in the torsion module). Dual fields here means dual with respect to integration, so the lower line will consist of tensor densities.

Where does the local Lorentz ghosts fit in? It is well known that the torsion $\theta(e)$, while being a tensor under diffeomorphisms, is not invariant under local Lorentz transformations. Instead the transformation of the torsion is the covariant derivative of the Lorentz parameter [5]. This implies that a differential $\bar{h} \rightarrow e \rightarrow \theta, \bar{h}$ representing the Lorentz ghosts, does not square to 0 . Still these arrows must be part of the complex, and the only solution is that it there is another path from $\bar{h}$ to $\theta$, now through $\bar{\theta}$, the other field of ghost number 0 , We then have arrows


The part $\sigma$ of the differential from $\bar{\theta}$ to $\theta$ is analogous to the dualisation in the first Yang-Mills complex, but it will now be subject to a relation

$$
\begin{equation*}
d \circ \varrho+\sigma \circ d=0 \tag{2.12}
\end{equation*}
$$

where $\varrho$ represents the action of the linearised Lorentz transformations (the left $\nearrow$ in (2.11)). This is the key point, and the principle carries over to extended geometry. Note that arrows $\rightarrow$ are linear in derivatives, while arrows $\nearrow$ are algebraic.

Since the ghosts $\bar{h}$ are now introduced, also their antifields of ghost number -2 must be present, and we see that they will sit in the upper line in the position of torsion Bianchi identies. The latter are in $\Omega^{3} \otimes V$, containing a contraction $\Omega^{2}$, which can represent an element in the local Lorentz subalgebra. Unlike the Yang-Mills case, where Bianchi identities were left out in the upper line, the correct turning around of the gravity complex demands that we keep a submodule of the torsion Bianchi identites as ghost antifields. We end up with a tentative complex:

$$
\begin{array}{cccc}
\text { ghost\# }= & 1 & 0 & -1 \\
\hline \tag{2.13}
\end{array}
$$

The vector spaces in the lower line are dual under integration to the ones in the upper line; they are densities with covariant naked divergences. The action of the horizontal derivatives is

$$
d\left(\begin{array}{cccc}
v^{m} & e_{m}^{n} & \theta_{m n}^{p} & h_{m n}  \tag{2.14}\\
\bar{h}^{m n} & \bar{\theta}_{m}^{n p} & \bar{e}_{m}^{n} & \bar{v}_{m}
\end{array}\right)=\left(\begin{array}{cccc}
0 & \partial_{m} v^{n} & 2 \partial_{[m} e_{n]}^{p} & 3 \partial_{[m} \theta_{n p]}{ }^{p} \\
0 & 3 \delta_{m}^{[n} \partial_{q} \bar{h}^{p q]} & 2 \partial_{p} \bar{\theta}_{m}^{n p} & \partial_{n} \bar{e}_{m}^{n}
\end{array}\right)
$$

The $\varrho$ arrows are also obvious, they are given as $(\varrho \bar{h})_{m}{ }^{n}=g_{m p} \bar{h}^{p n}$ and $\left(\varrho^{*} \bar{e}\right)_{m n}=\bar{e}_{[m}{ }^{p} g_{n] p}$. $g$ is some "background metric" invariant under an $\mathfrak{s o}(d)$ subalgebra of some signature, which for convenience is taken to carry the correct weight to transform from densities to tensors (in the non-linear theory it is of course obtained from the vielbein). The horizontal derivatives in the lower row are given by the same structure constants as the ones in the upper row. It is straightforward to verify that the identity from the right parallellogram, $d \sigma+\varrho^{*} d=0$, is equivalent to eq. (2.12) as long as $\sigma$ is symmetric (as a matrix in indices for the torsion module). This is a direct consequence of the diagonal action of $\sigma$ on $\mathfrak{s o}(d)$-modules.

Now, only $\sigma$ needs to be constructed. It is convenient to lower all indices on $\theta$ and $\bar{\theta}$ with the metric and to parametrise $\sigma$ in terms of endomorphisms on $\Omega^{1} \otimes \Omega^{2}$. Let $X \in \Omega^{1} \otimes \Omega^{2}$ be represented by a tensor $X_{m, n p}$ antisymmetric in the last pair. The endomorphisms are then spanned by $\{1, \alpha, \beta\}$, where

$$
\begin{align*}
& (\alpha X)_{m, n p}=X_{[n, p] m}, \\
& (\beta X)_{m, n p}=g_{m[n} g^{q r} X_{|q|, p] r} . \tag{2.15}
\end{align*}
$$

They fulfill

$$
\begin{align*}
\alpha^{2} & =\frac{1}{2}(1+\alpha), \\
\alpha \beta=\beta \alpha & =-\frac{1}{2} \beta,  \tag{2.16}\\
\beta^{2} & =-\frac{d-1}{2} \beta .
\end{align*}
$$

Let $X_{m, n p}=g_{n n^{\prime}} g_{p p^{\prime}} \partial_{m} \bar{h}^{n^{\prime} p^{\prime}}$. Then, one has one side of the left parallellogram as $d \varrho \bar{h}=2 \alpha X$. We also have $d \bar{h}=(1+2 \beta) X$. To satisfy $(d \varrho+\sigma d) \bar{h}=0$ we are uniquely led to

$$
\begin{equation*}
\sigma=-2 \alpha(1+2 \beta)^{-1}=-2 \alpha\left(1+\frac{2}{d-2} \beta\right)=-2 \alpha+\frac{2}{d-2} \beta . \tag{2.17}
\end{equation*}
$$

The inverse map is

$$
\begin{equation*}
\sigma^{-1}=\frac{1}{2}-\alpha+2 \beta . \tag{2.18}
\end{equation*}
$$

The classical action, i.e., the part of the linearised BV action containing only physical fields of ghost number 0 , is read off from the complex as

$$
\begin{equation*}
S_{0}[e, \bar{\theta}]=\frac{1}{2}(\langle\bar{\theta}, d e\rangle+\langle e, d \bar{\theta}\rangle+\langle\bar{\theta}, \sigma \bar{\theta}\rangle)=\langle e, d \bar{\theta}\rangle+\frac{1}{2}\langle\bar{\theta}, \sigma \bar{\theta}\rangle . \tag{2.19}
\end{equation*}
$$

The equations of motion for $\bar{\theta}$ are algebraic, and solved by $\bar{\theta}=-\sigma^{-1} d e$. Note the close analogy to the Yang-Mills case. Reinserting this solution in $S_{0}$ gives the linearised action of standard teleparallel gravity

$$
\begin{equation*}
S_{0}^{\prime}[e]=-\frac{1}{2}\left\langle d e, \sigma^{-1} d e\right\rangle=-\frac{1}{2}\left\langle\theta(e), \sigma^{-1} \theta(e)\right\rangle, \tag{2.20}
\end{equation*}
$$

where $\theta(e)=d e$ is the linearised torsion and the "dualisation" $\sigma^{-1}$ is given by eq. (2.18). This procedure can of course also be described as homotopy transfer as in section 2.1. The full non-linear action is only a matter of covariantisation; this will be described in section 5 .


Figure 1. The Dynkin diagram for the tensor hierarchy algebras $W\left(\mathfrak{g}^{+}\right)$and $S\left(\mathfrak{g}^{+}\right)$. Removing the "grey" node in the right diagram yields the Dynkin diagram of $\mathfrak{g}^{+}$.

## 3 Extended geometry complexes

Now, we want to apply the same construction to extended geometry. The principle is the same as for gravity. The Bianchi identity in the antisymmetric module plays a special rôle, leading to the "dual gauge symmetry" of ref. [5]. There, it was realised that the Bianchi identity, projected to the local subalgebra, was responsible for the local symmetry. The present paper provides the explanation.

### 3.1 Fields from tensor hierarchy algebras

The version of extended geometry we need to rely on is clearly the teleparallel one [5]. It is adapted to the identification of gauge parameters, fields, torsion (field strengths) and Bianchi identities from the THA. The structure algebra is $\mathfrak{g}=\operatorname{Lie}(G)$. In the present paper, $\operatorname{dim} \mathfrak{g}<\infty$. The coordinate module is a lowest weight $\mathfrak{g}$-module $R(-\lambda)$. The tensor hierarchy algebra used for the construction is $S\left(\mathfrak{g}^{+}\right)$, a non-contragredient super-extension of the Lie algebra $\mathfrak{g}^{+}$, in turn obtained by "extending $\mathfrak{g}$ at $\lambda$ ". If $\lambda$ is a fundamental weight this simply means adding a node to the Dynkin diagram of $\mathfrak{g}$, singly connected to the node of $\lambda$. We refer to refs. $[3,4,49]$ for notation and full detail. Since the use of the tensor hierarchy algebra for identification of all fields (and for deriving the form of the differential) is an integral part of our program, we review it briefly. This part can be skipped, if one accepts the assignments.

The tensor hierarchy algebra $S\left(\mathfrak{g}^{+}\right)$can be constructed from a Dynkin diagram where a grey node is added to the diagram of $\mathfrak{g}^{+}$(figure 1), and then comes with a bigrading, where a $\mathfrak{g}$-module appears for any pair of integers, which can be chosen in different ways. We here call them $p$ and $q$ and define the bigrading such that the $e$-generators associated to the grey node and the node next to it sit at $(p, q)=(0,-1)$ and $(p, q)=(1,1)$, respectively. Then tensor hierarchy algebra $W(\mathfrak{g})$ is a subalgebra at $q=0$. By a further decomposition of it into $\mathfrak{g}$-modules at different $p$, non-ancillary fields of ghost number $\gamma$ are found at $(p, q)=(\gamma, 0)$. In particular, we have generalised diffeomorphism parameters in the coordinate module $R(-\lambda)$ at $(p, q)=(1,0)$, (linearised) physical fields - vielbeins - in $\mathfrak{g} \oplus \mathbb{R}$ at $(p, q)=(0,0)$, torsion at $(p, q)=(-1,0)$ and torsion Bianchi identities at $(p, q)=(-2,0)$. In the spirit of section 2, the torsion module is populated by "torsion antifields" and part of the Bianchi identity module by ghost antifields for local rotations.

In addition there may be ancillary fields of various ghost numbers, found at $(p, q)=$ $(\gamma-1,1)$. For finite-dimensional $\mathfrak{g}$, ancillary fields are restricted to $\gamma \geq 1$. Ancillary fields arise due to the presence of tensors of mixed symmetry in a decomposition into modules of $\mathfrak{g l}(d) \subset \mathfrak{g}$, and can be seen as compensating for a failure of the Poincaré lemma for the derivative. They do not play a decisive rôle in the construction in the present paper - in
particular they are irrelevant for the construction of the dualisation $\sigma$ - and will largely be ignored.

In the following, we will need the fields and modules:

- generalised diffeomorphism parameters (ghosts) in $R(-\lambda)$, which we denote $V^{M}$;
- the generalised vielbein $E_{M}{ }^{A}$, which linearised around some background is parametrised by an element $E^{\alpha}$ in $\mathfrak{g}$ and a scalar $e$;
- torsion (antifields) $\Theta_{M}{ }^{\alpha}$ and $\theta_{M}$ in a specific set of modules, see below;
- torsion Bianchi identities (ghost antifields) in an antisymmetric module $\wedge^{2} R(\lambda)$.

There is always a "small" torsion $\theta_{M}$ in $R(\lambda)$. The modules for the "big" torsion $\Theta_{M}{ }^{\alpha}$ were characterised in ref. [3]. They are the modules $\Theta \subset R(\lambda) \otimes \mathfrak{g}$ that automatically respect the ideal $R(-2 \lambda)$ of $W(\mathfrak{g})$ at level 2 , so that $\Theta \otimes R(-2 \lambda) \not \supset R(-\lambda)$. These turn out to be (we restrict to $\lambda$ being a fundamental weight, for simplicity) highest weight modules $R(\lambda+\gamma)$, where $\gamma$ is a highest root with $(\lambda, \gamma)=0,-2,-3, \ldots,-(\lambda, \vartheta)$, where $\vartheta$ is the highest root of $\mathfrak{g}$ and the inner product is normalised by $(\vartheta, \vartheta)=2$. It is convenient to use an invariant tensor $\varphi^{\alpha}{ }_{M, \beta^{N}}$, introduced in ref. [3], which is a weighted sum of projection operators on the $\Theta$-modules, and which occurs naturally as structure constants in the THA. It fulfills various identities, of which the most important is

$$
\begin{equation*}
t_{\beta\langle M}{ }^{P} \varphi^{\beta}{ }_{N\rangle, \alpha}{ }^{Q}=0, \tag{3.1}
\end{equation*}
$$

$\langle M N\rangle$ denoting projection on $R(2 \lambda)$, manifesting that the level 2 ideal is respected.

### 3.2 The differential

The identification of fields above gives the extended geometric analogue of forms for YM theory, or of the upper line of the gravity complex (2.13). There is a differential $d$, which between non-ancillary fields contains one derivative, in a contraction with the adjoint action of elements in $S\left(\mathfrak{g}^{+}\right)$. (There is also a part of $d$, mapping ancillary to non-ancillary fields, acting by embedding, which contains no derivatives, and a 1-derivative part mapping ancillary to ancillary.) Besides algebraic relations in $S\left(\mathfrak{g}^{+}\right)$, the nilpotency $d^{2}=0$ relies on the section constraint

$$
\begin{align*}
Y(\partial \otimes \partial) & =0,  \tag{3.2}\\
\varsigma Y & =-\eta^{\alpha \beta} t_{\alpha} \otimes t_{\beta}+(\lambda, \lambda)-1+\varsigma,
\end{align*}
$$

where $\eta$ is the inverse Killing metric and $\varsigma$ the permutation operator.

### 3.2.1 Generalised diffeomorphisms

Generalised diffeomorphisms are given by the generalised Lie derivative. The action on a covector of weight $w$ is

$$
\begin{equation*}
\mathscr{L}_{V} W_{M}=V^{N} \partial_{N} W_{M}+\eta^{\alpha \beta}\left(t_{\alpha} \otimes t_{\beta}\right)_{M N}{ }^{Q P} \partial_{P} V^{N} W_{Q}+w \partial_{N} V^{N} W_{M} . \tag{3.3}
\end{equation*}
$$

The value of $w$ for a tensor is $w=1-(\lambda, \lambda)$. The closure of the commutator of generalised diffeomorphisms to generalised diffeomorphisms (and, when they are present, ancillary transformations) relies on the section constraint (3.2).

### 3.2.2 Generalised vielbein and involution

The generalised vielbein is a group element $E_{M}{ }^{A}$ in $G \times \mathbb{R}$, transforming from the right with the locally realised subgroup $K(G)$. The local subgroup $K(G)$, with Lie algebra $\mathfrak{k}$, is thought of as the maximal compact subgroup, more generally an involutory subgroup.

The choice of $\mathfrak{k} \subset \mathfrak{g}$ is parametrised by a generalised metric $G_{M N}$ on $R(-\lambda)$. In the non-linear theory the involution is of course identified dynamically as $G_{M N}=\left(E H E^{\top}\right)_{M N}$, $H_{A B}$ being a positive definite $\mathfrak{k}$-invariant metric on $R(-\lambda)$. In the linearised theory around $E=1$, we can identify $G=H$. The generalised metric defines an involution $\tau$ through its action on the representation matrices $t_{\alpha M}{ }^{N}$ :

$$
\begin{equation*}
\tau\left(t_{\alpha}\right)=-G t_{\alpha}^{\top} G^{-1} \tag{3.4}
\end{equation*}
$$

The eigenvalue of $\tau$ is +1 on the local subalgebra $\mathfrak{k}$ and -1 on its complement $\mathfrak{k}^{\perp}$ with respect to the Killing metric. Accordingly, splitting $\alpha=\left(a, a^{\prime}\right), \tau\left(T_{a}\right)=T_{a}, \tau\left(T_{a^{\prime}}\right)=-T_{a^{\prime}}$, where $T_{a} \in \mathfrak{k}, T_{a^{\prime}} \in \mathfrak{k}^{\perp}$. Freely raising and lowering adjoint indices with the Killing metric $\eta_{\alpha \beta}$ and its inverse, the involution may be identified with (minus) the metric in the adjoint representation. $\tau\left(T_{\alpha}\right)=\tau_{\alpha}{ }^{\beta} T_{\beta}$ gives

$$
\begin{equation*}
\tau\left(T^{\alpha}\right)=-\tau^{\alpha \beta} T_{\beta}=G^{\alpha \beta} T_{\beta} \tag{3.5}
\end{equation*}
$$

$G_{\alpha \beta}=-\left\langle T_{\alpha}, \tau\left(T_{\beta}\right)\right\rangle$ is then positive definite. In the splitting $\alpha=\left(a, a^{\prime}\right)$, it is by definition $G_{a b}=-\eta_{a b}, G_{a^{\prime} b^{\prime}}=\eta_{a^{\prime} b^{\prime}}$. One can covariantly extract $\mathfrak{k}$ from an antisymmetric matrix $A_{M N}$ as

$$
\begin{equation*}
H_{a}=\left(G^{-1} t_{a}\right)^{M N} A_{M N} \tag{3.6}
\end{equation*}
$$

Using the transformation (3.3) on the vielbein,

$$
\begin{equation*}
\mathscr{L}_{V} E_{M}^{A}=V^{N} \partial_{N} E_{M}^{A}+\eta^{\alpha \beta}\left(t_{\alpha} \otimes t_{\beta}\right)_{M N}{ }^{Q P} \partial_{P} V^{N} E_{Q}^{A}+w \partial_{N} V^{N} E_{M}^{A}, \tag{3.7}
\end{equation*}
$$

and linearising around $E=1$ as $E=1+t_{\alpha} E^{\alpha}+w e$, we obtain

$$
\begin{align*}
\mathscr{L}_{V} E^{\alpha} & =t^{\alpha}{ }_{M}{ }^{N} \partial_{N} V^{M} \\
\mathscr{L}_{V} e & =\partial_{M} V^{M} \tag{3.8}
\end{align*}
$$

This is identified as the 1-bracket $d V$.
The transformation of $E$ under a local transformation $H \in \mathfrak{k}$ is $\delta_{H} E=E H$, which linearised becomes the (algebraic) 1-bracket as $\delta_{H} E^{a}=H^{a}, \delta_{H} E^{a^{\prime}}=0, \delta_{H} e=0$.

### 3.2.3 Torsion

The (generalised) torsion of a vielbein $E$ is defined as the covariantly transforming part (as $\mathfrak{g}$-modules) of the Weitzenböck connection (Maurer-Cartan form) $\Gamma_{M}=-\partial_{M} E E^{-1}$. Note that the Weitzenböck connection, unlike other metric-compatible connections contains a derivative in its first index, and thus satisfies the section constraint (together with itself or with derivatives). Writing $\Gamma_{M N}{ }^{P}=t_{\alpha N}{ }^{P} \Gamma_{M}{ }^{\alpha}+w \delta_{N}^{P} \gamma_{M}$ and using the transformation of the
vielbein, we obtain the inhomogeneous parts of the transformation of the connection under generalised diffeomorphisms (denoted by $\Delta_{V}$, the rest is the generalised Lie derivative),

$$
\begin{align*}
\Delta_{V} \Gamma_{M}^{\alpha} & =-t^{\alpha}{ }_{N}^{P} \partial_{M} \partial_{P} V^{N} \\
\Delta_{V} \gamma_{M} & =-\partial_{M} \partial_{N} V^{N} \tag{3.9}
\end{align*}
$$

We find the "big" and "small" torsion as

$$
\begin{align*}
\Theta_{M}{ }^{\alpha} & =\varphi^{\alpha}{ }_{M, \beta}{ }^{N} \Gamma_{N}{ }^{\beta} \\
\theta_{M} & =t_{\alpha M}{ }^{N} \Gamma_{N}{ }^{\alpha}-(\lambda, \lambda) \gamma_{M} \tag{3.10}
\end{align*}
$$

where the identity (3.1) for the $\varphi$ tensor is responsible for making the big torsion $\Theta_{M}{ }^{\alpha}$ covariant. The small torsion $\theta_{M}$ becomes covariant thanks to the symmetric section constraint.

Linearisation of eq. (3.10) gives the 1-bracket from $E=\left(E^{\alpha}, e\right)$ to the torsion modules as

$$
\begin{align*}
(d E)_{M}^{\alpha} & =-\varphi^{\alpha}{ }_{M, \beta}{ }^{N} \partial_{N} E^{\beta} \\
(d E)_{M} & =-t_{\alpha M}{ }^{N} \partial_{N} E^{\alpha}+(\lambda, \lambda) \partial_{M} e \tag{3.11}
\end{align*}
$$

### 3.2.4 Bianchi identities

In the cases considered in ref. [5], it was shown that there is a Bianchi identity in the leading antisymmetric module, i.e., the highest module in $\wedge^{2} R(\lambda)$, and it was also shown generally that this module is always present at $(p, q)=(-2,0)$. This Bianchi identity can be observed in the tensor hierarchy algebra $S\left(\mathfrak{g}^{+}\right)$in all examples we have checked, and we think it can be proven in general, using the approach proposed in ref. [50]. It takes the form

$$
\begin{equation*}
t_{\alpha\{M \mid}^{P}\left(D_{P}+\theta_{P}\right) \Theta_{\mid N\}}^{\alpha}+2\left(2-\frac{1}{(\lambda, \lambda)}\right) D_{\{M} \theta_{N\}}=0 \tag{3.12}
\end{equation*}
$$

Here, $D$ is the covariant derivative with the Weitzenböck connection, and $\{M N\}$ denotes projection on the leading antisymmetric module. Its full non-linear form is of course not relevant to the differential, but the appearance of $D+\theta$ is essential for consistency, see section 5 .

This Bianchi identity can be projected on $\mathfrak{k}$ by contraction with $\left(G^{-1} t^{\alpha}\right)^{M N}$, which is automatically antisymmetric for $\alpha=a$ and symmetric for $\alpha=a^{\prime}$. After linearisation, one then obtains the action of the differential from torsion antifields to Bianchi identity ghost antifields, the rightmost arrow in the upper line in eq. (3.13).

### 3.3 The complex

The complex $\mathscr{C}$ of extended teleparallel geometry is a modification of the gravity complex (2.13), building on the same principle.

$$
\begin{align*}
& \begin{array}{cllllll}
\text { ghost\# } & = & 2 & 1 & 0 & -1 & -2
\end{array} \quad-3 \\
& \cdots \xrightarrow{d} V^{\prime} \xrightarrow{d} V \xrightarrow[\nearrow]{d} \hat{\mathfrak{g}} \xrightarrow[\nearrow]{d} \Theta \xrightarrow{d} \mathfrak{k}  \tag{3.13}\\
& \overline{\mathfrak{k}} \xrightarrow[d]{\varrho} \bar{\Theta} \underset{d}{\sigma} \nearrow^{\varrho^{\star}} \overline{\hat{\mathfrak{g}}} \xrightarrow[d]{{ }^{\circ}} \bar{V} \underset{d}{\longrightarrow} \bar{V}^{\prime} \xrightarrow[d]{\longrightarrow} \cdots
\end{align*}
$$

Here, $\hat{\mathfrak{g}}=\mathfrak{g} \oplus \mathbb{R}($ generalising $\mathfrak{g l}(d))$ with $\mathfrak{g}$ a semi-simple Lie algebra, $\mathfrak{k} \subset \mathfrak{g}$ the local subalgebra, $V$ the generalised tangent vector space (the coordinate module), $V^{\prime}$ reducibility, and $\Theta$ the torsion module (both "big" and "small").

The relevant parts of the differential $d$ are given in the previous subsections. The left tail, denoted by an ellipsis, is the 1-bracket of the $L_{\infty}$ algebra of generalised diffeomorphisms, derived from the tensor hierarchy algebra in refs. [2, 4]. It will actually contain also ancillary transformations, which are algebraic parts (i.e., without derivatives) of the differential. They are of course essential for obtaining the correct BV action, but do not affect the arguments here, in particular, they do not participate in the condition on $\sigma$.

The central parts of the horizontal differential $d$ in the upper line can thus be written

$$
\begin{align*}
& d\left(\ldots V^{M}\binom{E^{\alpha}}{e}\binom{\Theta_{M}{ }^{\alpha}}{\theta_{M}} H_{a}\right)  \tag{3.14}\\
& \quad=\left(\begin{array}{c}
\left.\ldots \ldots\binom{t^{\alpha}{ }_{M}{ }^{N} \partial_{N} V^{M}}{\partial_{M} V^{M}}\binom{-\varphi^{\alpha}{ }_{M, \beta}{ }^{N} \partial_{N} E^{\beta}}{-t_{\alpha M}{ }^{N} \partial_{N} E^{\alpha}+(\lambda, \lambda) \partial_{M} e} \begin{array}{c}
\left(G^{-1} t_{a}\right)^{M N}\left(t_{\alpha\{M}{ }^{P} \partial_{|P|} \Theta_{N\}}{ }^{\alpha}\right. \\
\left.+2\left(2-\frac{1}{(\lambda, \lambda)}\right) \partial_{\{M} \theta_{N\}}\right)
\end{array}\right)
\end{array} . .\right.
\end{align*}
$$

The action of $d$ in the lower line is (as before) given by the same "structure constants" between the dual modules, for example (the dual of eq. (3.11)):

$$
\binom{\bar{\Theta}^{M}{ }_{\alpha}}{\bar{\theta}^{M}} \longrightarrow\binom{\bar{E}_{\alpha}}{\bar{e}}: \begin{align*}
& (d \bar{\Theta})_{\alpha}=-\varphi^{\beta}{ }_{M, \alpha}{ }^{N} \partial_{N} \bar{\Theta}^{M}{ }_{\beta}(d \bar{\theta})_{\alpha}=-t_{\alpha M}{ }^{N} \partial_{N} \bar{\theta}^{M}  \tag{3.15}\\
& (d \bar{\Theta})=0 \\
& (d \bar{\theta})=(\lambda, \lambda) \partial_{M} \theta^{M}
\end{align*}
$$

Note that because of the convenient projection on $\mathfrak{k}, H_{a}$ now is a density, while $\bar{H}^{a}$ is a tensor. The notation $\{M N\}$ denotes projection on the leading antisymmetric module, as before. If we limit ourselves to cases when this is the only antisymmetric $\mathfrak{g}$-module that branches into the adjoint $\mathfrak{k}$-module, $\{M N\}$ can be replaced with $[M N]$ in eq. (3.14). In other cases, the question arises if this choice of arrow $\Theta \rightarrow H$ is correct. We will show in section 4.2, dealing with the class of models where $R(-\lambda)$ is the adjoint $\mathfrak{g}$-module, that it indeed is, at least in that case.

The map $\sigma$ is invertible. $\varrho$ and $\varrho^{\star}$ are dual maps, a subalgebra embedding:

$$
\begin{gather*}
\varrho: \bar{H}^{a} \mapsto \delta_{\alpha}^{a} E^{\alpha}, \\
\varrho^{\star}: \bar{E}_{\alpha} \mapsto H_{a} \delta_{\alpha}^{a} \tag{3.16}
\end{gather*}
$$

The key equation is formally the same as for teleparallel gravity,

$$
\begin{equation*}
d \circ \varrho+\sigma \circ d=0 \tag{3.17}
\end{equation*}
$$

If the lower maps are given by the same structure constants as the upper ones, the right parallellogram identity $d \circ \sigma+\varrho^{*} \circ d=0$ is equivalent to the left one, eq. (3.17), as long as $\sigma$ is symmetric, i.e., the transformation $(\sigma \bar{\Theta})_{\mu}=\sigma_{\mu \nu} \bar{\Theta}^{\nu}$ contains a symmetric matrix $\sigma_{\mu \nu}$. This must happen, since $\sigma$ can be diagonalised on $\mathfrak{k}$-modules.

What remains in the construction at this point is an explicit form of the dualisation $\sigma$, such that $\mathscr{C}$ actually is a complex, i.e., a solution of eq. (3.17). The conditions will be purely algebraic, and the solution will not rely on the section constraint (unlike the
nilpotency of the horizontal derivative). We will give explicit expressions for $\sigma$ for some classes of examples in sections 4.1 and 4.2. Since all equations are $\mathfrak{k}$-covariant, ${ }^{1}$ it is almost obvious that there is a solution, which can be found by diagonalising on $\mathfrak{k}$-modules. It would be interesting to see if a proof of the existence of a solution (i.e., the existence of a complex) can be extended to situation with infinite-dimensional $\mathfrak{g}$.

A linearised BV action is built as $\langle\Psi, q \Psi\rangle$, where $\Psi \in \mathscr{C}, q=d+\delta=d+\varrho+\sigma+\varrho^{*}$ is the sum of all arrows in (3.13), and $\langle\cdot, \cdot\rangle$ is the natural pairing on $\mathscr{C}$.

On the complex $\mathscr{C}$, homotopy transfer to the cohomology of $\delta$ can be performed. This will yield a second derivative zig-zag,

$$
\begin{equation*}
\cdots \longrightarrow V^{\prime} \longrightarrow V \longrightarrow \mathfrak{g} \ominus \mathfrak{k} \longrightarrow\left(\mathfrak{g} \nexists \mathfrak{k} \longrightarrow \bar{V} \longrightarrow \bar{V}^{\prime} \longrightarrow \cdots\right. \tag{3.18}
\end{equation*}
$$

where the new arrow arises, according to the homological perturbation lemma [54], as $d \circ \sigma^{-1} \circ d$. The procedure is the same as in section 2.1. Equivalently, one solves the algebraic equation of motion for the $\bar{\Theta}$ component and reinserts in the action, just like in the Yang-Mills and gravity cases. One may also choose to transfer to the cohomology of $\sigma$, and obtain

$$
\begin{equation*}
\cdots \xrightarrow{d} V^{\prime} \xrightarrow{d} V \xrightarrow{d} \mathfrak{g} \longrightarrow \quad \mathfrak{K}^{\mathfrak{k}} \tag{3.19}
\end{equation*}
$$



## 4 Examples

### 4.1 Cases without ancillary transformations

Let us for the moment assume that there are no subleading antisymmetric modules. We will check the right parallellogram, $d \sigma+\varrho^{*} d=0$, and solve for $\sigma$. The input this far gives ${ }^{2}$

$$
\begin{align*}
\left(\varrho^{*} d \bar{\Theta}\right)_{a} & =-\varphi_{a}{ }^{N},{ }_{M}{ }_{M} \partial_{N} \bar{\Theta}^{M}{ }_{\alpha}, \\
\left(\varrho^{*} d \bar{\theta}\right)_{a} & =-t_{a M}{ }^{N} \partial_{N} \bar{\theta}^{M}, \tag{4.1}
\end{align*}
$$

and

$$
\begin{align*}
(d \sigma \bar{\Theta})_{a} & =\left(G^{-1} t_{a}\right)^{M N} t_{\alpha M}^{P} \partial_{P}(\sigma \bar{\Theta})_{N}{ }^{\alpha}, \\
(d \sigma \bar{\theta})_{a} & =2\left(2-\frac{1}{(\lambda, \lambda)}\right)\left(G^{-1} t_{a}\right)^{M N} \partial_{M}(\sigma \bar{\theta})_{N} \tag{4.2}
\end{align*}
$$

In order to make an Ansatz for $\sigma$, we first convert $(\bar{\Theta}, \bar{\theta})$ to their conjugate modules using the involution, and write

$$
\begin{align*}
(\sigma \bar{\Theta})_{M}{ }^{\alpha} & =G^{\alpha \beta} G_{M N}\left(\sigma^{\prime} \bar{\Theta}\right)^{N}{ }_{\beta}, \\
(\sigma \bar{\theta})_{M} & =G_{M N}\left(\sigma^{\prime} \bar{\theta}\right)^{N} . \tag{4.3}
\end{align*}
$$

[^0]Inserting into $d \sigma+\varrho^{*} d=0$ immediately gives the action of $\sigma^{\prime}$ in the fundamental:

$$
\begin{equation*}
\left(\sigma^{\prime} \bar{\theta}\right)^{M}=-2\left(2-\frac{1}{(\lambda, \lambda)}\right) \bar{\theta}^{M} \tag{4.4}
\end{equation*}
$$

For the big torsion module, we get, after using $G^{-1} t_{a} G=-t_{a}^{\top}$,

$$
\begin{equation*}
G^{\alpha \beta}\left(t_{a} t_{\beta}\right)_{N}{ }^{M} \partial_{M}\left(\sigma^{\prime} \bar{\Theta}\right)^{N}{ }_{\beta}=-\varphi_{a}{ }^{M}{ }_{,}{ }_{N} \partial_{M} \bar{\Theta}^{N}{ }_{\beta} \tag{4.5}
\end{equation*}
$$

The $\varphi$ on the right hand side acts with eigenvalues in irreducible $\mathfrak{g}$-modules. The derivative can be dropped from the equation. In order to solve this equation for $\sigma^{\prime}$, it is convenient to complete it with an $a^{\prime}$ part, in a way that gives a quadratic non-singular matrix on the left hand side. We do this by letting $a \rightarrow \alpha$. Let $x_{\alpha}{ }^{M},{ }^{\beta}{ }_{N}=G^{\beta \gamma}\left(t_{\alpha} t_{\gamma}\right)_{N}{ }^{M}$ and $y=\varphi^{-1} x \varphi$ with the obvious multiplication. Then, the equation is solved by the action of $\sigma^{\prime}$ on $\bar{\Theta}$ being

$$
\begin{equation*}
\sigma^{\prime}=\varphi y^{-1} \tag{4.6}
\end{equation*}
$$

This is the solution. If one wants to check the action on the individual $\mathfrak{k}$-modules, this can be done as follows. We will sketch the procedure. Inside the projection, $x_{\alpha}{ }^{M}{ }^{M}{ }^{\beta}{ }_{N}$ can be replaced by $x_{\alpha}^{\prime}{ }^{M},{ }_{N}{ }_{N}=G^{\beta \gamma} f_{\alpha \gamma}{ }^{\delta} t_{\delta N}{ }^{M}$. The operator $-f_{\alpha}{ }^{\beta \gamma} t_{\gamma N}{ }^{M}$ is known to have non-zero eigenvalues on the torsion $\mathfrak{g}$-modules (it is indeed a part of $\varphi$ ). On a torsion module $R(\lambda+\gamma)$ they are $[3] g^{\vee}-g_{\gamma}^{\vee}+1$, where $g^{\vee}$ is the dual Coxeter number of $\mathfrak{g}$ and $g_{\gamma}^{\vee}$ is the dual Coxeter number of $\mathfrak{g}^{-}$, whose Dynkin diagram is obtained by deleting the node corresponding to $\lambda$. To arrive at the eigenvalues of $\sigma^{\prime}$, the only remaining piece is to calculate

$$
\begin{equation*}
\left(\varphi^{-1}\right)_{\alpha}{ }^{M}{ }^{\gamma}{ }_{P} \tau_{\gamma}{ }^{\delta} \varphi_{\delta}{ }^{P},{ }_{N}=-P_{\alpha}{ }^{M}{ }^{\beta}{ }_{N}+2\left(\varphi^{-1}\right)_{\alpha}{ }^{M}{ }^{c}{ }_{P} \varphi_{c}{ }^{P},{ }^{\beta}{ }_{N} . \tag{4.7}
\end{equation*}
$$

Here, one can observe that $\varphi_{a}{ }^{M}{ }^{b}{ }^{b} N_{N}$ is the " $\varphi$-tensor" for $\mathfrak{k}$ (with the same coordinate module). The last term in eq. (4.7) therefore gives the projection multiplied with the quotient of the eigenvalues of $\varphi^{(\mathfrak{k})}$ (for each $\mathfrak{k}$-module) and the eigenvalue of $\varphi$. A complete analogous calculation of the eigenvalues of $\sigma$ will be carried out in the following subsection.

### 4.2 Ehlers extended geometry

We want to apply the construction to the case where $R(-\lambda)=\mathbf{a d j}$ is the adjoint of $\mathfrak{g}$. We view this mainly as a stepping stone towards infinite-dimensional cases. We denote adjoint indices $M, N, \ldots$, and raise and lower freely with the Killing metric $\eta_{M N}$. The representation matrices are $t_{M N}{ }^{P}=-f_{M N}{ }^{P}$. Then,

$$
\begin{equation*}
\varphi_{M N}^{P Q}=2 \delta_{(M}^{P} \delta_{N)}^{Q}-f_{(M}^{P R} f_{N)}{ }^{Q} R \tag{4.8}
\end{equation*}
$$

Since now, $(\lambda, \lambda)=(\vartheta, \vartheta)=2$, torsion is formed from the Weitzenböck connection $(\Gamma, \gamma)$ as

$$
\begin{align*}
\Theta_{M N} & =\varphi_{M N}{ }^{P Q} \Gamma_{P Q} \\
\theta_{M} & =-f_{M}^{N P} \Gamma_{N P}-2 \gamma_{M} \tag{4.9}
\end{align*}
$$

$\Theta_{M N}$ contains the subleading symmetric modules, including a scalar $\Theta=\frac{1}{2\left(g^{\vee}+1\right)} \Theta_{M}{ }^{M}=$ $\Gamma_{M}{ }^{M}$ 。

There is a notational subtlety. We define a metric $G_{M N}$, carrying some weight. As before this also leads to a metric " $G_{\alpha \beta}$ " on the adjoint (minus the involution). However, the latter carries no weight. They are otherwise the same. For the calculations, we choose to simply ignore this issue. The question of weight becomes relevant when an action is formed by integrating a density; then one may simply insert the appropriate powers of $e$.

There are always Bianchi identities in $\wedge^{2} \mathbf{a d j}$, which can be seen from the tensor hierarchy algebra. This is however also a reducible module, since it contains the adjoint besides the leading antisymmetric module(s). The Bianchi identities in the leading modules are

$$
\begin{equation*}
\left(D_{P}+\theta_{P}\right)\left(-f_{Q\{M}^{P} \Theta_{N\}}^{Q}+3 \delta_{\{M}^{P} \theta_{N\}}\right)=0 . \tag{4.10}
\end{equation*}
$$

This follows from the general case discussed earlier. There are two Bianchi identities in the adjoint, of which one linear combination has the good $D+\theta$ form (see section 5):

$$
\begin{equation*}
\left(D_{N}+\theta_{N}\right)\left(\Theta_{M}^{N}-\frac{3}{2} f_{M}^{N P} \theta_{P}+\delta_{M}^{N} \Theta\right)=0 . \tag{4.11}
\end{equation*}
$$

Both these Bianchi identities contain the adjoint module of $\mathfrak{k}$. There is only room for one $\mathfrak{k}$ in the complex. Which one is the right choice? One guiding observation is that the adjoint Bianchi identity (4.11) is trivial, in the sense that the terms $\partial \Gamma$ and $\Gamma^{2}$ vanish separately using the section constraint; the Maurer-Cartan equation for $\Gamma$ is not used. Therefore, the identity becomes trivial for any (local) choice of solution to the section constraint. The leading identity (4.10) is needed, and the adjoint one can be added with any coefficient, giving an equivalent theory.

We now examine the right parallellogram. Denote the (local) $\mathfrak{k}$ indices as $a, b, \ldots$, and the complement $\mathfrak{k}^{\perp}$ with $a^{\prime}, b^{\prime}, \ldots$. We have

$$
\begin{align*}
\left(\varrho^{*} d \bar{\Theta}\right)^{a} & =-\varphi_{P Q}{ }^{a N} \partial_{N} \bar{\Theta}^{P Q}, \\
\left(\varrho^{*} d \bar{\theta}\right)^{a} & =f^{a}{ }_{N}{ }^{P} \partial_{P} \bar{\theta}^{N} . \tag{4.12}
\end{align*}
$$

Note that the action of $\varphi$ in the first of these equations just returns its eigenvalues on the different modules in $\Theta$. These are in principle known, using the methods of ref. [3]. We illustrate their calculation in the example with $G=E_{8}$, section 4.2.1.

Going the other way ( $d \circ \sigma$ ), we need to extract $\mathfrak{k}$ from the leading antisymmetric Bianchi identity (4.10). The projector on the leading antisymmetric module(s) $A$ is

$$
\begin{equation*}
P^{(A)}{ }_{M N} P Q=\delta_{M N}^{P Q}+\frac{1}{2 g^{\vee}} f_{M N}{ }^{R} f^{P Q}{ }_{R} \tag{4.13}
\end{equation*}
$$

(the second term subtracts the adjoint). Given a tensor $A_{M N}$ in $A, \mathfrak{k}$ can be extracted as $f_{a}^{b c} A_{b c}$ (or equivalently as $f_{a}{ }^{b^{\prime} c^{\prime}} A_{b^{\prime} c^{\prime}}$, since these sum to 0 thanks to $f_{M}{ }^{N P} A_{N P}=0$ ). In a more "covariant" version, we calculate the expression implicit in eq. (3.14),

$$
\begin{align*}
\Pi_{a}^{M N} & =-G^{P R} f_{a R}{ }^{Q} P^{(A)}{ }_{P Q}{ }^{M N} \\
& =-\left(G^{M P}-\left(1-\frac{2 h^{\vee}}{g^{\vee}}\right) \eta^{M P}\right) f_{a P}{ }^{N}, \tag{4.14}
\end{align*}
$$

where we in the process have used $G^{N P} f_{a N}{ }^{Q} f_{P Q}{ }^{M}=-2 \delta_{a}^{M}\left(g^{\vee}-2 h^{\vee}\right)$, which is straightforwardly derived e.g. through splitting the indices in $\mathfrak{k}$ and $\mathfrak{k}^{\perp}$. ( $h^{\vee}$ is the dual Coxeter number of $\mathfrak{k}$. The notation $\delta_{a}^{M}$ means projection on $\mathfrak{k}$, so that $\delta_{a}^{M} V_{M}=V_{a}$.) Applying this projection on the Bianchi identity (4.10) then gives a way to determine $\sigma$.
$\sigma$ must act diagonally on $\mathfrak{k}$-modules; acting between $\mathfrak{k}$-modules in $(\bar{\Theta}, \bar{\theta})$ and their conjugate modules in $(\Theta, \theta)$. The first thing to note is that eq. (4.10) does not contain the scalar torsion $\Theta$, while eq. (4.12) contains the scalar $\bar{\Theta}$. There are two possible ways out of this. Either one adds some non-zero constant times the $\mathfrak{k}$ part of the adjoint Bianchi identity, or one could leave the scalars out of the complex altogether. In the latter case, the adjoint Bianchi identity ceases to play a rôle in the complex - which is as well since it is trivial on any solution to the section constraint - and one is left with the leading one. The two options are necessarily equivalent, at least after a small homotopy transfer eliminating the scalar in $\bar{\Theta}$.

Let us choose the second option. We forget about the scalar torsion and its dual, and consequently also the subleading antisymmetric Bianchi identity. The traceless part of $\varphi$ is

$$
\begin{equation*}
\varphi_{M N}^{\prime}{ }^{P Q}=\varphi_{M N}^{P Q}-\frac{2\left(g^{\vee}+1\right)}{\operatorname{dim} \mathfrak{g}} \eta_{M N} \eta^{P Q} . \tag{4.15}
\end{equation*}
$$

Define $\Theta_{M N}^{\prime}=\varphi_{M N}^{\prime}{ }^{P Q} \Gamma_{P Q}$. Using eq. (4.14), we obtain the conditions

$$
\begin{gather*}
\left(G^{M N}-\left(1-\frac{2 h^{\vee}}{g^{\vee}}\right) \eta^{M N}\right) f_{a}{ }^{P}{ }_{M} f^{R Q}{ }_{N} \partial_{R}\left(\sigma \bar{\Theta}^{\prime}\right)_{P Q}=\varphi_{a}^{\prime}{ }^{M}{ }_{, N P} \partial_{M} \bar{\Theta}^{\prime N P}, \\
-3\left(G^{M N}-\left(1-\frac{2 h^{\vee}}{g^{\vee}}\right) \eta^{M N}\right) f_{a M}{ }^{P} \partial_{N}(\sigma \bar{\theta})_{P}=-f_{a M}{ }^{N} \partial_{N} \bar{\theta}^{M} . \tag{4.16}
\end{gather*}
$$

The second equation is solved by

$$
\begin{equation*}
\left(\sigma^{-1} \bar{\theta}\right)_{M}=-3\left(G_{M N}-\left(1-\frac{2 h^{\vee}}{g^{\vee}}\right) \eta_{M N}\right) \bar{\theta}^{N} . \tag{4.17}
\end{equation*}
$$

Note that the eigenvalues on $\mathfrak{k}$ and $\mathfrak{k}^{\perp}$ are different, $-6\left(1-\frac{h^{\vee}}{g^{\vee}}\right)$ and $-6 \frac{h^{\vee}}{g^{\vee}}$, respectively. In an example with $\mathfrak{g}=\mathfrak{e}_{8}$ and $\mathfrak{k}=\mathfrak{s o}(16)$ we have $g^{\vee}=30, h^{\vee}=14$, and the two eigenvalues are $-\frac{16}{5}$ and $-\frac{14}{5}$.

In order to solve the first equation, we can drop the derivative, and extend the $a$ index to a full adjoint index. Defining

$$
\begin{equation*}
z_{P Q}^{M N}=\left(G^{R S}-\left(1-\frac{2 h^{\vee}}{g^{\vee}}\right) \eta^{R S}\right) f^{(M}{ }_{P R} f^{N)}{ }_{Q S}, \tag{4.18}
\end{equation*}
$$

the solution is

$$
\begin{equation*}
\sigma=\varphi^{\prime} z^{-1} . \tag{4.19}
\end{equation*}
$$

If there is a single big torsion module, $\varphi^{\prime}$ can be replaced by its eigenvalue.
In order to understand the operator $z$ and how it distinguishes the different $\mathfrak{k}$-modules, note that it contains two types of terms. The term contracted with $\eta$ is proportional to

torsion has the eigenvalue $g^{\vee}-g_{\gamma}^{\vee}$, where $g_{\gamma}^{\vee}=g^{\vee}\left(\mathfrak{g}^{-}\right)$, $\mathfrak{g}^{-}$being the Lie algebra obtained by deleting the node of the coordinate module. $\gamma$ is a highest root with $(\lambda, \gamma)=0$. The term contracted with $G$, containing $-G^{R S} f^{\left(M_{P R} f^{N)}\right.}{ }_{Q S}$ works similarly. By decomposing the adjoint indices it is straightforward to see that it produces terms that contain the same operator, but now with respect to $\mathfrak{k}$. These then have the eigenvalues $h^{\vee}-h_{\delta}^{\vee}$. The eigenvalues of the $-G f f$ operators are $g^{\vee}-g_{\gamma}^{\vee}-2\left(h^{\vee}-h_{\delta}^{\vee}\right)$. Since $R(\lambda)$ splits into $\mathfrak{k} \oplus \mathfrak{k}^{\perp}$, both these appear as "coordinate modules" in the calculation. The eigenvalues of the operator $z$ of eq. (4.18) are, after a brief calculation,

$$
\begin{equation*}
z_{\gamma, \delta}=2 h^{\vee}\left(\frac{g_{\gamma}^{\vee}}{g^{\vee}}-\frac{h_{\delta}^{\vee}}{h^{\vee}}\right) . \tag{4.20}
\end{equation*}
$$

### 4.2.1 An example: $\boldsymbol{E}_{8}$

Let us take an example, with $\mathfrak{g}=\mathfrak{e}_{8}, \mathfrak{k}=\mathfrak{s o}(16)$. Then $g^{\vee}=30, h^{\vee}=14$. The (adjoint) coordinate module is

$$
\begin{equation*}
248=\binom{0}{1000000} . \tag{4.21}
\end{equation*}
$$

The big torsion module is obtained from the adjoint of $\mathfrak{g}^{-}=\mathfrak{e}_{7}$, which gives

$$
\begin{equation*}
3875=\binom{0}{0000001} . \tag{4.22}
\end{equation*}
$$

Then, $g_{\gamma}^{\vee}=g^{\vee}\left(\mathfrak{e}_{7}\right)=18$. The eigenvalue of the $-f f$ operator is $g^{\vee}-g_{\gamma}^{\vee}=12$ and the eigenvalue of $\varphi^{\prime}$ is $g^{\vee}-g_{\gamma}^{\vee}+2=14$. The splitting of $\mathbf{3 8 7 5}$ into $\mathfrak{k}=\mathfrak{s o}(16)$ modules is obtained by considering the adjoint modules of $\mathfrak{k}^{-}$, where $\mathfrak{k}^{-}$is obtained by deleting the node corresponding to either $\mathfrak{k}$ or $\mathfrak{k}^{\perp}$. The splitting of the coordinate module is

$$
\begin{equation*}
\mathbf{2 4 8}=\binom{0}{1000000}=\left(0100000_{0}^{0}\right) \oplus\left(000000_{0}^{1}\right)=\mathbf{1 2 0} \oplus \mathbf{1 2 8} . \tag{4.23}
\end{equation*}
$$

Deleting the $\mathbf{1 2 0}$ node gives $\mathfrak{k}^{-}=\mathfrak{s l}(2) \oplus \mathfrak{s o}(12)$, giving rise to two highest roots $\delta_{1,2}$ with $\left(\theta_{\mathfrak{k}}, \delta_{1,2}\right)=0$. Deleting the $\mathbf{1 2 8}$ node gives $\mathfrak{k}^{-}=\mathfrak{s l}(8)$, giving one highest root $\delta_{3}$ with $\left(\Lambda_{128}, \delta_{3}\right)=0$. The dual Coxeter numbers $h_{\delta_{i}}^{\vee}$ are 2,10 and 8 , respectively. Inserting the Dynkin labels of the corresponding adjoint modules into the Dynkin diagram of $\mathfrak{s o}(16)$ gives the splitting $\mathbf{3 8 7 5}=\mathbf{1 3 5} \oplus \mathbf{1 8 2 0} \oplus \mathbf{1 9 2 0}$, where

$$
\begin{align*}
\mathbf{1 3 5} & =\left(200000_{0}^{0}\right), \\
\mathbf{1 8 2 0} & =\left(000100_{0}^{0}\right),  \tag{4.24}\\
\overline{\mathbf{1 9 2 0}} & =\left(100000_{1}^{0}\right) .
\end{align*}
$$

The eigenvalues of the $-G^{-1} f f$ operator, $g^{\vee}-g_{\gamma}^{\vee}-2\left(h^{\vee}-h_{\delta_{i}}^{\vee}\right)$, are $-10,6$ and 2 , respectively, and of the $z$ operator $\frac{64}{5},-\frac{16}{5}$ and $\frac{4}{5}$. The dualisation $\sigma$ thus acts by the eigenvalues $\frac{35}{32}$, $-\frac{35}{8}$ and $\frac{35}{2}$ on the $\mathfrak{s o}(16)$ modules $\mathbf{1 3 5}, \mathbf{1 8 2 0}$ and $\overline{\mathbf{1 9 2 0}}$, respectively.

## 5 BV actions

Specifying $\sigma$ gives (after "covariantisation") complete information of the dynamics. In particular, the two-derivative action will, after elimination of $\bar{\Theta}$, contain

$$
\begin{equation*}
S_{0}=-\frac{1}{2}\left\langle\Theta(E), \sigma^{-1} \Theta(E)\right\rangle . \tag{5.1}
\end{equation*}
$$

Note that the expression (2.18) gives the standard teleparallel gravity.
The most straightforward way of giving a full BV action of extended geometry is direct use of the complex $\mathscr{C}$. The details in the ghost sector, including ancillary ghosts, will not be spelled out here. It contains a sum of terms, which is infinite both in that it contains ghosts of arbitrarily high ghost number (the left tail of the complex is in general infinite), but also in that it contains brackets of arbitrarily high degree. This part of the BV action has been constructed in full detail in ref. [2] for situations when there are no ancillary ghosts with ghost number 1, and sketched in the presence of such ghosts in ref. [4].

Here we would like to give an account of the "central" part of the BV action, involving the physical fields. The non-linear versions of section 3.2 of the linearised differential are used in order to construct the interacting theory, where the differential is replaced by antibracket with $S$. There are some conventions associated with the choice normalisation of the field-antifield pairing and the BV antibracket. We use conventions where $(\langle X, \Phi\rangle,\langle\bar{\Phi}, Y\rangle)=\langle X, Y\rangle, \bar{\Phi}$ being the antifield of $\Phi$ and $X, Y$ "constants" in appropriate modules.

The local transformations of $E$ are encoded in terms $\left\langle\bar{E}, E \bar{H}+\mathscr{L}_{V} E\right\rangle$ in the BV action $S$. There is obviously also a term $\langle\Theta(E), \bar{\Theta}\rangle$, where $\Theta(E)$ is the actual torsion, the torsion part of the Weitzenböck connection of $E$. (We have denoted big and small torsion collectively by $\Theta$ here.) And there is the obvious term $\frac{1}{2}\langle\bar{\Theta}, \sigma \bar{\Theta}\rangle$. The transformation of the torsion $\Theta(E)$ under local rotations in $\mathfrak{k}$ is $\delta_{\bar{H}} \Theta(E)=D \bar{H}$. Indeed, cancellation of a term $\langle\bar{\Theta}, D \bar{H}\rangle$ in $(S, S)$ arising from an antibracket $(\langle E \bar{H}, \bar{E}\rangle,\langle\Theta(E), \bar{\Theta}\rangle)$ demands the covariantisation of the $\bar{H} \partial \Theta$ term to be $\langle D \bar{H}, \Theta\rangle$. Then the term cancels against $\left(\langle D \bar{H}, \Theta\rangle, \frac{1}{2}\langle\bar{\Theta}, \sigma \bar{\Theta}\rangle\right)$, using precisely the key identity $d \varrho+\sigma d=0$. But there is also a term $(\langle D \bar{H}, \Theta\rangle,\langle\Theta(E), \bar{\Theta}\rangle)=\langle D \bar{H}, \Theta(E)\rangle$. This expression should vanish, expressing that the torsion Bianchi identity is an identity.

When partially integrating the covariant derivative in $\langle D \bar{H}, \Theta(E)\rangle$ to reveal the Bianchi identity, one needs to be careful in the presence of torsion [5]. Remember that $\Theta(E)$ is a tensor, and carries the canonical weight $1-(\lambda, \lambda)$, while $\bar{\Theta}$, and thus $D \bar{H}$, is a density with the non-canonical weight $(\lambda, \lambda)$ (instead of the canonical $(\lambda, \lambda)-1)$. The product carries weight 1 , which is appropriate for integration, since the naked divergence of a weight 1 vector is covariant. However, being covariant is not the same as containing only the covariant divergence, when the connection is torsionful. In fact, the covariant divergence of a vector $V$ with weight $(\lambda, \lambda)$ (so that $D V$ has weight 1 ) is

$$
\begin{equation*}
D_{M} V^{M}=\left(\partial_{M}-\theta_{M}\right) V^{M} . \tag{5.2}
\end{equation*}
$$

Therefore, a total derivative is $\left(D_{M}+\theta_{M}\right) V^{M}$, and modulo an integral of a total derivative,

$$
\begin{equation*}
\langle D \bar{H}, \Theta(E)\rangle=-\langle\bar{H},(D+\theta) \Theta(E)\rangle . \tag{5.3}
\end{equation*}
$$

The expression is schematic in that it does not reveal the detailed tensorial structure, but the appearance of the covariant derivative in combination with $\theta$ is precise: the antisymmetric Bianchi identity used must be of the form

$$
\begin{equation*}
\left(D_{P}+\theta_{P}\right) X_{M N}^{P}=0, \tag{5.4}
\end{equation*}
$$

where $X$ is linear in $\Theta(E)$. This is verified in the examples in the present paper, and also in the case where $\mathfrak{g}$ is an affine Kac-Moody algebra. We expect a general proof to be possible [50].

To summarise, the part of the BV action involving ghost number 0 and -1 fields is, on a somewhat sketchy level,

$$
\begin{align*}
S= & \frac{1}{2}\langle\bar{\Theta}, \sigma \bar{\Theta}\rangle+\langle\Theta(E), \bar{\Theta}\rangle+\langle D \bar{H}, \Theta\rangle \\
& +\left\langle\bar{E}, E \bar{H}+\mathscr{L}_{V} E\right\rangle+\ldots . \tag{5.5}
\end{align*}
$$

The master equation $(S, S)=0$ of course also requires including terms for the gauge "algebra" $[2,4]$. Note that the terms encoding the covariantisation of horizontal derivatives $d$, for example the second and third terms, are responsible for their appearance both in the upper line of the complex and in the lower line. We would like to stress again that the first term stays unmodified in the full BV theory.

## 6 Conclusions and outlook

The complex constructed in the present paper provides a clear way to define (teleparallel) dynamics of extended geometry with structure algebra $\mathfrak{g}$. The essential information is carried by the dualisation $\sigma$, and it suffices to find an expression for $\sigma$ in the linear model, as it remains undeformed in the full theory. The only property one needs to verify for the non-linear model is that there is a torsion Bianchi identity of the correct form, where the covariant derivative occurs with $D_{M}+\theta_{M}$. We believe that a general proof of this property may be formulated using the methods of ref. [50]. As an attractive byproduct, it becomes clear how a BV action is formulated, using input from the tensor hierarchy algebra $S\left(\mathfrak{g}^{+}\right)$.

It will be interesting to see if we can apply the systematics presented here to extended geometry based on infinite-dimensional structure groups. Affine extended geometry has been constructed [41, 42, 44], and partial result exist on very extended structure groups [45]. We believe that the present formalism, with its close connection to tensor hierarchy algebras, will provide the most efficient and clear-cut method to construct such models. The relevant tensor hierarchy algebras are under reasonable control $[45,49]$. One immediate difficulty is that the locally realised involutory subalgebras [63-65] are not Kac-Moody algebras, and little is known about branching of highest weight modules of $\mathfrak{g}$ into $\mathfrak{k}$-modules. Progress on this issue is desirable.
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[^0]:    ${ }^{1}$ And in fact $\mathfrak{g}$-covariant, since the embedding $\mathfrak{k} \subset \mathfrak{g}$ is parametrised "covariantly".
    ${ }^{2}$ We sometimes switch the two pairs of incices on $\varphi$, so that it also acts "from the left" on the conjugate modules.

