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Short Summary

In this thesis, we focus on two distinct topics in different lines of research within meso-
scopic physics, the first is related to spin-waves in 2d-van derWaals magnets, the second
to the transient dynamics of a quantum dot device attached to a normal metal and
proximized with a superconducting material. Based on our earlier work on the magnon
dispersion in bilayers of 2d-ferromagnets, in this thesis we complement the earlier work
by further analyzing the competing interactions in the Hamiltonian. Moreover, we ex-
plain the magnon dispersion degeneracy and the topology of the magnon spectrum in
terms of an underlying PT-symmetry. As a result, we can exclude a magnon (thermal)
Hall effect for our type of exchange anisotropy spin model, but indicate extensions of
our model that would allow for non-trivial topological effects. The analysis of this first
topic amounts to a study of equilibrium properties of 2d bulk materials, which exhibit
magnetic order. The relevant excitations of interest are magnons, which are bosons.
Differently, for the second topic we deal with the transient dynamics of a quantum dot
device after a switch in gate voltage, where instead of magnetic order we have super-
conducting order in the lead attached, which induces a pronounced proximity effect
on the sensitive quantum dot. The main degrees of freedom here are fermions. In
our limit of interest, we do not resolve coherences in the description of the dynamics
and determine the kernel of the time-evolution operator based on Fermi’s Golden rule
and the electrostatics of the device. In spite of this simplification, we show that it is
still advantageous to formulate the traditional approach in Liouville space to study the
transient dynamics instead of the stationary state. In the large gap limit, we make use
of a dissipative symmetry, termed fermionic duality, that refers to a generalized her-
miticity relation of the time-evolution kernel. The duality leads to non-trivial relations
between the quantities that determine the state and transport evolution. It is then the
duality that further facilitates the analysis, as the transient behavior of the quantum
dot can be understood in great detail in terms of stationary quantities of the real and
dual system. In particular the heat current is an interesting transport observable, as it
probes the interplay of Coulomb interaction and superconducting pairing. Based on a
microscopic understanding of the underlying processes, we describe how to control the
charge and heat currents in these NDS-devices by a suitable choice of the parameters.
We give outlooks to further extensions of our approach to quantum dots attached to
two superconductors, which promise interesting physics both from a theoretical and
experimental perspective.
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Kurzzusammenfassung

In dieser Arbeit betrachten wir zwei Themen aus verschiedenen Forschungsrichtungen
innerhalbdermesoskopischenPhysik. Das erste betrifft Spinwellen in zwei-dimensionalen
van der Waals Materialien, das zweite die transiente Dynamik eines Quantenpunkts
verbunden mit einem normalleitenden Metall und einem Supraleiter. Basierend auf
unserer früheren Arbeit über Magnon-Dispersionsrelationen in Zweischichten-2d Fer-
romagneten, ergänzen wir die frühere Arbeit durch Analysen der konkurrierenden
Wechselwirkungen. Ferner erklären wir die Magnon-Dispersionsentartung und die
Topologie des Magnonspektrums in Termen einer zu Grunde liegenden PT-Symmetrie.
Als Ergebnis können wir einen Magnon-(thermischen) Hall Effekt für unser Austausch-
Anisotropie Spin Modell ausschließen, deuten aber Erweiterungen unseres Modells an,
die auf nicht triviale topologische Effekte führen könnten. Die Analyse des ersten The-
mas beläuft sich auf Gleichgewichtseigenschaften eines zwei-dimensionalen Materials,
das magnetische Ordnung zeigt, die relevanten Anregungen sind Magnonen, das sind
Bosonen. Beim zweiten Thema haben wir es dagegen mit der transienten Dynamik
eines Quantenpunkts nach einem Switch in der Gate-Spannung zu tun, dessen angren-
zendes Material, anders als das im ersten Teil der Arbeit betrachtete, keine magnetische,
sondern supraleitende Ordnung aufweist, und einen ausgeprägten Proximity-Effekt auf
dem sensiblen Quantenpunkt verursacht. Die wesentlichen Freiheitsgrade hier sind
Fermionen. In unserem betrachteten Limes lösen wir keine Kohärenzen in der Beschrei-
bungderDynamik auf undbestimmendenKerndesZeit-Evolutionsoperators basierend
auf Fermis Goldener Regel und der Elektrostatik der Anordnung. Trotz dieser Verein-
fachung zeigen wir, dass es im betrachteten Grenzfall von Vorteil ist, den traditionellen
Zugang im Liouville-Raum zu formulieren, um die transiente Dynamik nach einem
Switch anstelle des stationären Zustands zu betrachten. Im Grenzfall großen supralei-
tenden Ordnungsparameters machen wir Gebrauch von einer dissipativen Symmetrie,
genannt fermionische Dualität, die eine verallgemeinerte Hermitizitätsrelation des Zeit-
entwicklungskerns betrifft und auf nicht-triviale Relationen zwischen Größen führt,
die Zustand und Transportentwicklung beschreiben. Es ist dann die Dualität, die die
Analyse weiter vereinfacht, weil das transiente Verhalten des Quantenpunktes in vollem
Detail in Termen von stationärenGrößen des realen unddualen Systems verstandenwer-
den kann. Insbesondere ist derWärmestrom eine interessante Transport-Observable, als
er das Wechselspiel von Coulomb-Wechselwirkung und supraleitender Paarung testet.
Basierend auf einem mikroskopischen Verständnis der zu Grunde liegenden Prozesse
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beschreiben wir, wie man Wärme- und Ladungsstrom in diesen NDS-Bauelementen
durch geeignete Wahl der Parameter kontrollieren kann. Wir geben Ausblicke auf Er-
weiterungen unseres Zugangs zu Quantenpunkten, verbunden mit zwei Supraleitern,
die sowohl vom theoretischen als auch vom experimentellen Standpunkt interessante
Physik versprechen.
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1

Introduction

During the last decades, considerable progress was made in mesoscopic physics. The
reduction of the dimension of the devices to the nanometer scale offers the possibility
of realizing a range of new technologies, which exploit quantum mechanical transport
phenomena. The quantum mechanical aspects can no longer be ignored as soon as
the size of the system is in the range of quantum mechanical scales such as the Fermi
wavelength or the phase relaxation length.

In this thesis, we focus on two distinct, intensely studied topics in different lines of
research within mesoscopic physics: Chapter 2 studies spin-waves in 2d-van der Waals
magnets (2d-vdWM), a specific class of 2d layered magnetic material, whereas Chap-
ters 3-5 deal with the transient dynamics of a quantum dot device with superconducting
material. In the following, we will give an overview of the diverse topics studied in this
thesis and will point out some connections between them.

In Chapter 2, we consider 2d-vdWM., which provide a platform that recently has
been discovered for the study of magnetism in two dimensions. These materials are
composed of 2d-layers bonded to each other through weak van der Waals interactions.
They can be cleaved into monolayer crystals. Such structures are often formed by binary
compounds with compositions of metal cations, such as Cr or Ti and halogen anions,
such as I3, Br3 and Cl3.

Their 2d-magnetism is associatedwith strong intrinsic spin fluctuations and possibly
new quantumphases that can be studied in thesematerials [4]. They offer the possibility
to examine well-established theories of magnetism. As these materials are now confined
to twodimensions, it is possible to analyze the competition betweenKitaev1, Heisenberg,
and anisotropic exchange terms of the Hamiltonians. Such spin Hamiltonians can be

1Kitaev interaction is a specific type of exchange coupling, significant in many vdWM with strong
spin-orbit coupling and where neighboring magnetic ions share an edge bond [4].
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Chapter 1. Introduction

studied in a broad range of parameter regimes, as there is a rich variety of magnetic 2d-
materials that can be isolated. Furthermore, by external manipulations of the material
such as gating or strain, a modification in an effective spin Hamiltonian is achievable
that is associated with a change in the electronic structure. Especially anisotropy can be
tuned which is crucial for strengthening or reducing spin fluctuations and hence tuning
various forms of order [4]. The sensitivity of 2d-vdWM to external manipulations is an
important feature of the low dimensionality of the material.

Moreover, it is possible to examine magnetism in various heterostructures, as the
2d-structures do not require lattice matching [4]. The technological possibility of de-
signing heterostructures on the nanoscale in a well-defined way and the sensitivity of
the material to external manipulations are in general important aspects when studying
quantum transport phenomena. These will also be relevant aspects in Chapters 3-5,
where transport through a quantum dot device will be studied.

In work prior to this thesis [5], we studied spin waves, termed magnons, and de-
termined the magnon dispersion in bilayers of 2d-ferromagnets. This is essential for
understanding the spin dynamics and spin transport. In this thesis, we complement
this work by a further analysis of the dispersion relation, including the topology of the
magnon spectrum. This is of interest in view of detecting topology via transport mea-
surements. As a result, we can exclude a magnon (thermal) Hall effect for our type of
exchange anisotropy spin model, which does not account for spin-orbit interaction and
any type of complex spin texture. The analysis amounts to study equilibrium properties
of 2d bulk materials, which exhibit magnetic order. The relevant excitations of interest
are magnons, which are bosons.

There is a loose but interesting connection between the 2d-vdWM and quantum dots
coupled to ordered solids: Magnon excitations can in principle be detected and used in
quantum dot devices. For example, magnonic excitations were used to let a quantum
dot system with two ferromagnetic leads acting as a converter of heat to spin-polarized
charge or to a pure spin current. In this way, it was possible to construct a heat engine [6].
Here, magnonic excitations were particularly useful compared to other multiterminal
thermoelectric devices, as magnons can be electrically excited via the spin Hall effect.
Therefore, no thermal gradients between the metals and the insulator providing the
magnons are needed. The system can thus be operated at low temperatures, without
parasitic phonons. Furthermore, magnons facilitate to operate the quantum dot device
in a regime, where the maximumCarnot efficiency can be reached, by admitting energy-
independent transmissions between the dot and the reservoirs [6].

Restricting the previously describedmagnon heat engine to an even simpler building
block, one ends up with a quantum dot attached to two spin-polarized leads. This

2
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quantum dot system shows already non-trivial behavior: When such a system with
competing magnetic order in the leads is out of equilibrium due to an applied bias,
non-trivial behavior of the quantum dot spin (precession) is caused. Here it is the
combination of spin polarized leads and strong Coulomb interaction on the dot, which
induces an exchange field that acts on the quantum dot spin [7]. Furthermore, if we
replace the spin-polarized leads by a superconducting one, we end up with the device,
which we study in much detail in Chapters 4-5.

In Chapters 4-5, we deal with a quantumdot device, where instead ofmagnetic order
we have superconducting order in the leads, which induces a pronounced proximity ef-
fect on the sensitive quantum dot. In contrast to Chapter 2, the main degrees of freedom
are fermions. Differently from quantum dots attached to differently polarized ferromag-
netic reservoirs, we can neglect coherences in spin-space of the quantum dot, as there is
no spin-coupling term in theHamiltonian of our problemof interest. Instead, coherences
are induced in the even parity charge sector when coupling the dot to a superconducting
material and tuning all parameters smaller than the gap of the superconductor, as we
shall see. Such a normal conductor-quantum dot-superconductor (NDS) system that
is studied in this thesis is an important building block of more complex superconduct-
ing hybrid devices. They are relevant in the context of thermal nano-machines, where
they can act as thermolelectric devices also in the infinite gap limit [8]. However, when
they are used for cooling and energy filtering, one needs to go beyond the large gap
description [9, 10].

So far, in Chapter 5, we discuss the standard effective repulsive Coulomb interaction
on the quantum dot. We devote a separate Chapter 6 to the case of an effective attractive
Coulomb interaction. Such quantumdot systems are also of experimental relevance [11–
14].

Superconductor-quantum dot hybrid devices have been extensively studied so far:
in important prior work, which this thesis is based upon [15], an NDS building block
was studied even including ferromagnetic leads. Furthermore, the full dynamics of
a quantum dot weakly coupled to two superconducting reservoirs was studied after
a quench and under periodic driving of the system in [16]. In these works, the time
evolution kernel of the problemwas carefully derived based on a real-time diagrammatic
approach. By this kind of treatment, it was possible to fully account for coherences in
the problem, more specifically in [16], the coherent dynamics of a Cooper pair on the
dot. In our studies, however, we restrict our attention to an NDS building block without
ferromagnetic leads. We further restrict to a time-averaged description of coherences in
the energy basis, such that their explicit dependence can be neglected. In our problem, it
therefore turns out to be sufficient to determine the kernel of the time-evolution operator

3



Chapter 1. Introduction

based on the electrostatics of the device, which corresponds to applying Fermi’s golden
rule. Inspite of this simplification, we show that in the limitwe consider it is considerably
advantageous to formulate this traditional approach in Liouville space to completely
analyze the dynamics.

We profit from the formulation in Liouville space, when, differently from [15], we
study the transient dynamics after a switch instead of the stationary state. To make
progress in understanding the complex transient behavior, we use a dissipative symme-
try, termed fermionic duality, which was recently developed but applied so far only to
purely normal conducting quantum-dot systems [17, 18]. Fermionic duality refers to a
generalized hermiticity relation of the time-evolution kernel, which relates the kernel of
the real system to the one of a dual system at inverted energy scales. By the generalized
hermiticity, non-trivial relations can be established between the quantities that deter-
mine the state and transport evolution (the left-and right eigenvectors of the real and
dual kernel). This does not only simplify the solution of the problem, but also yields
physical insights as we shall discuss in detail.

Fermionic duality in general applies to a class of fermionic models, where the cou-
pling to the reservoirs can be described in the wide-band limit and the reservoirs can be
treated as non-interacting. Particular to our approach is that it allows to treat the strong
Coulomb interaction exactly. In our system of interest, we use an effective description of
induced superconducting pairing incorporated into the quantum-dotHamiltonian, such
that the complete model obeys the above mentioned constraints imposed by duality. It
is then the duality that further facilitates the analysis, as the transient behavior of the
quantum dot can be understood in great detail in terms of stationary quantities of the
real and dual system. This is a very unusual but powerful view of the time-dependent
problem, and we managed to find the "right" observables for a superconducting quan-
tum dot. Also, in earlier work, the simplifications by duality had not been extended
to deal with the transport observables themselves, referring to the degrees of freedom
outside the system, that is, the reservoirs the quantum dot is coupled to. This is done
here for the first time. Especially the heat current is an interesting transport observable,
as it probes the interplay of Coulomb interaction and superconducting pairing. This is
confirmed by our detailed analysis of the time-dependent transport.

In each chapter we provide a more in-depth introduction to the problem studied
and together with the conclusions give an outlook to possible extensions of each specific
project.

4







2

Magnon dispersion in bilayers of
2d-ferromagnets

2.1 | Theoretical Background
In the master thesis, we have dealt with the class of 2d-van derWaals magnets andmore
specifically, with the strictly 2d spectrum of the elementary excitations of their magnetic
structure, which are called magnons. To this end, we briefly give an introduction to
the material compositions considered there, how the magnetic structure is incorporated
there and how it can be described by spin-models. After that, we will introduce to the
concept of spin waves.

2.1.1 | Spin-models for 2d- van der Waals magnets
Thematerial compositions considered in this work are insulating and of type MX3, such
as CrI3 or CrBr3, where M is a metal cation and X is a halogen anion. These compounds
exhibit magnetism, as M is chosen to be a transition metal with a partially filled d-shell.
Hence it has a large total angular momentum (e.g. s = 3

2 for the Cr-ions of CrI3). Direct
M-M-exchange interactions between the transition metal ions are not dominant in com-
pounds of type MX3 [19], which are arranged on honeycomb nets, as the M-M distance
is too large in these compounds. The in-plane M-M magnetic interactions are instead
mediated by their shared halogen ions, due to a mechanism called superexchange [19].
Among many other factors, the sign of the superexchange interaction depends on the
M-X-M-angle. For example, an angle of 90◦ as realized in layered MX3 compounds can
result in both ferromagnetic (FM) or antiferromagnetic (AFM) behaviour. So the micro-
scopic structure of thematerial determines the parameters of the corresponding effective
spin-model such as the exchange coupling constant J. Estimates of the parameters have
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Chapter 2. Magnon dispersion in bilayers of 2d-ferromagnets 2.1. Theoretical Background

been given by density functional theory calculations [20], which were not considered
in this project. Alternatively, the parameters can be extracted from the dispersion mea-
sured in neutron scattering experiments such as in [21] . In order to get a realistic order
of magnitude for the ratio of the different parameters, we will later refer to the work
of [20].

The choice of the effective Hamiltonian is based on the assumption that magnetism
is effectively driven by interactions between neighboring spins, i.e. short-range inter-
actions. Under this assumption, the most general spin Hamiltonian has the form [22]

H = −1
2 ∑

i,j
(J ~Si~Sj + Λ Sα

i Sα
j ) − ∑

i
A (Sz

i )
2 . (2.1)

Here, J denotes the exchange coupling between neighbouring spins, which can favor
ferromagnetic (J > 0) or antiferromagnetic (J < 0) order with parallel and antiparallel
oriented spins in the classical ground state, respectively. A is the strength of single-ion
anisotropy and Λ denotes an anisotropy in the exchange interaction for spin direction α.
It is these parameters of the effective spin Hamiltonian that depend on the choice of the
material with its specific microscopic interaction mechanisms. They can be additionally
tuned by external parameters such as an applied magnetic field or a gate voltage which
changes the electronic structure of the material and hence the anisotropy.
In the previous project of the master thesis, we first considered an isotropic Heisenberg
model (Λ = 0, A = 0)with spin-dimensionality three for FM andAFM type ofmagnetic
order and then included different types of anisotropy (Λ 6= 0) with the spin favoring a
specific direction parallel or perpendicular to the plane of the material. This reduces the
spin-dimensionality of the isotropic Heisenberg model to one. Such cases of perpendic-
ular and in-plane anisotropy are realized e.g. in layers of CrI3 and CrCl3, respectively,
which supports our choice.

Throughout the project, we considered magnetism that can be described by a Hamilto-
nian of the form (2.1). In principle, in CrI3, for example, Dzyaloshinski-Moriya interac-
tion (DMI) should have been added to (2.1) to obtain a more complete description of the
material. DMI breaks the inversion symmetry of the lattice and introduces a non-trivial
topology to the energy bands. Furthermore, when we restrict the discussion to Hamil-
tonians of the form (2.1), along with that we will restrict to short-range interactions of
atomic spins that are relevant for magnons in the limit of large wavevectors~k. In the
other extreme case, that is, the opposite limit of longwavelengths (~k ≈ 0), the dispersion
would be dominated by dipolar interactions. However, for neighbouring spins, dipolar

8
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interactions are less significant than the exchange interaction, have a longer range and
are therefore relevant in the limit of long wavelengths.

2.1.2 | The concept of spin waves
Having introduced a general spin Hamiltonian for the description of magnetism in
2D vdW materials, we next introduce the concept of a spin wave at the example of a
linear chain of spins with ferromagnetic exchange coupling between pairs of nearest
neighbours. The Hamiltonian reads:

H = −2J
h̄2 ∑

n

~Sn~Sn+1 .

The ground state configuration of lowest energy is the one with parallel oriented spins.
We assume this direction to be the z-direction, which is the direction of quantization.
The Hamiltonian can be expressed in terms of raising and lowering operators S+

i ,S
−
i ,

which increase and decrease the quantized spin-component by one, respectively, as well
as Sz

i that gives the z-component of the spin at site i which equals s for the ground
state. Thus, the spins are assumed to be oriented along the positive z-direction. For
simplicity, we consider a single spin excitation in the system throughout the project that
corresponds to a flip of ∆Sz = 1 in the z-component of the spin. The ansatz for the
eigenfunction that solves the Schrödinger equation is then a superposition of states |i〉,
for which the spin-flip of one is located at site i. Inserting the ansatz into the Schrödinger
equation, the coefficients are determined to be 1√

N
ei~k~Ri , such that

Ψ~k =
1√
N

∑
i

ei~k~Ri |i〉. (2.2)

The eigenstate Ψ~k is hence the bosonic analogue (∆Sz = 1) of an electronic Bloch wave
function with lattice periodic part un,~k normalized to the unit cell and phase factor ei~k~r.
For the spin wave on the linear chain, the probability for a spin flip of ∆Sz = 1 is equally
distributed over all N lattice sites, with probability density 1√

N
for a spin flip to be

localized at a specific site i and phase factor ei~k~Ri . Accordingly, the expectation value of
the z-component at each site,

〈Sz
i 〉 = h̄(s− 1

N
), (2.3)

corresponds to a change by an amount of h̄
N on average with respect to its value s in the

ground state.
In the semi-classical limit of a large number of lattice sites compared to the inverse

total spin per site, Ns � 1, the Heisenberg equations of motion result in the following
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time dependence of the spin operators for an excitation Ψ~k with energy h̄ω~k,

Sx
i (t) ∝ cos

(
(ωkt−~k~Ri

)
Sy

i (t) ∝ sin
(
(ωkt−~k~Ri

)
Sz

i ≈ h̄s. (2.4)

The phase ∆Φ =~k~Ri can hence be visualized in spin space as the angle of precession of
the spin vector around the quantization axis at site i, see Fig. 2.1. Also beyond this limit,
the picture of Fig. 2.1 illustrates interference of two phase shifted wave functions (2.2)
when adding corresponding vector components in the xy-plane. Summing two visu-
alized spin vectors that are shifted by an amount of π, for instance, would result in a
vector aligned parallel to the quantization axis, i.e. with no excitation, corresponding to
destructive interference of two states that are shifted by π.

Figure 2.1. Propagation of a spin wave through a linear chain of spins, with spins on
sites i, i′ precessing at phase difference ∆φ = i~k(~Ri − ~Ri′), taken from [23].

If we are finally interested in a confined region of high probability for a spin flip
∆Sz = 1 that propagates through the chain as a wave packet, it can be constructed from
a superposition of eigenfunctions according to∫

dk g(k) Ψ~k(t) = ∑
i
|i〉

∫
dk g(k) ei(~k~Ri−ω~kt), (2.5)

where g(k) selects wave vectors~k out of a small interval around some value~k0 such that
the integral then describes the wave packet through the chain.

In the master thesis, we studied the band structure of a bilayer system with honey-
comb layers and both FMandAFMexchange coupling for different choices of anisotropy.
We will summarize the results in the following section and introduce the notation re-
quired in view of the further analysis given in the PhD thesis.

10



Chapter 2. Magnon dispersion in bilayers of 2d-ferromagnets 2.2. Results-anisotropy

2.2 | Summary of results for the magnon dispersion of
different choices of anisotropy

Figure 2.2. A bilayer with AB-stacking as, for example, in bulk BiI3 crystals. The bottom
layer (label 1) is indicated in black color and the top layer (label 2) in red. The two
sublattices A and B of atoms within a layer are represented by crosses and dots, see the
legend. The crosses refer to dimers. A dimer contains one atom of each layer coupled
to each other providing the only type of coupling between the two layers. The primitive
unit cell (dashed blue lines) with basis vectors ~a1, ~a2 spans the lattice. It contains four
atoms marked in green: A1 (green-rimmed black dot), B2 (red-green) and the dimer
pair B1-A2 (black-green cross).

In the master thesis, we determined bilayer dispersions for vdW-magnets, where
the metal cations within a layer are arranged on a hexagonal lattice, see Fig. 2.2. Typ-
ical candidates for such a lattice are CrI3 and BrI3. Our main result referred to the
analytical derivation of the band dispersion for a bilayer with FM intralayer and AFM
interlayer exchange coupling (short: AFM bilayer), where we allowed for a general type
of perpendicular plane anisotropy.
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AFM bilayer dispersion: Our starting point was a Heisenberg Hamiltonian with
anisotropic exchange terms:

H = − ∑
α∈{x,y,z}

〈i,j〉∈{intra}

2Jαα
‖ Sα

i · Sα
j + ∑

α∈{x,y,z}
〈i,j〉∈{inter}

2Jαα
⊥ Sα

i · Sα
j . (2.6)

Here we considered nearest neighbor exchange interactions of FM type within the layer
(intralayer coupling J‖ > 0) and AFM type between the layers (interlayer coupling
J⊥ > 0). Perpendicularplane anisotropy is incorporatedby choosing Jzz

κ > Jκ := Jxx
κ = Jyy

κ

for κ =‖,⊥, and z is the direction perpendicular to the plane of the material. Further-
more, an AB type of stacking of 2D hexagonal lattices is here assumed with a lateral
shift by [2/3, 1/3] unit vectors (see Fig. 2.2) [20]. We chose a unit cell for a bilayer with
four atoms, A-atoms A1 in the bottom-layer (1) and A2 in the top-layer (2) as well as
B-atoms B1 and B2 (see Fig. 2.2). Each A-(B)-atom has three nearest neighbors in the
same layer belonging to the B-(A)-sublattice. The atoms A2 on top of B1 form another
pair of nearest-neighbours per unit cell, a so-called dimer pair between the layers.

The Hamiltonian of type 2.6 can be diagonalized in two steps. First, we applied the
Holstein-Primakoff (HP) transformation [24],

S+
j =
√

2s

(
1−

a†
j aj

2s

)1/2

aj , S−j =
√

2sa†
j

(
1−

a†
j aj

2s

)1/2

, S(z)
j = s− a†

j aj , (2.7)

with total spin s of the metal cation and a the bosonic annihilation operators, which still
had to be adapted to our lattice. The HP transformation is a common method to de-
termine the low-frequency magnon spectrum at low temperatures with weak excitation
(few flipped spins as compared to the total number of spins), as we can then restrict to
the zeroth order in a/

√
2s in the series expansion of the square root. A single boson

excitation
〈

a†a
〉
= 1 here changes the spin projection by ∆Sz = h̄ parallel to the quanti-

zation axis z and perpendicular to the plane. After the HP-transformation, H is casted
into the following form

Ĥ = E0 + Ec + ∑
~k

(~a†
~k

,~a−~k) D (~a~k,~a†
−~k)

T , (2.8)

with~a~k =
[
a~k,A1, a~k,B1, a~k,A2, a~k,B2

]
and E0, Ec some constants to be specified below. D is

an 8x8 matrix which takes the form

D =

(
A B
B A

)
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with

A =


3 Jzz
‖ s −J‖s c∗~k

−J‖s c~k 3 Jzz
‖ s + Jzz

⊥ s
0

0
3 Jzz
‖ s + Jzz

⊥ s −J‖s c∗~k
−J‖s c~k 3Jzz

‖ s

 , B =


0

0
0 J⊥s

J⊥s 0
0

0

 .

(2.9)

The upper diagonal 4x4 block of D refers to the particle space and the lower one to the
hole space. The term c~k = 1+ e−i~k~a1 + e−i~k~a2 is the structure factor of the lattice with unit
cell vectors~a1,~a2, as depicted in Fig. 2.2. The explicit form ofDwill be relevant for later
symmetry considerations.

In a second step, we diagonalized the Hamiltonian by a paraunitary transformation
of operators

(~γ~k,~γ†
−~k)

T = T (~a~k,~a†
−~k)

T , (2.10)

T η T† = η ≡ σz ⊗ 14 , (2.11)

with σz the Pauli matrix. The paraunitarity (2.11) of the matrix T assures that the
new set of operators fulfills bosonic commutation relations. In its diagonal form, the
Hamiltonian reads

H = E0 + Ec + ∑
~k

4

∑
r=1

[
h̄ωr,~kγ†

r,~k
γr,~k + h̄ωr,−~kγr,−~kγ†

r,−~k
]
. (2.12)

Some notes are in order with respect to the structure of H: As the classical Neel state is
no eigenstate of the Hamiltonian, its ground state energy E0 = −12NJzz

‖ s2 − 2Jzz
⊥ Ns2 is

shifted due to quantum corrections, in total by an amount of ∆E = Ec + ∑~k ∑4
r=1 h̄ωr,~k,

Ec = E0/s. We did not further consider these corrections in our project. There are two
twofolddegenerate particle like bandswithdispersion h̄ωr,~k and twohole like bandswith
dispersion −h̄ωr,−~k as described by the third and fourth terms of H, respectively. The
multi-index r = (n, σ) here comprises the band index n = ± and spin-index σ = (↑, ↓) of
the degenerate modes which we further discuss below. Particle and hole like bands are
trivially related to each other by particle-hole symmetry, Ph−1D∗(~k)Ph = D(−~k), with
[Ph]jm ≡ δ|j−m|,4 the particle-hole operator, which exchanges particles and holes. In the
following, we therefore restrict the further analysis to the set of two twofold degenerate
particle like bands.

The transformation T was obtained from a standard diagonalization procedure ap-
plied to thematrix ηD, which results in the two twofold-degenerate (particle) like energy
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bands,

h̄ωn=±(~k) =
s√
2

√
18Jzz2

‖ + 6Jzz
‖ Jzz
⊥ + Jzz2

⊥ − J2
⊥ + 2J2

‖ |ck |2 ±
√
(6Jzz
‖ Jzz
⊥ + Jzz2

⊥ − J2
⊥)

2 + [(12Jzz
‖ + 2Jzz

⊥ )
2 − 4J2

⊥]J
2
‖ |ck |2,

(2.13)

shown in Fig. 2.3. The eigenvectors are encoded in the columns of V ≡ T−1. They
describe the periodic prefactors of Bloch wave functions contained in the decomposition
of eigenmodes, (~γ†

~k
,~γ−~k) = (~a†

~k
,~a−~k)ηVη, which are analytically accessible as well.

Figure 2.3. Dispersion of a bilayer with AFM inter-layer and FM intra-layer coupling.
(a) For isotropic exchange coupling constants and a ratio of inter- vs. intralayer coupling
J⊥ = 0.26 J‖, (b) for anisotropic exchange coupling Jzz 6= Jxx = Jyy = J. Here the inter-
layer couplings J⊥ = 0.26 J‖, Jzz

⊥ = 0.56 J‖ and intra-layer coupling Jzz
‖ = 1.3 J‖.

(c) Wigner-Seitz cell of the reciprocal lattice with two types of equivalent Dirac-points K
and K′ and lattice points M, Γ.

We now point out a few properties of the derived AFM-bilayer dispersion for the
case of isotropic (Jzz

κ = Jκ, κ =‖,⊥) and anisotropic coupling (Jzz
κ > Jκ, as above) and

in comparison with the dispersion of mono- and bilayers with exclusively FM exchange
coupling, as well as the dispersion of π-electrons in graphene.

Anisotropy. In the presence of anisotropy, the AFM dispersion exhibits a gap ∼ J‖s at
the Γ-point (~k = 0) w.r.t. the zero-point energy of the magnon system. In the following,
we refer to this gap as the fundamental gap, compare Figs. 2.3 (a) for the isotropic and
(b) for the anisotropic case. Anisotropy causes in general a gap at the Γ-point, also for
mono-and bilayers with pure FM coupling. However, the origin and functional behavior
of the gap in dependence of the exchange coupling strengths differs for FM and AFM
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couplings [Sec. 2.3.1]. In the master thesis, we analyzed the interplay between the FM
and AFM coupling as manifest in the bilayer gap. We complement our arguments in the
PhD thesis based on the finite-wave vector magnon dispersion. We will provide both
arguments in Sec. 2.3.1.

Behavior at the Dirac points. In the master thesis we analyzed the behavior of the
dispersion at the Dirac points for different types of couplings (FM/AFM) and layers
(mono- and bilayer). For a monolayer with isotropic FM coupling, the full spectrum
is isomorphic to that of π-electrons in monolayer graphene: It consists of two bands
exhibiting a degeneracy and linear behavior at the Dirac points. For a bilayer with
isotropic FM intra- and interlayer coupling (short: FM bilayer), there are four bands
which are non-degenerate except at the Dirac-points, where they exhibit a threefold
degeneracy. Thus, the dispersion differs from the parabolic and twofold degenerate one
of π-electrons in bilayer graphene [25]. By evaluation in terms of the Landau-Lifshitz
equation, we saw that the spin precession in the FM bilayer reflects the structure of
the hexagonal lattice at these points. Finally, for the AFM bilayer our results were two
twofold degenerate bands. The AFM coupling opens a gap of the order ∼ sJzz

⊥ for
(an)-isotropic exchange couplings, leading to a quadratic rather than a linear dispersion
found for an FM monolayer at K, K′. This gap motivated a closer examination of the
topology in the first phase of this PhD thesis in terms of the Berry curvature [Sec. 2.3.3].

2.3 | Extensions of the master thesis
In extension of the master thesis and partially also of [1], we first complement the
discussion of the interplay of different exchange couplings [ 2.3.1] and then trace back
the degeneracy of the magnon band dispersion as well as its vanishing Berry curvature
to an underlying PT -symmetry of our system in Sec. 2.3.2 and 2.3.3.

2.3.1 | On the interplay of different exchange couplings

We analyze the interplay between different types of magnetic coupling, inter-and in-
tralayer, by two arguments referring to different properties of the magnon band disper-
sion, the fundamental gap and the finite wave-vector magnon dispersion.

Argument based on the fundamental gap. We start with analyzing the fundamental
gap h̄ω−(~k = 0) (see Eq. (2.13)) plotted in Fig. 2.4(a) as a function of the FM coupling
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Figure 2.4. (a) Magnon gaps for a realistic (black line) and a hypothetical bilayer (blue
line) as a function of the FM coupling strength J‖. The anisotropy is constant with
Jzz
‖ − J‖ = 1.0 J0, Jzz

⊥ − J⊥ = 0.3 J0 and J⊥ = 1.0 J0. (b) Left: Realistic bilayer schematic
with coordination numbers ZAFM = 1 and ZFM = 3. Green arrows indicate deviations
from the classical Néel state order. (b) Right: Hypothetical bilayer schematic with
ZAFM = 0.5 and ZFM = 3. For further explanation see the text.

strength J‖ for J⊥ = 1.0 J0, Jzz
‖ − J‖ = 1.0 J0 and Jzz

⊥ − J⊥ = 0.3 J0. In a pure FM, the gap

∆FM ∝ s(Jzz
‖ − J‖) (2.14)

depends on J‖ only via anisotropy. The anisotropy gap in a pure AFM, on the other
hand,

∆AFM ∝ s
√
(Jzz
⊥ − J⊥)(Jzz

⊥ − J⊥ + 2J⊥) (2.15)

depends not only on the anisotropy Jzz
⊥ − J⊥, but also explicitly on the AFM coupling

strength J⊥ [26]. The increase of the intra-layer FM coupling increases the gap E−(~k = 0)
according to Eq. (2.13), which by the reduced number of thermal magnons is equivalent
to an enhanced AFM coupling.

Next we want to understand the stabilizing effect of FM intralayer on the AFM
interlayer order based on the fundamental gap. To this end, we choose as reference
a hypothetical bilayer system, different from our model system (2.6), which we term
a "realistic bilayer" (bilayer I) with AB-stacking and only one dimer pair per unit cell.
In contrast, the hypothetical bilayer (bilayer II) has two dimer pairs per unit cell and
a stronger AFM order, assumed to be enforced by the very stacking as a plausible
mechanism for supporting the AFM order.

As a side remark, in the hypothetical structure II the contributions from Eq. (2.14) of
the FM and Eq. (2.15) of the AFM coupling at~k = 0 are clearly separated. The stacking
of two ferromagnetic monolayers in this bilayer (II) is slightly shifted such that there are

16



Chapter 2. Magnon dispersion in bilayers of 2d-ferromagnets 2.3. Extensions of the master thesis

twoAFM-coupled dimer pairs A2− B1 and A1− B2 per unit cell. Hence, we can assume
a more stable AFM order to be enforced merely by the stacking. However, to adjust the
system as a suitable reference point for the stability of AFM order in the realistic bilayer
I, we compensate the doubling of the number of dimers by reducing the coordination
number from ZAFM = 1 [Fig. 2.4 (b (left))] to ZAFM = 0.5 [Fig. 2.4 (b (right))]. This way
we have isolated the stabilizing effect due to pure stacking.

The gap of this modified hypothetical system

h̄ω−(k = 0) = s
√
((Jzz
‖ − J‖)ZFM + (Jzz

⊥ − J⊥)ZAFM) ((Jzz
‖ − J‖)ZFM + (Jzz

⊥ − J⊥)ZAFM + 2J⊥ZAFM)

(2.16)
does not depend explicitly on J‖, but on Jzz

‖ − J‖ , see Fig. 2.4 (a) (blue line) corresponding
to Eq. (2.16).

Let us now consider the behavior of the realistic bilayer (I) w.r.t. the hypothetical
one as a reference. For J‖ = 0, the gap 3J0s = s(Jzz

‖ − J‖)ZFM of bilayer (I) is governed
by the anisotropy of the FM intralayer exchange only, while the AFM coupling does not
contribute to the gap. The gaps converge to ∼ 3.61 J0s only when the FM coupling in
bilayer (I) J‖ ' 5J⊥. Indeed, in the limit of strong FM intralayer coupling, the gap of
the realistic bilayer approaches the reference value of the hypothetical bilayer, compare
black and blue lines of Fig. 2.4 (a), confirming the stabilizing effect of the FM intralayer
coupling on the AFM interlayer coupling and the fact that the reference point was
suitably chosen. In the limit of weak FM coupling, on the other hand, the AFM order
of the classical ground state is less stable than in bilayer (II) (see green arrows in Fig. 2.4
(b)).

Argument based on the finite wave-vector magnon dispersion. As the fundamental
gap is not a direct measure of AFM order though, we provide a second argument by
the finite k-dispersion, which corresponds to the total energy to excite the magnon. We
consider the finite-wave vector magnon dispersion ∆Ek,0 = E−(~k)− E−(0) as a function
of the FM coupling. The zero-k-magnon is that of an interlayer AFM in its classical
ground state. As ∆Ek,0 measures the energy cost of exciting a finite-k-magnon, it thereby
measures the AFM coupling strength. Fig. 2.5 (b) shows a ∆Ek,0, which indeed increases
with J‖ for both bilayers (I) and (II). Fig. 2.5 (a) shows the difference ∆Eh

k,0 − ∆Er
k,0 of the

hypothetical and the real bilayer as a function of J‖ for different points along the Γ− K
direction in the first BZ with values as encoded by the colors according to the legend.
The difference decreases with increasing J‖, confirming that the real bilayer approaches
the effective AFM coupling strength of the hypothetical bilayer for large J‖.
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Figure 2.5. (a) Difference ∆Eh
k,0−∆Er

k,0 between the hypothetical and the realistic bilayer
structure as a function of the FM coupling for different values of (kx, 0) in units of [π

a ]
along the Γ− K direction in the first BZ. (b) Energy difference ∆Ek,0 between a magnon
with wavevector (1.2, 0)[π

a ] and zero wavevector in the lower band as a function of the
FM coupling strength J‖ for bilayers I (green) and II (violet). For further explanation see
the main text.

Both properties of the magnon dispersion, the fundamental gap and the finite
wavevector magnon dispersion, hence confirm that the impact of increasing the in-
tralayer coupling on the interlayer order of the real bilayer structure can be equivalently
modeled by choosing a different type of stacking with an effective coordination number
instead.

2.3.2 | Degeneracy and PT -symmetry

As alreadymentioned above, each band n of the AFM bilayer is twofold degenerate. The
degeneracy results from the fact that in the AFM bilayer, the total spin Sz is a conserved
quantity and therefore excitations with ∆Sz = ±h̄ have to come in degenerate pairs. The
underlying symmetry is the PT symmetry of the momentum space Hamiltonian [27],

[
ηD(~k), PT

]
− = 0. (2.17)

Note that the symmetry relation (2.17) includes η as given by Eq. (2.11) instead of the
more familiar version in which η would be replaced by the identity. The reason is
that the states which lead to a degeneracy of the energy are eigenstates of the non-
hermitianmatrix ηD rather thanD. Recall that the occurrence of η was to assure bosonic
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commutation relations of the new set of operators γ, in which the Hamiltonian becomes
diagonal, see Sec. 2.2.

Next, we have to specify the PT -operator for our specific bilayer system (2.6). It is
given by

PT = σ0 ⊗ σ⊗2
x K. (2.18)

Here, σ0 is the identity, σx the Pauli matrix and K the complex conjugation. Let us now
explain the operations associated with PT : The parity operation P : ~r → −~r,~k → −~k
here corresponds to an exchange of sublattices A2↔ B1, B2↔ A1 between the top and
bottom layers, hence a mere spatial inversion in the z-direction,

[a†
~k,A1

, a†
~k,B1

, ...]→ [a†
~k,B2

, a†
~k,A2

, ...].

Additionally, the spin direction is inverted when changing the layer as required by the
time reversal operation T as well as the wavevector~k by complex conjugation K.

One can visualize the transformation as follows: A cone with spin −s and left-
handed precession from the bottom layer is transferred by parity to the top layer, while
time reversal t → −t transforms it into spin s keeping the left handed precession in the
top layer. The transformation remains within one of the 4x4 blocks of (2.9). Excitations
in the bottom layer (spin −s) corresponding to ∆Sz = h̄ (short: ↑) are hence mapped
onto excitations in the top layer with ∆Sz = −h̄ (short: ↓).

Therefore, an eigenstate Ψ↑ of ηD as encoded in the inverse transformation matrix
V is related to another eigenstate Ψ↓ at the same energy by Ψ↑ = PT Ψ↓, as can also be
seen from equation (2.17):

ηD(PT )Ψ↑ = (PT )ηDΨ↑ = (PT )E↑Ψ↑ = E↑(PT )Ψ↑. (2.19)

The degeneracy can, for example, be removed by breaking the interlayer symmetry due
to application of perpendicular electric or magnetic fields [28].

2.3.3 | Topology of the magnon spectrum in terms of the Berry curva-
ture

In this section, we will characterize the topology of the magnon band structure in terms
of its Berry curvature. Differently from [1], we will here derive its vanishing from
the underlying PT -symmetry. The Berry curvature and the related Berry phase go
back to Berry’s work on the geometrical phase in quantum mechanics [30]. Since then,
they played a central role in classifying the topology of condensed matter systems and
understanding related topological phenomena.
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Figure 2.6. Magnon Hall effect schematically, drawn after [29]. A transverse magnon
Hall current Jy develops in response to a longitudinal temperature gradient∇T ‖ x̂, the
x-direction as indicated in (b). (a) The 2D sample is constructed from small neighboring
confined regions, shown are the edge currents. (b) In the presence of a temperature
gradient, edge currents of neighboring regions Jy(x) 6= −Jy(x + ∆x) no longer cancel
out and therefore result in a net transversal current (magnon Hall current).

Here we start with introducing the Berry curvature ~Ωn(~k) as it appears in the semi-
classical equations of motion for magnons and briefly describe the related measurable
phenomenon of a transverse magnon Hall current in the presence of a longitudinal tem-
perature gradient. For simplicity, let us first consider a single layer as it occurs as part of
our bilayer model (2.6) with purely FM exchange coupling. In the layer, we consider a
wave packet (2.5) with central position~r and~k in real and reciprocal space, which can be
constructed from a superposition of Bloch waves. It obeys the semiclassical equations
of motion [29, 31, 32]

~̇r =
∂ωn

∂~k
−~̇k× ~Ωn(~k), (2.20)

h̄~̇k = −∇U(~r), (2.21)

with h̄ωn the dispersion of the n-th band, U(~r) the magnon confinement potential at the
edges of the 2D structure and ~Ωn(~k) the Berry curvature of the n-th band. The Berry
curvature is introduced via a gauge potentialAn,ν(~k) and constructed from the periodic
part of the Bloch wave function un~k, which is encoded in the n-th column vector of the
unitary matrix U:

~Ωn(~k) = ∂kxAn,y(~k)− ∂kyAn,x(~k), (2.22)

An,ν(~k) = i[U†(∂kνU)]nn = i〈un,~k|∂kν|un,~k〉, ν = x, y , (2.23)
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leading to the following form of the Berry curvature, as used in [29]:

~Ωn(~k) = ∇~k × 〈un~k|i∇~k|un~k〉. (2.24)

The confinement potential causes a gradient directed perpendicular to the edges of
the sample. In 2D, ~Ωn(~k) = Ωz

n(~k) is a vector field pointing along the perpendicular
plane (ẑ)-direction, which hence results in an anomalous velocity of the magnon wave
packet directed parallel to the edges due to the potential gradient. If we think of the
whole sample as a collection of small confined neighboring regions, the oppositely
directed edge currents at their interface cancel within the sample [Fig. 2.6], leaving the
non-vanishing currents at the edges of the whole sample. In an FM, the magnon current
is defined as the number of magnons per unit time.

Let us now incorporate a temperature gradient along the x-direction of the sample,
which results in an x-dependent magnon distribution function ρ(T(x)) and hence in
oppositely directed edge currents of different strengths, Jy(x) 6= −Jy(x + ∆x), at the
interfaces of neighboring regionswithin the sample. The longitudinal magnon current Jx

caused by the temperature gradient in x-direction is thus deflected in the perpendicular
y-direction. Hence the result is in general both, a total perpendicularmagnon current and
a magnon heat current, provided that there is a non-vanishing Berry curvature. These
phenomena are termed the magnon Hall effect and the magnon thermal Hall effect [29,
33], respectively. The Berry curvature is non-vanishing if there is, for example, an
inversion-breaking Dyaloshinskii–Moriya (DM) interaction in the material (see below).
So far to our knowledge, the magnon thermal Hall effect has actually been measured in
an insulating ferromagnet Lu2V2O7 with exchange and DM interactions [34].

In view of a possible magnon Hall effect in our AFM bilayer system of interest, we
now evaluate the expressions for a transversal magnon current as recently derived in [27,
32], where we apply a temperature gradient in x-direction as T(x) = T0 − x∇T. Up to
second order in the temperature gradient, the transverse magnon current reads [27]

Jy =
∇T
h̄V ∑

n

∫
BZ

d2k c1(ρ0(En(~k), T0)) Ωz
n(~k) (2.25)

+
τ(∆T)2

h̄2VT0
∑
n

∫
BZ

d2k c1(ρ0(En(~k), T0))
∂

∂kx

(
En(~k)Ωz

n(~k)
)
+ O((∇T)3). (2.26)

Here, ρ0(En(~k), T0) is the equilibrium distribution function ρ0(E, T0) = [eT/T0 − 1]−1 of
magnons at average temperature T0, τ the magnon relaxation time, c1 a weight function
and V the area of the sample.

Let us now specify the Berry curvature. Note that we cannot use Eq. (2.23) nor (2.24)
for the gaugepotential and theBerry curvature, respectively. In ourAFMbilayerwith FM
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intralayer and AFM interlayer exchange interaction, we have to deal with the BdG type
Hamiltonian (2.8), which does not conserve the particle number due to terms quadratic
in the field operators (∼ aa, a†a†). As the periodic part of Bloch wave functions Ψ↑,↓(~k)
are eigenvectors of the non-hermitian matrix ηD and bosonic, their inner product has to
be adapted [35]:

〈Ψ↑, Ψ↓〉 = Ψ†
↑ηΨ↓.

Due to the non-hermiticity, the Berry curvature Ωz
r(~k) ofmode r = (n, σ), not to bemixed

up with the Berry curvature Ωz
n(~k) = ∑σ Ωz

n,σ(~k) of band n, is defined via a modified
gauge connection Ar,ν as

Ωz
r(~k) = ∂kxAr,y(~k)− ∂kyAr,x(~k) = −2Im[η(∂kxV

†)η(∂kyV)]rr (2.27)

Ar,ν(~k) = i[ηV†η(∂kνV)]rr, (2.28)

with theparaunitary transformationmatrixV ≡ T−1 fulfilling ηV†ηV = 1 as introduced
in Eq. (2.11) of Sec. 2.2. In the hermitian case, ηV†η would be replaced by a unitarymatrix
U†. In particle space r = 1, .., 4, expression (2.27) corresponds to

Ωz
r(~k) = −2Im[(∂kxΨr(~k)†)η(∂kyΨr(~k))] (2.29)

for mode r.

Figure 2.7. Berry curvatures Ωz
nσ for the twofold degenerate bands E± with modes

σ =↑, ↓ in the first BZ. Left: Ωz
±,↓, right: Ωz

±,↑. Summing over σ results in the vanishing
Berry curvature Ωz

n(~k) = 0 of band n.

Fig. 2.7 shows Ωz
n,σ for n = ± and σ =↑, ↓. Let us now discuss its implications for a

magnon Hall current based on symmetry considerations. As discussed in Sec. 2.3.2, the
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eigenmodes σ =↑, ↓ are related by PT -symmetry. Consequently, the Berry curvature
Ωz

n(~k) = ∑σ Ωz
n,σ(~k) of band n vanishes, as Ωz

n,↑(~k) = −Ωz
n,↓(~k) in the whole BZ:

Ωz
n,↑(~k) = −2Im[(∂kxΨ↑(~k))†η(∂kyΨ↑(~k))] = −2Im[(∂kx(P Ψ∗↓(~k)))

†η(∂ky(P Ψ∗↓(~k)))]

= −2Im[(∂kx(Ψ∗↓(~k)))
†P†ηP(∂ky(Ψ∗↓(~k)))] = 2Im[(∂kx(Ψ↓(~k)))†η(∂ky(Ψ↓(~k)))]

= −Ωz
n,↓(~k). (2.30)

Thus, we cannot expect any transversal magnon current according to Eq. (2.26). Also the
spin-resolvedNernst current, which is defined by replacing Ωn(~k)→ [Ωn,↑(~k)−Ωn,↓(~k)]
in Eq. (2.26), vanishes tofirst order in the temperature gradient due to thepoint symmetry
of Ωn,σ(~k) = −Ωn,σ(−~k), see Fig. 2.7. In Ref. [27], it has been shown that a non-vanishing
second order can still be expected from the so-called extended Berry curvature dipole
∂kx[En(~k)Ωnσ(~k)] for a honeycomb layer with AFM coupling, if rotational and inversion
symmetry are broken on the level of exchange coupling strengths. In our AFM bilayer,
further investigations w.r.t a second order contribution would therefore be of interest,
while we can clearly exclude a magnon Hall effect and, up to linear order also a spin
Nernst effect1, as long as the bilayer fulfills PT -symmetry. On the other hand, a direct
manifestation of the Berry curvature in the linear response regime has so far been shown
in the presence of the DMI [36, 37], which can result from spin-orbit coupling in the
material [38].

2.4 | Summary and outlook
We reported analytical expressions for the magnon band structure of bilayers of two-
dimensional ferromagnets with (anti-) ferromagnetic interlayer exchange coupling and
perpendicular anisotropy, complementing previous numerical analysis [24].

We analyzed the interplay between FM intra- and AFM interlayer coupling by two
arguments referring to different properties of the magnon band dispersion, the fun-
damental gap and the finite wave-vector magnon dispersion. To summarize the first
argument, we considered the fundamental gap of a hypothetical bilayer system for com-
parison, in which AFM order is per se more stable due to the different choice of stacking,
two dimers per unit cell, but the AFM coupling enters with half of the coordination
number 0.5. Hence, the constant gap of this system served as a reference value for the
realistic bilayer system, which it approaches in the limit of strong FM coupling. This
suggests that an increased J‖ stabilizes AFM order in a similar manner as the stacking

1The spin Nernst effect refers to the occurrence of the related spin Nernst current.
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does. This result was also confirmed by the second argument based on the energy cost
associated with adding an additional magnon to the system.

Moreover, we identified an underlying PT -symmetry in our bilayer system. Based
on that, we explained the degeneracy of the magnon band dispersion and explored
possible topological phenomena. For our system we can exclude a magnon Hall effect
due to a vanishing Berry curvature Ωz

n of band n. Furthermore, a spin-Nernst effect was
excluded to linear order in the temperature gradient as a result of the point symmetry
of the spin-resolved Berry curvature Ωz

n,σ. Therefore, a natural extension would be to
examine under which circumstances topological phenomena like the spin-Nernst effect
would be visible in second order response caused by a non-vanishing extended Berry
curvature dipole [27].

As further extensions of this work, I see the following four directions: In view
of a more realistic model, our model 2.6 should be complemented with next-nearest-
neighbour exchange interactions, which have been shown to have an impact onmagnetic
interlayer coupling [20] for the AB-type stacking considered in this work.

The second one deals with analyzing fundamental aspects of competing interactions
in the Hamiltonian which here are experimentally accessible. One could study spin
dynamics as a function of anisotropies and ratios of exchange coupling parameters
for 2D-van der Waals materials with hexagonal lattice structures. The main observable
there is a spin-spin correlation function, which allows to examine spin fluctuations in the
ground state with predictions that can be experimentally checked in neutron scattering.
I would be interested in how the results depend on the competition between the strength
of different interaction terms.

The third direction would try to exploit the formal analogy between the description
of electrons as Blochwaves andmagnons as spin waves. One could explore the option of
weak localization of magnons on hexagonal lattices such as in CrI3 . Weak localization
usually refers to a coherence phenomenon related to coherent backscattering of electrons
in disordered materials. Weak localization in CrI3 is expected in analogy to graphene
based on the analogy mentioned before.

The fourth direction amounts to a quantum transport phenonmenon, dealing with
the propagation of magnons in van-der Waals heterostructures. The goal would be to
predict transmission coefficients associated with possible tunneling processes through
barriers. Primarily I would use analytical methods such as the Green’s function method
or a description of magnons in terms of quasiparticles.
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3

Superconductor quantum dot hybrid
device

The main purpose of this chapter is to give the theoretical background required for the
study of our normal metal-quantum dot superconductor hybrid device (NDS-device) in
Chapters IV-VI.

Section 3.1 introduces to the theoretical approaches used in this thesis to study the
(transient) dynamics of an open quantum system in general. In Section 3.1.1, we will
start with the description of their time evolution in terms of a general quantum master
equation and specify the description of Markovian quantum systems in the limit of
weak coupling to normal conducting reservoirs. In Section 3.1.2, we will introduce
to the Liouville space formulation of the open system dynamics, including the time-
evolution kernel and the time-evolving state. This formulation will be beneficial for
finding a suitable basis for the solution of the dynamics (Chapter IV) and will facilitate
its analysis. Next, we will introduce the dissipative symmetry relation of the time-
evolution kernel- the so-called fermionic duality- as it was previously found in Ref. [17]
in Section 3.1.3. Thereby, we specify the class of systems, which obey a duality and
explain how duality generically facilitates the solution of the transport problem.

Having introduced some concepts for the description of open systems, which will
be relevant for this thesis, we will give some background on superconductor hybrid
devices in Section 3.2 with an emphasis on quantum dot systems attached to supercon-
ductingmaterial. After discussing Andreev reflection as a central concept inmesoscopic
superconductivity in Section 3.2.1, we will give some background on superconductor-
quantum dot -superconductor (SDS) devices, specifying relevant regimes considered
so far, the main phenomena associated with them and referring to their treatment by
theoretical approaches. Also wewill point out relevant applications of these mesoscopic
devices with two superconductors in Section 3.2.2. We introduce to SDS-devices in
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some detail, because from a physical point of view we find them the most interesting
extensions of NDS-devices which we treat in detail in this thesis by a duality-adapted
approach.

Afterwards, we will discuss our system of interest, a superconductor quantum dot
system in the infinite gap limit andweakly coupled to a normal metal (NDS device). The
model will be introduced in Section 3.3 and the time evolution kernel will be derived
in the energy basis by applying Fermi’s golden rule in Section 3.4. These steps are the
starting point for the detailed analysis of our transport problem by fermionic duality,
which is the subject of the next Chapter 4.

3.1 | Theoretical Background

3.1.1 | Open Quantum Systems
In this thesis, we study the transient dynamics of a dissipative open quantum system,
a nanostructure (quantum dot), which interacts with a macroscopic reservoir in the
presence of strong effective Coulomb interaction on the quantum dot. To this end, we
introduce in this section the basic theoretical framework for the study of open quantum
systems in terms of a generalized master equation, starting from the closed system
dynamics. We will then specify the approximations that can be made in our limits of
interest leading to the Born-Markov equation for the reduced density operator of the
quantum dot (QD).

Thepure ormixed state ρtot(t) of a closed systemwith time-independentHamiltonian
obeys the Liouville-von Neumann equation

∂tρ
tot(t) = −i[Htot, ρtot(t)] = −iLtotρtot . (3.1)

The total Hamiltonian
Htot = HQ + HR + HT (3.2)

we want to consider here consists of three parts describing the nanostructure (Q), the
macroscopic fermionic reservoir (R) and the tunnel coupling (T) between them. The total
Liouvillian Ltot• = [Htot, •] here denotes the commutator of the total Hamiltonian with
some operator in Liouville space to be introduced below. As the many-particle Hilbert
space of the total macroscopic system is too large for a direct treatment of Eq. (3.1), we
are interested in the time evolution of the reduced density operator ρ(t) = TrR[ρ

tot(t)]
of the open subsystem (QD), which is obtained by tracing out the reservoir degrees of
freedom of the total density operator. As a first step in solving Eq. (3.1) for the reduced
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system, one assumes that theQD and the reservoirs are initially uncoupled at time t0 = 0
and the total system is hence initially in a product state of the reduced open-system state
and the state of the reservoirs, ρtot = ρ0 ⊗ ρR

0 . The solution of Eq. (3.1) for the reduced
system then reads

ρ(t) = TrR[ρ
tot(t)] = TrR[e−iLtot(t−t0)ρtot0 ] = TrR[e−iLtot(t−t0)ρR

0 ]ρ0 = Π(t, t0)ρ0 , (3.3)

with the time propagator Π(t, t0). Here, each reservoir is assumed to be in thermal
equilibrium at chemical potential µα and temperature Tα, such that the total reservoir
state can be characterized by a product of grand canonical ensembles,
ρR

0 = e−∑α(Hα−µα Nα)/Tα /Tr[e−∑α(Hα−µα Nα)/Tα ].
The goal is now to explicitly evaluate the reservoir trace in Eq. (3.3). Under the

above assumptions and for the case of effectively non-interacting reservoirs, a real-time
diagrammatic approach can be applied in the form of [39, 40] or [41, 42] to perturbatively
expand the time propagator Π in the tunnel coupling HT or LT = [HT, •] between the
reservoir and the dot. Note that the fermionic duality [17] to be later considered in this
thesis was derived based on the Liouville space adapted approach developed in [41,
42]. The result of the real-time diagrammatic approach is a generalized time non-local
master equation for the time-evolution of the reduced state,

∂tρ = −iLρ +
∫ t

t0

dt′W(t− t′)ρ(t′) . (3.4)

Here, the first term L• = [HD, •] captures the coherent dynamics of the reduced system,
while the dissipative coupling to the reservoirs is accounted for by the time evolution
kernelW .

At this stage, no approximation has yet been made. The real-time diagrammatic
approach is well suited when the tunnel coupling Γ is weak as compared to the reservoir
temperature T. In the limit Γ � T, subsequent tunneling events between the dot and
the reservoir become decoupled from each other (sequential tunneling picture) and
the dynamics is represented by the leading, linear order in Γ of the expansion of W ,
W(t− t′)→W1(t− t′), corresponding to the second order in the tunnelingHamiltonian
HT. Corrections to sequential tunneling (co-tunneling), which become more important
for larger Γ, can be included by evaluating higher orders ofW .

In this thesis, we will consider the limit of weak coupling Γ � T and restrict the
kernel to the leading order in Γ (Born-approximation). Furthermore, we can neglect
the memory time of the reservoir as set by its inverse temperature 1/T in this limit
(Markov-approximation): As at finite temperature, the kernel W1(t− t′) decays when
the time difference t− t′ exceeds the memory time of the reservoir, and particles tunnel
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on the time scale 1/Γ, which is much larger in this limit, the kernel can be replaced by
W1(t− t′) ∝ δ(t− t′) and t0 can be set to −∞ in Eq. (3.4):

∂tρ(t) ≈ [−iL +
∫ t

−∞
dt′W1(t− t′)]ρ(t).

As a final result, one obtains the time-local Born-Markovmaster equation for the reduced
density matrix

∂tρ(t) = [−iL + W]ρ(t) , W = lim
ω→i0

∫ ∞

0
dtW1(t)eiωt . (3.5)

Here, W can be considered as the Laplace transform ofW1 in the limit of zero imaginary
frequency.

3.1.2 | Liouville-space formulation
In view of our later evaluation of the dynamics by a duality-adapted approach, we
now introduce to the Liouville space-notation, in which the different constituents to
the dynamics can be clearly distinguished: The time-evolution kernel W in Eq. (3.5)
is formally a linear superoperator acting on so called supervectors |x) in Liouville
space, which are operators x in Hilbert space. Furthermore, the density matrix |ρ) of
the state is represented by a (right) supervector in Liouville space, whereas transport
observables such as the charge- or energy currents can be identified with (left) so called
supercovectors (x|• out of the adjoint Liouville-space, as we shall later see by our
application of duality. Hence, the state evolution is formally distinguished from the
transport evolution.

The Liouville space is the space of all linear operators |x) that act on the Hilbert
space of the reduced system. The dual Liouville space is the space of adjoint super-
covectors (x|•, which are defined through the Fock-space trace over the open system,
(x|• = Tr[x†•]. The scalar product of any two vectors (A|• and |ρ)• is then defined as

(A|ρ) = Tr[A†ρ]
(
= 〈A〉ρ

)
. (3.6)

The last term introduces already the notation for the expectation value of some transport
observable A in some state ρ of the system. The Hermitian adjoint † for superoperators
S is analogously to † for operators in Hilbert space, defined as (x|S†|y) = [(y|S |x)]∗.

Having introduced the scalar product, we can finally give the expansion of any
super(co)vector x with respect to some Liouville space basis. Later in the thesis, we will
expand the dynamics in bi-orthogonal bases {|vn)}, {(v′n|} only, i.e. they fulfill

(v′n|vm) = Tr[(v′n)
†vm] ∝ δnm , I• = ∑

n

1
(v′n|vn)

|vn)(v′n| • . (3.7)
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Here, I• indicates the superidentity. Any supervector ρ can then be expanded according
to

|ρ) = ∑
n

ρn|vn) , ρn ≡
(v′n|ρ)
(v′n|vn)

, (3.8)

and any supercovector analogously, by applying I• from the right.
The transport observables are in Liouville-space notation expressed by supercovec-

tors, such that their corresponding average values are given by the scalar product of the
supercovector with the state |ρ). As an example, the average current IA is represented
by a corresponding covector (IA|•, such that

IA = (IA|ρ) . (3.9)

3.1.3 | Fermionic duality- a dissipative symmetry
Recently, a useful relation has been found that simplifies the solution procedure of the
dynamics of fermionic open quantum systems and the analysis of the results of interest
in a systematic way, even in the presence of many-particle interactions and dissipation.
This so-called fermionic duality relation is truly dissipative in nature due to the explicit
involvement of the special fermion-parity decay rate Γ, which depends only on the
interface properties between the open system of interest and the reservoirs [17, 43].

Assuming that the reduced state of interest obeys a generalized master equation of
type (3.4) with a total Hamiltoninan of type (3.2) and further assumptions to be specified
below, fermionic duality in its most general form reads [17, 43]

W(ω; H, HT, {µ})† = −Γ + PW(ω̄; H̄, H̄T, {µ̄})P (3.10)

with W(ω) =
∫ ∞

0 dteiωtW(t) the Laplace transform of the time evolution kernel of
Eq. (3.4). By Eq. 3.10, fermionic duality can be considered a "generalized hermiticity"
of the time evolution kernel, as it relates the kernel matrix W to its adjoint, conjugated
with fermion parity P and shifted by a scalar Γ. The scalar Γ is the lumped sum over the
system and reservoir-indices of the energy-independent tunnel couplings characterizing
the tunnel Hamiltonian HT, which we will further specify in Sec. 3.3 for our system of
interest. The parity superoperatorP• := (−1)N•multiplies an operator by the fermion-
parity operator p, which contains the fermion-number operator N of the local charge
on the nanostructure (QD). Furthermore, the duality relation comprises a parameter
substitution in the original model as indicated by the overbar, which constructs a dual
model with inverted local energies H̄ := −H , a dual coupling H̄T := iHT to reservoirs
with dual chemical potentials µ̄ := −µ at dual frequency ω̄ := iΓ− ω∗ , but with the
same reservoir Hamiltonian HR and temperature T [17].
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The relation 3.10 applies to any fermionic system of type 3.2 fulfilling the following
criteria: (i) The open system contains a discrete, finite number of fermionic modes.
Otherwise, the open system Hamiltonian H can be of arbitrary (fermionic) type with
arbitrary types ofmany-particle interactions. Furthermore, it conservesparity [H, p] = 0,
and hence obeys the fermion-parity superselection principle1 [44, 45]. (ii) The fermionic
reservoirs (HR) are effectively non-interacting with structureless, infinitely wide bands.
(iii) The coupling between the modes of the open system and the reservoir is bilinear in
the fermionic fields and independent of the energy of the reservoir modes, but allowed
to be arbitrarily strong.

So far, fermionic duality has been applied to open systemswithweak bilinear energy-
independent coupling to a metal [17, 18, 46–48], but has been extended to energy-
dependent coupling in the presence of coherences [49] and combined with detailed
balance [49] in the weak-coupling limit. As signalled byP and †, fermionic duality turns
out to include the so-called PT-symmetry specific to Markovian Lindblad dynamics [50]
which it generalizes to strongly coupled non-Markovian systems. Indeed, duality as
formulated above was shown to remain valid [17, 43] and exploited [41, 42] for strong
bilinear but energy-independent coupling.

Let us now anticipate the main benefit resulting from the fermionic duality (3.10),
by comparing the open with the closed system dynamics: In a closed system, the
time evolution of a quantum state is governed by its Hamiltonian which is hermitian.
Expanding the time-dependent quantum state in the eigen basis of the Hamiltonian,
only the right eigenvectors have to be determined as the left eigenvectors are simply
related by the adjoint. The time-evolution kernel W of the open system, however, is non-
hermitian, W 6= W†. Therefore, a corresponding relation between the right eigenvectors
(modes) and left eigenvectors (amplitudes) of the kernel’s spectral decomposition in
terms of an adjoint does not hold. The main simplification of the solution procedure
that results from the fermionic duality relation (3.10) is the implication of cross-relations
between right and left vectors of the kernel’s decomposition, which reduces the number
that has to be determined by half. Also the eigenvalues are cross related: As written in
the form of (3.10), duality then implies that Γ is always the largest (parity) decay rate
γp of the dynamics in the limit of weak coupling, Γ ≡ γp. We will further introduce
the specific relations in Sec.4.1, when applying the duality to our system and limit of
interest.

1The fermion-parity superselection principle prohibits any physical quantum state to be in a coherent
superposition of a many-body state with an even and another state with an odd fermion number.
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3.2 | Superconductor-quantum dot hybrid devices
In the following, we introduce to the concept of Andreev reflection (AR), which is widely
used to describe the subgap physics in mesoscopic heterostructures with superconduc-
tors. It will be relevant as well for our later NDS-device. Afterwards, we discuss
superconductor-QD hybrid devices as interesting platforms in mesoscopic supercon-
ductivity, before we turn to our specific NDS-device.

3.2.1 | The concept of Andreev reflection (AR)

Figure 3.1. Possible transport processes at a normalmetal-superconductor (NS) interface
in dependence of energy E (vertical axis): An electron incident on the interface (black
arrow) can be transmitted into the superconductor as a quasi particle (black arrow) only
above the superconducting gap ∆ or it is back reflected as an electron into the normal
metal (black dashed arrow). If incident below the gap (green arrow), it is either normally
reflected (black dashed arrow) or Andreev reflected as a hole (green arrow), leaving in
the latter case a Cooper pair in the superconductor.

Fig. 3.1 shows schematically charge transport at a normalmetal-superconductor (NS)
interface. Above the superconducting gap ∆, quasi particles from the normal metal can
be either transmitted into the superconductor as quasi particles or reflected back into
the normal metal. Below the gap, quasi particles do not exist in the superconductor and
the corresponding transmission process as a single quasi particle has zero amplitude
accordingly. Instead, an electron with wave vector k and spin σ at energy E above the
Fermi level can be Andreev reflected from the interface as a hole with approximately the

33



Chapter 3. Superconductor quantum dot hybrid device 3.2. SD hybrids

same wave vector and opposite spin at energy E below the Fermi level, picking up an
Andreev phase χ . The hole is reflected back into the normal metal and a Cooper pair
(CP) of zero spin is transmitted into the s-wave superconductor. Energy and spin are
hence conserved. Alternatively, an electron from the normal metal can be reflected back
as a normal electron, transferring no charge to the superconductor at the Fermi level EF.

These processes and their amplitudes follow directly from the solution of the Bogoli-
ubov de-Gennes equation for the quasi particle amplitudes of an NS interface [51, 52].
For the case of a superconductor-normalmetal-superconductor (SNS) junction, Andreev
bound states (ABS) form in the normal metal when Andreev reflecting at the interfaces
with the superconductors. Their energies depend on the transmission through the junc-
tion and the phase difference φ between the superconductors. The ABS give rise to the
φ-dependent persistent supercurrent (Josephson current) through the coherent transfer
of CPs across the junction.

In our later normalmetal dot superconductor (NDS) devicewith one superconductor,
the superconducting phase φ does not play a role and AR takes place at a single NS
interface. Asweallow for strongCoulomb interactionon theQD, thedot-superconductor
(DS)-system can assume a doublet ground state when Coulomb repulsion dominates the
local pairing, which is induced on the QD by the proximity effect of the SC, as we shall
see. In the opposite limit of strong pairing, the GS is the lower-energetic of the two
singlet states that result from an effective modeling of the DS-system in the large-gap
limit [53, 54] in addition to the doublet state. These even-parity singlet eigenstates of the
DS-system are coherent superpositions of zero and two charges and hence contribute to
the transfer of CPs through the QD. This transfer can be understood in the AR-picture,
as we shall see [Sec. 4.2.3].

3.2.2 | Superconductor-quantum dot hybrids in mesoscopic supercon-
ductivity

After all, in this thesis, wewill consider a very special case of a superconductor quantum
dot hybrid device (NDS). From the theoretical approach (we will use fermionic duality)
it amounts to a generalization of an ND-device [17]. In view of interesting physics
and applications, the next step would be to consider SDS-devices. SDS-devices are
interesting both from the perspective of applications and of fundamental physics. They
combine the physics of the microscopic single level QD with the macroscopic phase of
the superconductor.
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Superconductivity. Originally, superconductivity is known as a macroscopic quan-
tum phenomenon which was justified by the microscopic BCS theory [55, 56]. Below the
superconducting transition temperature, electrons near the Fermi-energy form Cooper
pairs, pairs of two electrons with opposite spin and momentum, due to a phonon me-
diated attractive electron-electron interaction. They condense into a collective quantum
state containing a macroscopic number of electrons in even small samples (∼ µm3),
which is characterized by a macroscopic wave function with the macroscopic quantum
phase φ. (The collective motion of the electrons in the condensate leads to a dissipa-
tionless flow of charge.) Gradients in φ can drive the dissipationless supercurrents. The
pairing of electrons into a boson-like state results in a gap ∆ in the energy spectrum,
which is needed to excite a quasi particle from the ground state. Below the gap, only
Cooper pairs are responsible for transport.

Mesoscopic superconductivity. In mesoscopic superconductivity, one can even add /
remove single Cooper pairs to a superconducting electrode by choosing a sufficiently
small interface between the SC electrode and the gate, i.e. a high enough capacitance
(large charging energy) such that the electrode can be charged in discrete steps. The
superconducting electrode (island) still contains a macroscopic number of Cooper pairs
(in contrast to our QD later) and can be further tunnel coupled to a superconducting
reservoir, thus forming an SNS-junction. In the limit of small Josephson energy EJ � EC

of the junction, single energy levels can be isolated by the charging energy and a qubit
can be designed2. Differently from the conventional macroscopic Josephson effect, the
number of Cooper pairs rather than the phase difference across the junction is the good
quantum number in this limit. A most basic element for the design of such a qubit in
this limit is called Cooper pair box [58], and the corresponding electric circuits it can be
easily embedded to are cavity QED geometries [59].

Andreev spin qubit. These geometries are well suited for quantum computation tasks
because qubit interactions can bewell designed. However, the involved electric variables
charge and flux in general are still sensitive to noise, thereby decreasing the decoherence
times in these devices [57, 60, 61]. In contrast, qubit designs which are based on mi-
croscopic, well protected systems, easily allow for long decoherence times. An example
of such a system is a spin of a single electron confined in a semiconductor quantum
dot [62, 63]. In the recently developed platform of Andreev spin qubits (ASQ) [64, 65] ,
one aims in the end at combining the long decoherence time of spin-qubits in quantum

2Note that it is also possible to design qubits in the opposite limit EJ � EC leading to the more
sophisticated type of transmon qubit [57]
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dots with the possibility to design qubit interactions and the potential scalability of solid
state devices [65], by embedding the ASQ into cavity quantum electrodynamics (cQED)
geometries. The corresponding building block, the ASQ, is a superconductor quantum
dot3 hybrid device (S-QD-S) consisting of a semiconductor nanowire acting as a weak
link between two superconductors [64]. In the S-QD-S device, the supercurrent across
the junction depends on the single spin in the QD as a result of spin-orbit interaction
in the nanowire (QD). In the presence of spin-orbit interaction, the phase across the
junction polarizes the QD-spin, as it lifts the degeneracy of the two spin-doublet states.
Hence, mediated by the (macroscopic) supercurrent, the single spin of the QD can then
be coherently manipulated and read out by the surrounding cQED geometry, in a way
unavailable to electrostatically confined spin qubits [64].

Figure 3.2. A quantum dot attached to superconducting reservoirs (SDS-device)
schematically: Indicated are the single level QD with energy level ε, charging energy
EC = U/2 and tunnel coupling strength Γ to the two superconductors. Their BCS-
density of states is indicated in blue with the superconducting gap ∆. The states are here
filled (dark blue) up to the Fermi energy EF.

Superconductor quantum dot hybrid devices have also been of interest for studies of
fundamental physics, when quantum dot like properties (Coulomb blockade (CB) and
Kondo) are combined with macroscopic phenomena like the Josephson current. The
physics of S-QD-S devices in general depends strongly on their regimes of operation.

3We refer to the weak link as a QD in the sense that in the semiconducting nanowire, discrete levels can
be controlled and a single spin can be isolated.
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Regimes. We now give a basic overview on three regimes and the main phenomena
associated with them, also in view of understanding our later NDS device [66].These
are strong, weak and intermediate regimes, which are specified by the relation of three
energy scales: (i) the coupling strength Γ between the single level QD and the super-
conductors, (ii) the superconducting gap ∆ and (iii) the charging energy U needed to
overcome the Coulomb repulsion between the electrons when charging the dot (see Fig.
3.2). In the Anderson model of the single level QD to be presented in [Sec. 3.3], U will be
introduced as the strength of effective Coulomb repulsionU between the electrons on the
dot. By comparison of the Anderson model with the capacitance model [67], U = 2EC

can be identified with the charging energy EC = e2

2C needed to charge the dot with a
single electron, where C is the total capacitance between the dot and the leads/gates
attached. As the capacitance is small for nanoscale objects such as the QD, the charging
energy is accordingly large enough to play a role in these mesoscopic devices compared
to macroscopic objects.

Strong coupling. In the regime of strong coupling (Γ >> ∆, U), the charging energy
EC = U/2 is negligible and the Coulomb blockade absent. Consequently, the quan-
tum dot can be equally likely charged with 0, 1 or 2 electrons or holes as in the case of
non-interacting particles (see the concept of addition energies of Sec. 3.4). Given that
the extension of the QD is small compared to the coherence length ξ0 of the supercon-
ductors at phase difference φ, a supercurrent can hence flow between the leads from
resonant tunneling of Cooper pairs (2ε = 0) through the QD, when the single level ε is
on resonance with the Cooper pair condensate at chemical potential zero of the super-
conductors. These subgap processes are the main transport mechanism in the strong
coupling regime and can be understood in the Andreev reflection picture 3.2.1, which
will also be relevant for our NDS system.

Weak coupling. In the regime of weak coupling (Γ << ∆, U), Cooper pair tunneling is
suppressed as a pair of 2e cannot overcome the charging energy. Transport is dominated
by quasi particle tunneling instead: Single electrons can tunnel from occupied quasi
particle states below the gap of the source to empty states above the gap in the drain,
when a voltage is applied. The corresponding I−V-characteristics of the device reflects
the divergence of the density of states (DOS) at the superconducting gap edges and hence
differs from the I − V of single particle tunneling between two normal metal contacts,
showing a step-like behavior. In our later NDS-device, with the QD weakly coupled to
the normal metal, quasi particle tunneling will only be possible between the QD and a
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normal metal, whereas particle exchange between the QD and the SC will be restricted
to the subgap regime and hence due to AR.

Intermediate coupling. In the regime of intermediate coupling (Γ ∼ ∆ ∼ U), one can
study the competition between QD-like phenomena such as the CB and the quantum
coupling between the superconductors via theirmacroscopic phase difference: U is large
enough for the QD to assume well defined charge/spin-states via the CB and Γ large
enough to transfer CPs coherently in this regime: When the single level is off-resonance
with the Fermi-energy of the SCs, the CPs can be transferred between them via 4th order
cotunneling [60, 66]. Depending on the spin-state of the QD level (singlet or doublet),
the phase of the Josephson relation can then be shifted by 0 of π, and hence the direction
of the macroscopic current through the device can be reversed by removing (adding) a
single electron from (to) the QD [68, 69]. Note, that differently in the above mentioned
example of the ASQ [64], the dependence of the Josephson current on the QD doublet-
spin relies on spin-orbit interaction, which allows for a sophisticated control of the QD
spin, when the SDS device is embedded in a cQED geometry.

Theoretical approaches. SQDS-systems have been treated theoretically by various ap-
proaches. It is in general not possible to exactly account for all energy scales simultane-
ously. For example, the functional renormalization group (FRG) as a non-perturbative
method can account for finite superconducting gap delta, thus allowing for quasiparticle
transport, but only for small values of the Coulomb interaction [70]. A complementary
approach is the real-time diagrammatic transport theory first developed for the normal
conducting Anderson model [40] and then extended to quantum dots attached to both
NC and SC leads by [71]. In this approach, a systematic perturbation expansion in the
tunnel couplings is performed, and it allows to take into account theCoulomb interaction
on the quantumdot exactly. Here, non-equilibrium situations can be caused by arbitrary
bias voltages. In the real-time diagrammatic approach, the non-interacting fermionic
degrees of freedom of the leads are integrated out to obtain an effective description of
the reduced system in terms of the state of the quantum dot and the number of Cooper
pairs in the superconducting leads. The time-evolution of the reduced density matrix is
then described by a generalized master equation of type (3.4).

In follow-upworks to [71], aQDattached to two superconducting electrodes has been
considered in the limits of weak [72] and strong [73] coupling (infinite gap limit): Here,
the dynamics of the reduced dot state was studied after a quench and under periodic
driving of the system. In the recent work [74], a particle conserving approach to AC-DC
driven interacting quantum dots with superconducting leads was developed to study
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the combined action of a DC bias and a microwave drive on the transport characteristic
of an SDS junction.

Our transport problem of interest is a special case of the ones that have been pre-
viously treated based on the approach of [71]: We study a quantum dot with strong
Coulomb interaction, weakly tunnel coupled to a normal metal and proximized by a
superconductor in the large gap limit. We are interested in the transient dynamics after
a switch in the gate voltage. In the next subsection, we first introduce our model of
interest, and discuss the transport theory afterwards.

3.3 | Model for the NDS-system
A quantum dot (D’) attached to normal (M) and superconducting (S) leads can be
modeled by a total Hamiltonian of the general form

H = HM + HS + H′D + HT (3.11)

Hr = ∑
kσ

ωrk c†
rkσcrkσ −∑

k

(
∆r c†

rk↑c
†
r−k↓ + h.c.

)
, r = M, S (3.12)

HT = ∑
kσ

tr (d†
σcrkσ + h.c.) , (3.13)

H′D = εND + UN↑N↓ , ND = N↑ + N↓ , Nσ = d†
σdσ. (3.14)

Here, HM with ∆M = 0 denotes theHamiltonian of the non-interactingmetallic reservoir
kept at temperature T and electrochemical potential µ with crkσ, the fermionic annihila-
tion operators for electrons with momentum k, spin σ and energy ωk in the reservoir.
The superconducting reservoir Hamiltonian HS here includes the standard mean-field
BCS terms with a non-vanishing superconducting order parameter ∆S in addition to the
non-interacting terms.

The single level quantum dot is described by the Anderson model with level ε,
which can be controlled by a gate voltage, and effective repulsive Coulomb interaction
U between the dot electrons with number operators ND and Nσ. As already indicated in
Sec. 3.2.2, U = 2EC can then be identifiedwith the charging energy EC required to charge
the QD with a single electron. The tunnel Hamiltonian HT describes the tunneling of
single electrons between the reservoir and the dot with tunnel-amplitude tr and tunnel-
strength Γr = 2π|tr|2ρN, with ρN the density of states (DOS) of the reservoir in its normal
state.

Let us now further specify theNDS-system to be studied inChapters 3-5 of this thesis.
It consists of a QD attached to a normal metal and proximized by a superconductor in
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Figure 3.3. The system to be studied consists of a quantum dot (QD) with level ε and
Coulomb interaction U, weakly coupled to a normal metal (M) with coupling Γ and
proximized by a superconductor (S) in the large gap limit with superconducting pairing
strength α. The black dots indicate a Cooper pair in the condensate. By convention the
particle- and heat currents IN and IQ are directed into the normal metal.

the so-called large gap limit,4 in which the superconducting gap ∆ exceeds all other
energy scales of the problem. In this limit, a valid description of the combined QD-
superconductor system (D), later referred to as proximized QD, is given by [53, 54]

HD = H′D + HS , (3.15)

HS = − 1
2 αd†

↑d
†
↓ + h.c . (3.16)

Here, H′D is the Anderson model (3.14) for the single level QD and HS replaces the
BCS-Hamiltonian given in Eq. 3.12. In the large gap limit, ∆ >> ε, α, U, T, µ, the effect
of the superconductor on the QD can therefore be simply included by two pairing terms
of (real) pairing strength α.

In the large gap limit, single particle tunneling as described by (3.13) can only occur
between the QD and the normal metal. In this thesis, the coupling between the system
and the normal metal is considered to be weak, ΓM � T and furthermore energy-
independent. Thereby we neglect the details of the density of states of the metal ρN

(wide-band limit). Note that the dissipative tunnel coupling strength Γ appearing in the
duality relation (3.10) is the lump sum of tunnel strengths that arises when eliminating
spin in the tunnel amplitudes tr of Eq. (3.13), i.e. Γ = 2ΓM. From now on, wewill already
use the duality-adapted notation in terms of the parity decay rate, Γ ≡ γp [ 3.1.3]. We
further note that the superconductor is kept at reference potential µS = 0 throughout
the thesis.

4By proximizedwe mean superconducting correlations that are induced between electrons and holes on
the QD due to the presence of the superconductor.
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Diagonalization of the Hamiltonian The Hamiltonian of the reduced SQD system in
its diagonal form is given by

HD = H′D + HS = ∑
τ

Eτ |τ〉 〈τ|+ E1 ∑
σ

|σ〉 〈σ| , (3.17)

with the Andreev Bound States (ABS) |τ = ±〉 of the even parity charge sector with
eigen energies Eτ, as well as the single occupied spin states σ =↑, ↓ of the odd parity-
charge sector with eigen energy E1. As introduced in Sec. 3.1.3, the term parity refers to
the parity of the QD-charge. Note that the description of the latter two spin states can
be restricted to a single corresponding equally weighted mixture |1) = 1

2 ∑σ |σ〉 〈σ| in
Liouville space, as the Hamiltonian (3.17) does not couple to the spin degree of freedom.
In Eq. (3.17), the superconducting pairing introduces an Andreev-splitting δA ≥ |α| of
the discrete 0- and 2- electron levels [75], which differs from the detuning energy δ as
follows:

Eτ = 1
2

(
δ + τδA

)
,

δ = 2ε + U

δA =
√

δ2 + α2
. (3.18)

The corresponding ABS, which are hybridizations of 0-and 2-charge states, read 5
,
6

|τ〉 =
√

1
2

[
1− τ

δ

δA

]
|0〉 − τ

α

|α|

√
1
2

[
1 + τ

δ

δA

]
|2〉 . (3.19)

The single occupied states |σ〉 are unaffected by the pairing and have energy

E1 = ε = 1
2

(
δ−U

)
. (3.20)

Note that although the bias µ can be arbitrary relative to the induced pairing gap |α|
on the dot, the considered model only describes non-equilibrium physics for values of
µ within the superconductor gap which is taken to be infinite here. In this description,
quasi particles of the superconductor are energetically inaccessible. This implies that
coherent Cooper pair transfer (N = 0, 2 superpositions) within the SQD-system is not
internally damped and the only source of dissipation is the weak coupling to the metal
probe M. We furthermore focus on the regime considered in Ref. [15],

|α| � Γ, (3.21)

5Differently from Ref. [15],the ABS have to be modified by a sign α/|α| = sign(α) to be valid eigenstates
of the dual Hamiltonian with inverted energy scales (Sec. 4.1), and therefore of the whole real and extended
dual parameter space.

6For the case α = 0, the labeling of even parity charge eigenstates is not unique for δ = 0 and is therefore
replaced by δ→ 0+ at this point.
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where only the occupation probabilities ρτ of the Andreev states τ = ± together with
the odd-parity occupation ρ1 need to be considered, i.e. at all times the proximized dot
is in a mixture of energy states (see also Chap. 5).

3.4 | Kernel in the energy basis
Having introduced the eigen-states and energies of the reduced SQD-system in the
previous section, we will derive its time-evolution kernel in the eigen-energy basis in
this subsection. In the limit of weak coupling studied in this thesis, we will restrict
the expansion to leading order in the tunnel coupling Γ. Differently from Ref. [15],
where coherences in spin-space had to be considered, we will derive the kernel based on
Fermi’s Golden Rule without relying on perturbation theory. In view of expressing the
kernel andmore generally the transient solution to our problem (including the transport
observables) in a compact and basis-independent form later on, we start with defining
the Liouville space for the SQD-system, which we introduced already in Sec.3.1.2 for the
normal conducting NQD-system.

The full 16-dimensional Liouville-space of the SQD-system is spanned by the basis
|α, α′) ≡ |α〉 〈α′|, with α, α′ ∈ {+,−, ↑, ↓}, the energy eigenstates. By the fermion-
parity superselection principle [Sec. 3.1.3] the physical solution ρ of the time-evolution
is restricted to the subspace, which is spanned by off-diagonal elements with states
α, α′ from the same parity sector, thereby reducing its dimension to 8. Throughout
this thesis, we furthermore assume that elements off-diagonal in the energy basis can
be neglected in the description of the time-dependent SQD-state. The assumption is
based on the limit α >> Γ specified in Sec.(3.3) and the initialization procedure to be
introduced in Chapter 5, as we will argue then in more detail. Therefore, at all times, the
solution ρ can be restricted to the 4-dimensional diagonal subspace of the 16-dimensional
Liouville space, which after the elimination of the spin degree of freedom has dimension
3. This reduction of space leads to the following choice of basis in the three-dimensional
subspace,

|τ) ≡ |τ〉 〈τ| , τ = ±, |1) ≡ 1
2 ∑

σ

|σ〉 〈σ| , (3.22)

corresponding to the identity superoperator

I = ∑
τ

|τ)(τ|+ 2|1)(1|. (3.23)
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Note that (τ|τ) = 1 and (1|1) = 1
2 due to the elimination of spin. As a result, the state

ρ of the SQD-system reads

|ρ) = ∑
τ=±

ρτ|τ)+ ρ1|1) (3.24)

in terms of its occupation probabilities ρλ ≡ (λ|ρ)/(λ|λ), as we find via applying the
identity (3.23) to ρ.

To leading order in the tunnel coupling and restricting the dynamics to the diagonal
subspace, the time-evolution of |ρ) is now in its basis-independent form given by

d
dt
|ρ(t)) = W|ρ(t)), |ρ(0)) = |ρ0), (3.25)

with the rate superoperator defined as

W =−∑
τ

W1,τ|τ)(τ|+ ∑
τ

W1,τ|1)(τ|+ ∑
τ

2Wτ,1|τ)(1|−∑
τ

2Wτ,1|1)(1|. (3.26)

As a result, the time-evolution of the occupation probabilities ρi in the energy basis is
analogously to Eq. (3.25) given by

dρτ

dt
= Wτ,1ρ1 −W1,τρτ,

dρ1

dt
= ∑

τ

W1,τρτ −∑
τ

Wτ,1ρ1, (3.27)

without additional normalization factors in the matrix representation of W. In the
following, we will justify why the rate superoperator has the form of (3.26). In deriving
thematrix elementsWi,j of Eq. (3.27), wewill nowapply Fermi’sGoldenRule by properly
accounting for the electrostatic balance of the device.

To leading order in Γ, the time-evolution kernel W is determined by single particle
transfers between the metal and the SQD-system, thereby transitioning the SQD-state
from the odd- to the even-parity charge sector or vice versa, i.e. |σ〉 ↔ |±〉 , σ =↑, ↓. The
difference in the corresponding eigen-energies (3.18, 3.20) of the SQD,

Eγ,τ = γ
(

Eτ − E1

)
= 1

2

(
γτδA + γU

)
, (3.28)

equals the addition energy for the related state transition, γ = ± indicating that the
transition is directed from |σ〉 � |τ〉, respectively. According to Eq.(3.28), the eigen-
energies of the SQD are related to the addition energies for realizing a specific transition
in the same manner as for a QD attached to only a normal conducting reservoir by
comparison with the capacitance model [67].

For a quantumdotwithout a superconductor, however, the charge of the quantumdot
directly determines its energy eigen state, and therefore the associated charge transfers
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are trivially connected to the addition energies, required to induce the state transitions.
In contrast, for a hybridized quantumdot, the charge transfer cannot be easily concluded
from the state transfer, as in general the same state transition can be realized by both
types of charges (electrons or holes). Taking into account that all charge transfers have to
obey the electrostatic energy balances of the device, each state transition can be realized
by an electron (η = −) or a hole (η = +) transfer from the metal to the dot, once
the corresponding transition energy can be paid by the normal metal kept at chemical
potential µ. At zero temperature, the related energy threshold reads [52]:

− ηµ ≥ E f − Ei

⇔− ηµ− Eγ,τ ≥ 0 , (3.29)

with Ei, f the energies of the initial and final states of the transition. Table 3.1 gives

κκ′ threshold coupling
rate

real
tran-
sition

e
�
h

dual
tran-
sition
h
�

e

−+ µ−E−+ ≷ 0 Γ− +� 1 1� +

+− µ−E+− ≷ 0 Γ− 1� − −� 1

−− µ−E−− ≷ 0 Γ+ −� 1 1� −

++ µ−E++ ≷ 0 Γ+ 1� + +� 1

Table 3.1. Overview of all possible real and dual transitions between +,−, 1-states of
the hybridized quantum dot. They are constrained by corresponding energy thresholds
at zero temperature and have coupling rates Γ± (see Fig. 3.4). � corresponds to ≷ in
column 2 and refers to an e

h (
h
e )-transfer from themetal to the dot in the real (dual) system,

respectively.

an overview of all state transitions and associated particle transfers of the real system
in column 4, their corresponding energy thresholds listed in column 2. In Fig. 3.4, the
latter are indicated as black curves as functions of the gate parameter ε, together with
the other three parameters (α, U, µ) of the four-dimensional parameter space.

Having derived the energetic condition for any possible state transition γ at zero
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Figure 3.4. Addition energies Eκ,κ′ for adding a particle (e) or a hole (h) from the metal
to the quantum dot and coupling rates Γ± with ητ = ± (blue lines) between the metal
and the quantum dot in dependence of gate voltage ε. The Eκ,κ′ are given relative to
the chemical potential. U denotes the Coulomb interaction and α the superconducting
coupling strength.

temperature, the corresponding Fermi function

f−η(Eη̄γ,τ − µ) , (3.30)

with f−η(ω) = (e−ηω/T + 1)−1, gives the probability at temperature T that the state
transition γ is enabled by transfer of the corresponding particle η from the metal to the
SQD, under the condition that the SQD is initially in state i.

Given the conditional probability, what remains to be determined is the effec-
tive tunneling rate for the transition between all initial and final energy eigenstates
i, f ∈ {↑, ↓,+,−} from different parity sectors. According to Fermi’s Golden Rule, it
is given by the overlap of the final state f with the initial state i after annihilation or
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creation of a dot electron,

Γηγ,τ =
γp
2

∣∣ 〈 f | d̂(†) |i〉 ∣∣2
=

γp
2

[
1 + ηγ̄τ

δ

δA

][ 1
4 (3 + γ̄)

] γ=−1
=

γp
2

[
1 + ητ

δ

δA

]
≡ Γητ . (3.31)

Here, d̂(†) = ∑σ d̂σ
(†) denotes the annihilation or creation operator of a dot electron. In

the last term we fixed the direction of the state transition from initially even to finally
odd parity for clarity.

Finally, the time-evolution kernel of our problem is determined by the total proba-
bilities for the state transitions from the even parity sector τ to the odd parity sector 1
and vice versa, i.e. by the product of Eqs (3.31) and (3.30)7.

Wη
1,τ = Γητ f−η(Eη,τ − µ), Wη

τ,1 = 1
2 Γη̄τ f+η̄(Eη̄,τ − µ). (3.32)

The factor 1/2distinguishing the rates (3.32) is due to the eliminationof the spindegree of
freedom in the odd-parity sector 1, accounting for the two spin options of tunneling into
the odd sector, but only one option vice versa, when starting from a specific spin state.
Note that we explicitly account for the direction of the state transition in Eq. (3.32) and
therefore skip the index γ. Furthermore, we here explicitly keep the η-index, facilitating
the later analysis of the transport currents. However, the time evolution of the SQD-state
ρ(t) is insensitive to the type of particle transferred during a state transition. In the
diagonal subspace, it is given by the master equation (3.27), with the kernel rates

W1,τ = ∑
η

Wη
1,τ, Wτ,1 = ∑

η

Wη
τ,1, (3.33)

where the kernel rates are now specified. Note that the diagonal matrix elements
Wτ,τ = −W1,τ andW1,1 = −∑τ Wτ,1 in themaster equation (3.27) follow fromprobability
conservation.

We finally point out that a corresponding master equation can be derived for the
dual system as well (App. A). We will define the dual system in the subsequent Sec. 4.1
when introducing the fermionic duality for our real system of interest. From the real
and dual master equations, the stationary states of the real and dual systems can be
determined, which will be beneficial for analyzing transport observables, as we will
show in Chapter 5. Table 3.1 together Fig. 3.4 give an overview of all possible state

7Note that this derivation correctly contains the case α = 0 of an ND-system, for which the dynamics
is induced by single particle transfers to lowest order in γp and restricted to the diagonal subspace 0, 1, 2.
The criterion α � γp, referring to coherences, is hence lifted. However, the case α = 0 is discontinuously
connected to this regime of valid α. For further discussion, see Sec. 4.4.3
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transitions and associated particle transfers in the real and dual system for the whole
four-dimensional parameter space of the problem. Therefore, they provide a more
efficient and alternativeway of estimating the real anddual stationary states as compared
to scanning the four-dimensional parameter space and directly determining the states
from the correspondingmaster equations, as wewill explain inmore detail in Chapter 5.
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4

Fermionic duality applied to an
NDS-device

In the previous Chap. 3, fermionic duality was introduced as a "generalized hermiticity"
so far known for purely normal conducting systems. In the above cited prior works,
the duality facilitated the solution of the master-equation eigenvalue problem, as half
of its eigenvectors could be expressed in relation to the other half, which is assumed to
be known by some standard calculation. However, it was not systematically exploited
to find suitable variables and a suitable basis that would simplify finding the first half
of the solution, and, more importantly, to automatically bring it into a form that facili-
tates its analysis. In this chapter, we push this idea of fermionic duality as “generalized
hermicity” further: Sec. 4.2 serves to show that duality can be systematically exploited
from the starting point of expressing the time evolution kernel: One considers quanti-
ties that are invariant under the duality transformation, the so-called duality invariants
and finds a corresponding duality-adapted basis, the so-called polarization basis. We
will start with the standard procedure of applying fermionic duality to diagonalize the
rate-superoperator in the energy basis in Sec. 4.2.1. This is possible, since the derivation
of fermionic duality reported in Refs. [17, 49] comprises systems with Hamiltonians
describing large-gap superconductors. Fermionic duality in this case is a property of
the part of the dynamics induced by the normal reservoirs and can thus be immediately
applied. In the standard diagonalization procedure, we find already the Andreev polar-
ization vector to be further introduced in Sec. 4.2.2, a quantity of central importance for
our quantum dot device proximized with superconductivity.

Afterwards, we proceed with the evaluation of the transient charge current from the
metal to the SD-system in analogy to the priorwork [17] on the purely normal conducting
ND-system, where the transient current could be expressed in terms of differences of
stationary charge expectation values between the initial and the final state. This way
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of determining the transient charge current leads to different contributions, which will
motivate the previously mentioned duality invariant rates to be established in Sec. 4.2.4.
Once the corresponding duality adapted, so-called polarization basis has been found
in Sec. 4.2.5, the kernel can then be easily expressed in terms of these rates. Here, we
emphasize that without diagonalizing the transition-rate matrix W , duality allows the
exact time scales of the dynamics of the problem to simply be read off. Moreover, the
eigenvectors can be expressed compactly in terms of the decay rates and just a single
additional duality-invariant parameter.

Sec. 4.3 is devoted to physical constraints imposed by duality. We establish relations
between the relevant stationary observables, parity and polarization, and their duals
in Sec. 4.3.1. A "universal" stationary duality relation will be given in Sec. 4.3.2, which
connects stationary values of observables in the actual model with the ones in the corre-
sponding dual model. "Universal" here refers to the fact that this relation is independent
of the values of all physical parameters: temperature T, coupling Γ, voltage µ, but also
the –attractive or repulsive– interaction U.

Having established the relevant physical constraints, the state supervector and trans-
port current supercovectors will be derived in Sec. 4.4 in amost compact duality adapted
form, i.e. in terms of a minimum number of duality invariant rates and two stationary
observables of the real and dual system. Here, we emphasize that we do not only apply
the duality-based analysis to the transition rates that govern the evolution of the state
via the master equation, but also the transport rates that occur in the expression for the
currents.

In Sec. 4.4 we further discuss our SD-system in the limit of self-duality, either fulfilled
exactly as by a proximized dot without interaction or in the limit of high bias. Sec. 4.5
contains the conclusions and an outlook.

4.1 | Fermionic duality for the NDS-system
After the derivation of the time evolution kernel W, the time evolution of the state can
be obtained from the formal solution

|ρ(t)) = eWt|ρ0), (4.1)

after diagonalizing W and explicitly expressing |ρ(t)) in the left and right eigenvectors
of W. The diagonalization procedure can be considerably facilitated by applying the
fermionic duality previously introduced in Sec. 3.1.3, and derived by [17], here to the SD
system, which will be the subject of this section.
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Generic duality relation. First, we note that the present system belongs to the large
class of models, which was shown to obey a fermionic duality [Sec. 3.1.3], as it fulfills the
following criteria: The SD is bilinearly and energy-independently coupled to a metal,
which is treated as non-interacting. Furthermore, the superconductor-QD system, as
described by the effectiveHamiltonian HD (3.17) in the large-gap limit, does not commute
with the local dot charge ND, but with the fermion parity operator, [HD, p] = 0. Given
these criteria, the rate superoperator W of the master equation (3.27) obeys a fermionic
duality relation [17, 43, 76]:

W + 1
2 γp I = −

[
P
(
W + 1

2 γp I
)
P
]†. (4.2)

Relation (4.2) follows from relation (3.10) when taking the limit ω, iΓ → i0 in the fre-
quency arguments (Markovapproximation) andexpanding the full time evolutionkernel
W up to second order in HT (Born approximation)1. As written in Eq. (4.2), the duality
relation states that the shifted rate-superoperator is invariant under a duality mapping up
to a sign. Here, similarly to Sec. 3.1.3, the duality mapping is defined as a “generalized
hermitian adjoint” consisting of three parts: the ordinary hermitian adjoint †, the super-
operator P = p •, containing the fermion-parity operator p = (−1)N for the QD-charge
N, and the over-bar, which denotes an inversion of parameters to be specified in the
following for our system.

Parameter inversion. For the SD-model, the latter parameter transformation corre-
sponds to the inversion

X(ε, U, α, µ) = X(ε̄, Ū, ᾱ, µ̄) (4.3)

of energy scales for any function X with x̄ = −x for x = ε, U, α, µ, such that the duality
relation (4.2) is fulfilled. For the dual kernel W̄ introduced in Eq. (4.2), we define
W ≡ W̄ to avoid confusion with the parameter transformed real kernel matrix elements
W̄ij. By Eq. (4.3), the real SD-system with Hamiltonian HD is related to a fictitious dual
one at inverted energies with the Hamiltonian H̄D = −HD. The dual system obeys a
corresponding dual master equation ˙̄ρ = W ρ̄ with the dual kernelW , which we derive
in App. A in analogy to Sec. 3.4, to efficiently extract the dual stationary states for the
whole parameter space. As introduced in Sec. 3.1.3, temperature T and coupling Γ are
here left unaffected by the inversion (4.3) for the SD model as well, as the treatment of
these parameters is generic to the class of QD-Hamiltonians obeying a fermionic duality
relation.

1Taking the Born approximation yields the additional minus sign in Eq. 4.2 as compared to Eq. 3.10, as
W(H̄T) ∝ H̄2

T and H̄T = iHT . Γ is therefore left untouched by the parameter inversion (4.3).
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Parameter dependent bases. Differently from the normal-conducting case introduced
in Sec. 3.1.3, we have here to deal with bases that are parameter-dependent due to the
superconducting pairing α. These are the energy basis, the kernel eigen basis and the
so-called polarization basis used in this thesis to study the dynamics. Let us therefore
briefly introduce the parameter transformations for the energy basis and eigen energies
as building blocks for the related quantities used in the later sections. The Andreev
states transform according to |τ) → |− τ) under parameter inversion, as can be seen
from Eq. (3.19). This labeling has the advantage that τ = − labels the ground state for
all real α, i.e. for the real and dual system.2 The transformed eigen energies, addition
energies and the off- diagonal matrix elements of the dual kernel in the energy basis
read

Ēτ = −Eτ̄ , (4.4)

Ēγ,τ = −Eγ,τ̄ , (4.5)

Wη
1,τ = W̄η

1,τ̄ , Wη
τ,1 = 2W̄η

τ̄,1 , (4.6)

respectively. Based on the behavior of the Fermi Dirac function under inversion of the
energy (4.3), useful relations are implied between the real and dual kernel rates, Wi,j, W̄i,j,
which allow to eliminate kernel rates for one direction of the state transition in favor of
the opposite direction, see App. D.

Cross relations. From Eq. (4.2) we see that the rate superoperator W shifted by γp/2
is antisymmetric with respect to the three-fold duality mapping even though W itself is
not (anti-)hermitian W 6= ±W†. This relation implies that left and right eigenvectors of
W + 1

2 γp I – and thus of W– for in general different eigenvalues labeled by their operators
x, y are cross-related in pairs[

P |x)
]†

∝ (y|,
[
(x|P

]†
∝ |y). (4.7)

The corresponding eigenvalues λ obey

λx = −λ̄y , (4.8)

while the eigenvalues λ′ of the original unshifted kernel W obey

λ′x = −[γp + λ̄′y] . (4.9)

2Note that an alternative labeling |τ′〉 ≡ |τα/|α|〉 would be also possible, which leaves the states
invariant.
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Therefore, onlyonehalf of the eigenvectors of the (un)shiftedkernel has tobedetermined,
while the remaining half follows from cross-relations. We will profit from this fact in
the next Sec. 4.2, when diagonalizing the kernel and finding a suitable basis for its
representation.

4.2 | Optimal exploitation of fermionic duality
In this section, we will diagonalize the kernel to find the time-dependent solution (4.1)
of the SD-system by applying fermionic duality. In the first part of this section, Sub-
secs. 4.2.1- 4.2.3, the solution ρ including its representation in terms of the eigenvectors
of the kernel, as well as the charge current as a first transport observable, will be deter-
mined in the energy basis. We will discuss the so-called Andreev polarization, a central
observablewe find in the diagonalization procedure, in comparisonwith its analogue for
the normal conducting ND-system in Sec. 4.2.2. In Secs. 4.2.4- 4.2.5, we will diagonalize
the kernel starting from another duality adapted, so-called polarization basis, instead of
the energy basis used in the first part of this section. We will motivate the polarization
basis by a duality-adapted splitting of the total charge current found in Sec. 4.2.3. It will
considerably facilitate the later analysis of the transport observables.

4.2.1 | Diagonalization of the rate superoperator in the energy basis

Figure 4.1. Left and right eigenvectors and eigenvalues of the kernel W. Their cross-
relations are indicated by dashed arrows.

Fermionic duality allows to determine half of the eigenvectors of W by the other half
from the cross-relations given in Eq. (4.7). First, we note that the state |ρ) at any time
has to conserve probability, its trace being one, (1|ρ) = 1, corresponding to (1|W• = 0.
Therefore, the supercovector (1| ≡ (z′| is a left eigenvector (LEV) of W with eigenvalue
zero. The corresponding right eigenvector (REV) with eigenvalue zero is given by the
stationary state |z) of the SD-system. By the cross-relations (4.9) for the eigenvalues of
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W, the fastest decay rate (smallest eigenvalue) of the kernel is given by γp, as zero is
the slowest decay rate. The corresponding L- and REVS cross-related with (z′| and |z)
are, according to Eq. (4.7), given by |p) and (pz̄| ≡ (p′|, respectively. For an explicit
representation of these four vectors in the energy basis, see App. B.1

By the dimensionality three of the problem, as discussed in Sec. 3.4, there are two
remaining self-dual EVs, (c′|, |c)3, which can be found by the orthonormality (3.7) of the
kernel eigen basis introduced in Sec. 3.1.2: As the LEV has to fulfill (c′|p) = 0, it belongs
to the two-dimensional subspace of supercovectors orthogonal to |p). A most general
ansatz is therefore given by

(c′| = c1(A|+ c2(1| , (4.10)

(A| ≡ (+|− (−| , (4.11)

as A and 1 are mutually orthogonal, (A|1) = (1|A) = 0. The REV |c) follows from the
cross-relation (4.7) and the remaining constants c1, c2 are fixed by normalization, see the
App. B.1 for a more detailed derivation. As a result, we obtain,

(c′| = (A|− 〈A〉z(1|, |c) = 1
2

[
|A)− 〈A〉z̄|p)

]
. (4.12)

We evaluate the remaining eigenvalue−γc explicitly in the energy basis, using the kernel
representation (3.26) and the energy basis representations of A, p and z given inApp. B.1.
An overview of the L-and REVs, the corresponding eigenvalues and their cross-relations
is given in Fig. 4.1. In the overview of Fig. 4.1, we give already the representation of
the stationary state and its cross-related left eigenvector in the so-called polarization
(1, A, p)- basis, which we will carefully introduce in Sec. 4.2.5.

Finally, given the EVs of the kernel, the state evolution ρ(t) follows from Eq. (4.1),

|ρ(t)) = |z)+ e−γpt(pz̄|ρ0)|p)+ e−γct
[
〈A〉ρ0 − 〈A〉z

]
|c) , (4.13)

its transient decay being dictated by the parity decay rate γp ≡ γ, which is a mere
interface property also in the presence of the superconductor, and the charge decay rate
γc. The decay amplitudes specific to the choice of the initial state will be extensively
discussed in Chap. 5, when considering different preparation scenarios for the initial
state. Note that the components of the state evolution ρκ(t), κ = ±, 1 in the energy basis
can be extracted from Eq. (4.13), by replacing the REVs v with their corresponding com-
ponents vκ (3.8) given in the App. B.1. In general, it is useful to know these components,
as the energy basis is a natural choice to start with the derivation of the time-dependent
charge-and energy currents, which will be subject of Secs. 4.2.3 and 4.4.3.

3Similarly to Ref. [17], c refers to charge and refers to the fact that the corresponding amplitude describes
single particle decay in contrast to interaction energy decay as described by the p-amplitude, as we will be
discussed in Chap. 5.

54



Chapter 4. Fermionic duality applied to an NDS-device 4.2. Optimal exploitation of fermionic duality

4.2.2 | Andreev-polarization supervector
As can be seen from Eq. (4.13), the form of the state evolution, as dictated by fermionic
duality and by the dimensionality of the problem, is very similar to the one of the normal
conducting ND system studied in Ref. [17]. The parity decay rate γp is unaltered due to
the presence of the superconductor. Its amplitude is still given by the parity times the
stationary state of the dual system. The main difference with respect to the ND system
that is caused by the superconductor is the hybridization of 0-and 2− charge states in
the Andreev states. The hybridization explicitly enters the charge amplitude of (4.13)
through the so-called Andreev polarization A introduced in Eq. (4.11) by orthogonality
of the eigenbasis. Let us therefore explicitly compare the charge modes and amplitudes
of the SD as given in Fig. 4.1 with the corresponding ones of the ND [17], which are
given by

(c′| = (ND|− 〈ND〉z(1|, |c) = 1
2 (−1)ND

[
|ND)− 〈ND〉z̄|1)

]
. (4.14)

Here, we see that the relevant analogue of A in theND-system is the quantumdot charge
ND. The observables are related in the following way:

|A) = |+)− |−) = δA
δ
|Ndiag

D − 1) (4.15)

α→0
=

δ

|δ| |ND − 1) . (4.16)

In the limit of zero superconducting pairing α, the polarization A reduces to a difference
in even parity charges, its sign being determined by the detuning δ. This corresponds to
the fact that the ground state labeled by the |−)-state changes from 2 to 0 charges when
swapping the sign of the detuning from minus to plus. Eq. (4.16) gives the correspond-
ing expression in terms of the QD-charge ND. In the limit of nonzero pairing α, the
hybridization is visible in the prefactor δA

δ of Eq. (4.15). Furthermore, A is not directly
represented by the full dot charge ND anymore, but only by its projection onto the sub-
space diagonal in the Andreev states, i.e. neglecting coherences of type |+,−), |−,+).
However, by left-action of (A|• onto a state ρ diagonal in the subspace of ABS, A is again
correctly represented by the full dot-charge operator ND in Eq. (4.15). The connection
(4.15-4.16) between the central observables of the SD and the ND system will be used in
the 2d spectroscopy of Chap. 5, when gate switching procedures will be compared with
the one analyzed for the ND-system in Ref. [17].

Given the time evolution of ρ, the transient transport observables such as the charge
and heat currents into the metal, can be determined. The goal of the next Sec. 4.2.3 is
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to express the charge current, which can be directly derived from the kernel (3.32) in
the energy basis, in a duality-adapted compact way, i.e. via local observables evaluated
in the stationary state of the real (dual) system and a minimum number of transient
quantities. This will facilitate the analysis of the transient transport to be presented in
Chap. 5.

In deriving the charge current, we first proceed in analogy to Ref. [17], where the
mentioned local stationary observable was given by the dot charge ND of theND system.
For the SD system, this charge operator has to be extended by an additional term Ncp if
one wants to find a corresponding total charge operator N. The two contributions ND

and Ncp to the total charge lead to an artificial splitting of the total charge current with
corresponding current kernel rates, which are not only sensitive to the particle index η,
as one would expect, but also to the index τ of the state transition. Motivated by these
current kernel rates [Sec. 4.4.3], we will express the general kernel rates (3.32) in duality-
invariant rate variables [Sec. 4.2.4] andhenceperform thefirst task in exploiting fermionic
duality from the very beginning, at the stage of setting up the state evolution (3.27)- and
transport equations4.

Afterwards, we will introduce the 1, A, p-basis as an intermediate step to be taken
after having set up the transport equations in the energy basis and before obtaining the
kernel in its diagonalized form [Fig. 4.1]. In view of finding duality-adapted expressions
of the transport observables, these two steps are important: Starting instead from the
kernel eigenvectors in the energy basis representation [App. B.1] is not optimal, as it is
then not obvious how the expectation values of local observables should be extracted in
the expressions of the transient non-local observables [Table C.1].

By diagonalization of the kernel in the polarization basis [Sec. 4.2.5] and by further
inspection of the duality-invariant rate variables, wewill find useful constraints imposed
on the transport problem in the remaining part of this chapter, further facilitating the
analysis.

4.2.3 | Charge currents in energy basis

In the energy basis, the total average charge current5 IN directed into the metal can be
determined from Eq. (3.32) by accounting for the type of particle η transferred during a

4Note that these invariant rate variables are motivated by the general charge current expressions (4.31)-
(4.32) and hence prior to having solved the transient evolution of the state (4.13).

5Throughout the thesis, the charge current is given in units of −e.
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state transition from 1� τ,

IN = ∑
ητ

η
[
Wη

1,τρ+ + Wη
τ,1ρ1

]
. (4.17)

The corresponding left supercovector (3.9)is given by

(IN| = ∑
ητ

η
[
Wη

1,τ(τ|+ 2Wη
τ,1(1|

]
, CN

κ ≡ (IN|κ) , κ = ±, 1 , (4.18)

with CN
κ its components in the energy representation. Inserting the components ρκ of

the state evolution (4.13) into Eq. (4.17), we obtain the following duality-adapted form,

IN = e−γct
[
〈A〉ρ0 − 〈A〉z

]
∑

κ=±,1
CN

κ cκ + ∑
κ=±,1

CN
κ zτ , (4.19)

the first term describing the transient part. In the following, we want to understand
how this expression compares to the corresponding duality-adapted expression found
in Ref. [17] for the ND-system. There, the charge current into themetalM could be easily
expressed in terms of the dot-charge operator ND via IN = dNM

dt = −(ND|Wρ), with ρ

the reduced density matrix of the QD. Using the representation (4.14) of |c) in terms of
ND, the ansatz directly led to the duality-adapted expression of IN,

IN = −γc(ND|c)(c′|ρ0) (4.20)

= −γc

[
〈ND〉ρ0 − 〈ND〉z

]
e−γct . (4.21)

As suggested by comparison of the transient part of the SD-charge current (4.19) with the
(transient) charge current of the normal conducting ND-system (4.21), using Eq. (4.15)
for the polarization, it is natural to ask, whether the transient charge current of the SD-
system is exclusively due to the change in the dot-charge (ND|Wρ). Let us anticipate
the result: As we will verify, this is not the case and the total transient charge current has
an additional contribution coming from the cooper pair condensate in the BCS ground
state of the superconductor. To this end, we extend the dot-charge operator ND by an
additional contribution 2Ncp to represent the total charge of the SD-system

N = ND + 2Ncp . (4.22)

The total charge current is then correctly reproduced by the extended charge operator
according to

IN =
d
dt
〈NM〉 = −(N|W+Sρ+S) , (4.23)
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where the kernel and the state are extended by an additional labeling to account for
the condensate, as we will specify below. This derivation provides an alternative way
of determining the total transient charge current contribution from a corresponding
operator, instead of evaluating just the dot charge contribution and identifying the
remaining cooper pair contribution by subtraction of the former from the total charge
current given in (4.17). This way, we will get a better understanding of the connection
between the transient behavior of the dot charge and the total charge of the SD-system.
In the following, we will give the derivation.

As (N| in Eq. (4.23) counts the total number of charges in the SD, it is no longer
sufficient to keep track of the QD-charges in the reduced density matrix of the SD-
system and its time derivative. Instead, we extend the labeling from Wρ to W+Sρ+S, by
explicitly accounting for the changes in the number of Cooper pairs in the SD associated
with a specific process. We start with extending the eigenstates of the effective DS-
Hamiltonian6,

|±, n〉 = 1√
γp

(
√

Γ∓ |0, n + 1〉 ∓
√

Γ± |2, n〉) (4.24)

|σ, n〉 , (4.25)

where n denotes the number of Cooper pairs in the superconductor. Here, we assume
that the total number of charges N is conserved in the SD, when it is in one of the states
(4.24,4.25) and decoupled from themetal. We further allow a general reduced state of the
SD to be in a mixture of |τ), τ = ±, 1-states, where the probability pτ(t) of being in state
|τ) is no longer associated with a conserved number of Cooper pairs, but distributed
over an arbitrary number n in time instead:

ρ+S(t) = ∑
n,τ∈±,1

pτ,n(t)|τ, n) (4.26)

pτ(t) = ∑
n

pτ,n(t). (4.27)

The ansatz (4.24-4.25) corresponds to an extension of the effective SD-Hamiltonian (3.17)
by an additional projector, and therefore to reintroducing an explicit labeling of the
Cooper pairs (App. C). Note that for a fully quantum mechanical treatment, the com-
patibility of the ansatz 4.26 with a correct treatment of the BCS-ground state of the
superconductor in the should be checked. In this thesis, however, we directly continue
with a labeling of the Cooper pair number in the master equation (3.27), using the
ansatz (4.24-4.25), as the main purpose of this section is to newly derive and additionally

6Here, we use the short notation Γτ ≡ Γ++,τ for the effective tunnel coupling rates introduced in
Eq. (3.31).
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reproduce known contributions to the (transient) charge current in the semiclassical ap-
proximation of Eq. (3.27). By the extended labeling, however, the involved processes in
the charge transfer between the metal and the SD and their interpolation to the normal
conducting case studied in Ref.[17] become more obvious, as we will see.

In a next step, we therefore explicitly account for theCooper pair number in Eq. (3.27),
which describes the time evolution of the state (4.26). By the n-labeling (4.24) of the
eigenstates, it is obvious that Cooper pairs are exchanged between the metal and the
SD by a "ladder" of two subsequent electron or hole transfers, though the processes
described in the modified master equation are only due to single particle transfers.
Keeping explicitly track of n, the equation reads

dρ+S

dt
= W+Sρ+S

= ∑
n,τ∈±

[We
τ1 p1,n + Wh

τ1 p1,n+1 − (Wh
1τ + We

1τ)pτ,n]|τ, n)

+ ∑
n,τ∈±

[Wh
1τ pτ,n + We,+1

1τ pτ,n−1 − (We
τ1 + Wh

τ1)p1,n]|1, n).

(4.28)

In view of expressing the total charge current via (4.23), we express N = ∑σ d†
σdσ + 2Ncp

in the |τ, n)-basis according to

|N) = ∑
n,τ∈±

[(2n + 2)|n, τ)+
(2n + 1)
(n, 1|n, 1)

|n, 1)], (4.29)

with a factor (n, 1|n, 1) = 1
2 due to normalization. From Eq. (4.29), the total charge

current (4.17) can indeed be reproduced (see App. C). Furthermore, we can identify two
contributions to IN. One is due to the change in the charges of the QD and the other one
due to the corresponding change in the Cooper pair condensate:

IN = IND + INcp = −(ND ⊗ 1S|W+Sρ+S)− (2Ncp ⊗ 1D|W+Sρ+S) . (4.30)

The first term is equivalent to −(ND|Wρ) and can be directly derived without keeping
track of the cooper pairs, but is correctly reproduced from tracing out the Cooper pairs,
(see App. C). It is given by

IND = − ∑
n,τ∈±

(−τ
δ

δA
)
[

pτ[Wh
1τ + We

1τ]− p1[We
τ1 + Wh

τ1]
]
. (4.31)

The second term INcp reads

INcp = − ∑
τ∈±

2
γp

(pτ[ΓτWe
1τ − Γτ̄Wh

1τ] + p1[Γτ̄We
τ,1 − ΓτWh

τ1]). (4.32)
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The rate-prefactors ∝ δ
δA

, Γκ
γp

in Eqs. (4.31) and (4.32) are due to the differences in the
average dot charge and cooper pair-number, respectively, between the initial and final
state of the transition (see App. C).

We point out that we determine the current at both interfaces of the QD. In the sta-
tionary limit with nonzero pairing α, IN at the normal metal and INcp have to be identical
because of charge conservation. The transient behavior, however, is different: charge can
accumulate on the QD and d

dt 〈ND〉 = −IND = −IND = −(IN − INcp) = 0. In the limit of
α = 0, we recover the situation of Ref. [17], where the transient current into the metal
equals the current out of the dot at every time. The fast switch initialization to be intro-
duced in Chap. 5 interpolates between these two cases as α is varied. In other words, the
current into the metal equals the superconductor current plus a displacement current
IN = INcp − d

dt 〈ND〉. Extracting the components CNcp
κ of the INcp-current contribution

(4.32) in the energy basis, the transient and stationary CP-charge contributions can be
determined from Eq. (4.19), inserting the components cκ of the charge-supervector and
zκ of the stationary state in the energy basis.
As a result, we verify indeed that there is a non-vanishing transient contribution of INcp

despite the proportionality of the polarization difference in Eq. (4.19) to the correspond-
ing difference of the dot charge. The stationary contribution of IND is indeed zero due to
charge conservation.

Furthermore we note that differently from the current kernel rates of the total charge
current, which are anti-symmetric in the particle index η, some rates appearing in
the expressions (4.31) and (4.32) of IND and INcp are anti-symmetric in the sign of the
Andreev state τ involved in the transition. Motivated by this fact, we will find duality-
invariant kernel rate combinations in the next subsection, which are (anti-)symmetric in
τ, η, or both. Starting from these current kernel expressions and further choosing the
duality-adapted polarization basis in Subsec. 4.2.5, the (shifted) kernel W(+

γp
2 I) can be

diagonalized in a most efficient way and the expressions for the (transient) currents in
terms of stationary observables (table C.1) will be easily accessible.

4.2.4 | Duality-invariant rate variables
Motivated by the different sign combinations, which appear in the different constituents
of the total charge decay introduced in the previous section (see Eqs.(4.31-4.32)), we
consider η-and τ-resolved kernel rates as the elementary building blocks of the transient
transport problem. Hence, we decompose all kernel rates into contributions, which are
(anti-) symmetric with respect to inversion of the energy state (τ) or electron-transfer
direction (η) or both. We start with decomposing the effective tunnel coupling rate
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(3.31),

Γητ = 1
2

(
γp + ητγ′p

)
, γp ≡ Γ, γ′p ≡ γp

δ

δA
. (4.33)

Here γp is the simple lump sum rate of Eq. (3.31) featuring in the duality relation (4.2)
and γ′p adds a dependence on the detuning relative to the pairing. Explicitly accounting
for Γητ, the kernel rates Wη

1,τ can be similarly decomposed by the following ansatz

Wη
1,τ = 1

2 Γητ +
1
2

[
γC + ηγ′c + τγs + ητγ′S

]
, (4.34a)

2Wη
τ,1 = 1

2 Γη̄τ − 1
2

[
γC − ηγ′c + τγs − ητγ′S

]
, (4.34b)

with the corresponding relation (4.34b) for the opposite direction of the state transition
following from Eq. (D.2) in the App. D. By the relations (D.1) between the real and
dual kernel rates, it is obvious that indeed these new variables are (±) invariant under
the scalar duality mapping of physical parameters: Inserting the ansatz into the first of
Eqs. (D.1) and summing over η, τ = ± as either ∑ητ or ∑ητ η or ∑ητ τ or ∑ητ ητ, we
obtain

γp = +γ̄p, γC = −γ̄C, γs = +γ̄s, (4.35a)

γ′p = −γ̄′p, γ′c = −γ̄′c, γ′S = +γ̄′S. (4.35b)

Therefore, these are the appropriate variables in which we should express the shifted
rate superoperatorW +(γp/2)I from the very beginning to optimally exploit the duality
relation (4.2). In terms of the kernel rates, their explicit form is given by

γp ≡ 1
2 ∑

ητ

(
Wη

1,τ + 2W η̄
τ,1

)
, γC ≡ 1

2 ∑
ητ

Wη
1,τ −

γp

2
, γs ≡ 1

2 ∑
ητ

τWη
1,τ, (4.36a)

γ′p ≡ 1
2 ∑

ητ

ητ
(

Wη
1,τ + 2W η̄

τ,1

)
, γ′c ≡ 1

2 ∑
ητ

ηWη
1,τ, γ′S ≡ 1

2 ∑
ητ

ητWη
1,τ −

γ′p
2

.

(4.36b)

The prime notation is physically motivated: Unprimed (= η-symmetric) invariants
determine the state evolution (insensitive to electron transfer direction), whereas the
primed (= η-antisymmetric) invariants enter only into transport quantities (sensitive
to electron-transfer direction. The motivation of subscripts p (parity), C (charge) and
S (isospin polarization) will become clear later in the expressions for the transport
observables.

In summary, we decomposed the kernel rates Wη
1,τ into its η, τ-(anti)-symmetric parts

γ (Eq. 4.34a) as motivated by the different current contributions introduced in the pre-
vious subsection. As indicated by the relations (D.1) and (D.2) between the real and
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dual kernel rates, it was then clear that the whole parameter dependence of the real sys-
tem, as described by Wη

1,τ and Wη
τ,1 (see Eqs. (4.34a),(4.34b)) and that of the dual system

(W̄η
1,τ = 2W η̄

τ̄,1) as well (see Eq. (D.1)), is determined by these γ-rates (4.35). Therefore,
the most non-trivial parameter dependence of the total time-dependent problem is con-
tained in the four duality invariants γC, γ′c, γs, γ′S. We emphasize that in the standard
brute force linear algebra approach of diagonalizing the kernel in the energy basis, sim-
plifications are merely based on the mutual linear dependence of the kernel rates, such
as the probability conservation of the kernel. Here, in the duality based approach, we
additionally exploited the functional parameter dependence of the kernel rates to find
that minimal set of non-trivially parameter-dependent rates.

4.2.5 | Duality-adapted polarization basis
Given the invariants, we now aim at finding a corresponding cross-related basis from the
beginning, before actually having solved the diagonalization problem [Fig. 4.1]. In this
basis, the (shifted-) kernel is fully representedby these invariants [Eq. (4.36)]. Self-duality
of the invariants then ensures that the corresponding cross-related terms of the kernel
(as required by the duality relation (4.2)) are represented by one and the same rate, which
enables a most compact representation. For the same reason, it is then advantageous
that the corresponding cross-related basis has self-dual pairs of basis-elements as well,
as we will explain in the following.

Starting from the duality relation (4.2) for the shifted kernel V := W +
γp
2 I , we

consider its implications on the matrix elements of any complete spectral decomposition
i, j of V:

V = −[PVP ]†

= −∑
i,j
[P |ī)V̄i,j( j̄|P ]†

= −∑
i,j

V̄∗i,j|pj̄)(pī| = ∑
i,j

Vi,j|i)(j| . (4.37)

Eq. (4.37) implies that the matrix elements Vi,j of (i, j) and Vpj̄,pī of (pj̄, pī) are related as
Vpj̄,pī = −V̄∗i,j, given that the corresponding elements of the chosen spectral composition

B are duality cross-related, i.e. P |i)†
, (j|P† ∈ B for any |i), (j| ∈ B. For self-dual

elements of the decomposition |i)(j| ∗= |pj̄)(pī|, the corresponding matrix elements are
even duality-invariant up to a sign, i.e Vi,j = −V̄∗i,j.

Now, it becomes evident that differently from the energy basis, the (1, A, p)-basis is
a suitable choice in terms of obtaining invariant rates. First, let us note that the (1|-
vector is a natural choice because any physical density matrix has to obey probability
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normalization, the second basis vector |p) following as its cross-related vector. Finally
the third basis vector |A) is orthogonal to p and 1 and self-dual, P |A)

†
= −(A|. We

note that the (1, A, p)-basis has in total three self-dual (∗) elements,

|1)(p|, |p)(1|, |A)(A| . (4.38)

The corresponding duality-invariant matrix elements read

0, −γC

2
, −γC

2
, (4.39)

as we find by inserting

|τ) = 1
4

[
|1)+ |p)

]
+ τ 1

2 |A), τ = ±, |1) = 1
4

[
|1)− |p)

]
(4.40)

into the energy representation (3.26) of W. The complete decomposition of the shifted
kernel is now given by the lower triangular form

W + 1
2 γp I =

1
2 γp

1
4

[
|1)(1|− |p)(p|

]
− γC

1
2

[
|p)(1|+ |A)(A|

]
− γs

1
2

[
|p)(A|+ |A)(1|

]
. (4.41)

We conclude that the matrix elements are indeed determined by the τ-(anti)symmetric
rates γs, γC, γp previously introduced in (4.36a), (4.36b) and motivated by the splitting
of IN into partial currents (4.30). Thus, we have reduced the four independent off-
diagonal elements of the shifted kernel in the energy basis representation to just three
independent rates in the polarization basis with the non-trivial parameter dependence
being contained in γs, γC.

The lower triangular form (4.41) of the shifted kernel facilitates its diagonalization

W + 1
2 γp I = 1

2 γp|z)(z′|− γC|c)(c′|− 1
2 γp|p)(p′| (4.42)

as compared to Sec. 4.2.1, where we started from the energy basis, in the following
ways: All eigenvalues, especially γC, can be read off from the diagonal of Eq. (4.41).
Furthermore, the shifted kernel in its diagonal form is easily obtained from the triangular
form by forward (backward) recursion. Like this, the kernel modes and amplitudes are
represented in the (1, A, p)-basis and in the duality-invariant rates γ, which will be
of central importance in view of further determining the transport observables. Their
explicit forms in γ are given in App. B.2, while their representation by local observables,
A and p, evaluated in the stationary states in the real and dual systems is already given
in Fig. 4.1. Here, we emphasize that the expressions

|z) = 1
4 |1)+ 〈A〉z 1

2 |A)+ 〈p〉z 1
4 |p) , (4.43a)

(p′| = 1
4(p|+ 〈A〉z̄ 1

2(A|+ 〈p〉z̄ 1
4(1| (4.43b)
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follow immediately from the completeness relation (B.13) for the (1, A, p)-basis.
Thus, we managed to express all left and right eigenvectors of the (shifted) kernel in

terms of expectation values of two physical observables, parity and polarization. The
explicit representation of these stationary observables in terms of the rate variables γ is
given in App. B.2 as well.

So far, we have exploited the duality invariance relation (4.2) for the shifted kernel to
solve the eigenvector problem. We now shift back to the original kernel of interest,

W = γp
1
4

[
|p)(1|− |p)(p|

]
− γc

1
2

[
|p)(1|+ |A)(A|

]
− γs

1
2

[
|p)(A|+ |A)(1|

]
(4.44)

= − γc|c)(c′|− γp|p)(p′|. (4.45)

Here, we furthermore introduce the variables

γc ≡ γC + 1
2 γp = 1

2 ∑
ητ

Wη
1,τ, γ′s ≡ γ′S +

1
2 γ′p = 1

2 ∑
ητ

ητWη
1,τ, (4.46)

which obey a shifted duality invariance

γc = γp − γ̄c, γ′s = γ̄′s − γ̄′p, (4.47)

though they are not strictly invariant under duality. Like this, we obtain the set of
variables γc, γ′c, γs, γ′s, which have the nice feature that they are linear combinations of
transport rates (anti)symmetrizedwith respect to η and/or τ, compare (4.46) with (4.36).

4.3 | Physical constraints imposed by fermionic dual-
ity

As we have now expressed the time evolution kernel in the polarization basis, both
explicitly in terms of the duality-invariant rates (B.15) and in terms of real and dual
stationary observables (Fig. 4.1,Eq. 4.43), we will now discuss physical constraints as
imposed by the fermionic duality in these representations. They will turn out to fur-
ther simplify the state and transport evolution to be discussed in Sec. 4.4. In the next
Subsec. 4.3.1, we will start with physical constraints imposed on the duality invariants
and the stationary state. Afterwards, further constraints imposed on the real and dual
stationary observables will be pointed out in terms of a "universal" stationary duality
relation.

64



Chapter 4. Fermionic duality applied to an NDS-device 4.3. Physical constraints by FD

4.3.1 | Physical constraints on duality invariants and stationary state
Duality invariants. First, wenote that thedecay rates of the time-dependent state (4.13),
the (shifted) duality invariants γc and γp, are clearly non-negative, as they are propor-
tional to the sums (4.36a) of non-negative transition rates of the master equation. How-
ever, their individual non-negativity imposes stronger physical constraints involving
the invariant γs, which can be negative like γ′c and γ′s. These variables are not rates
but “rate asymmetries” Eq. (4.36b) which account for various differences of the transport
rates [electron/hole (η) and state asymmetry (τ)]. The non-negativity of W1,τ and Wτ,1

[Eq. (3.32)] imposes a bound on the negativity of γs:

γp ≥ 0, γc, γp − γc ≥ |γs|. (4.48)

Thus the decay rate γc should not only be non-negative but even larger than the mag-
nitude of the rate-asymmetry γs. Likewise, the decay rate γp should not only exceed
the decay rate γc, but it must do so by more than the magnitude of γs. The latter two
conditions are equivalent to one, duality-invariant condition on γC = γc − γp/2:

|γC| = |γc − 1
2 γp| ≤

∣∣ |γs| − 1
2 γp

∣∣, (4.49)

expressing that the sum of transition rates 2γc = ∑τ W1,τ is always closer to γp than
their difference 2γs = ∑τ τW1,τ. Interestingly, whether γc dominates γp/2 or vice versa
is determined by the sign of γC which can be either + or − [see Eq. (4.59) below].

Stationary state. By these constraints, we can explicitly verify in the polarization basis
that the stationary supervector (4.43a) is a valid physical state for all parameter values of
the model: Splitted into two operators with parity+1 and−1, the stationary state reads

|z) =
{

1
2

[
1 + 〈p〉z

] 1
4

[
|1)+ |p)

]
+ 1

2 〈A〉z|A)
}
+ 1

2

[
1− 〈p〉z

] 1
4

[
|1)− |p)

]
. (4.50)

The expectation values (B.19) and the conditions (4.48) then imply

0 ≤ 1
2 [1− 〈p〉z] ≤ 1, 0 ≤ 1

2 [1 + 〈p〉z] ≤ 1, |〈A〉z| ≤ 1
2 [1 + 〈p〉z]. (4.51)

Hence, the first two conditions ensure that the probabilities 1
2 [1± 〈p〉z] of being in the

parity ±1 sector lie in the range [0,1]. The third condition ensures that conditional on
being in the parity +1 sector, the difference of the individual occupations of its states
|τ) cannot become too large: For a valid physical state in the parity +1 sector, the
length of the (1-dimensional) Bloch vector 〈A〉z should not exceed the radius of the
(1-dimensional) Bloch sphere, which equals the total probability 1

2 [1 + 〈p〉z] of being in
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that sector. Applying the duality mapping, we find that the dual quantities of the dual
state also obey the corresponding constraints:

0 ≤ 1
2 [1− 〈p〉z̄] ≤ 1, 0 ≤ 1

2 [1 + 〈p〉z̄] ≤ 1, |〈A〉z̄| ≤ 1
2 [1 + 〈p〉z̄]. (4.52)

Thus, the dual and actual stationary vector are simultaneously legitimate states.

4.3.2 | "Universal" stationary duality relation between expectation val-
ues
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Figure 4.2. (a) Stationary polarization 〈A〉z̄ and (b) parity 〈p〉z̄ of the dual system as
function of the stationary parity 〈p〉z for various polarizations 〈A〉z of the actual system
[Eq. (4.54a)]. (c) Non-linear rescaling factor F as function of 〈A〉z and 〈p〉z [Eq. (4.54b)].
The self-duality condition F(〈A〉z, 〈p〉z) = 1 (green 3D curve) holds along the curve
〈p〉z = 〈A〉2z (dashed green 2D curve) in the base plane, which includes the pure states
|±) (blue/red points) and the maximally mixed state (black point). The latter is the only
state for which |z̄) = |z). Corresponding values are shown in (a) and (b).

So far, Eqs. (4.51)- (4.52) point out constraints, which separately apply to stationary
observables of the real and the dual system. In this subsection, we go one step further
and point out relations connecting the stationary observables of these two systems.

We start from the bi-orthogonality of the kernel-eigenvectors, which is already guar-
anteedby themere formof their representation in thepolarizationbasis (Fig. 4.1,Eq. 4.43).
Only the bi-orthogonality of (p′| and |z) implies a non-trivial relation between pairs of
stationary expectation values of the physical system and of the dual system,

(p′|z) = 1
4

[
〈p〉z̄ + 〈p〉z

]
+ 1

2 〈A〉z〈A〉z̄ = 0. (4.53)
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This is verified to hold by inserting Eqs. (B.19), but in earlier related work [17], it was
overlooked that such an additional constraint can be expected, as the four quantities
depend on only three invariants γp, γC and γs.

"Universal" stationary duality. In App. B.2 we derive the result (B.19) that expresses
the stationary observables for the system and the dual system in the same set of (shifted-
)duality invariants. Going further than (4.53), the dual polarization and parity can
therefore be entirely expressed in terms of the corresponding real observables:

〈Ā〉z̄ = −〈A〉z̄ = F
(
〈A〉z, 〈p〉z

)
· 〈A〉z, 1

2

[
1 + 〈p〉z̄

]
= F

(
〈A〉z, 〈p〉z

)
· 1

2

[
1 + 〈p〉z

]
(4.54a)

This stationary duality relation thereby explicitly expresses |z̄) in terms of |z) [Eq. 4.43a]
by a rational function

F
(
〈A〉z, 〈p〉z

)
≡

1
2

[
1− 〈p〉z

]
1
2

[
1 + 〈p〉z

]
− 〈A〉2z

, (4.54b)

which is universal in the following sense: Given only polarization and parity expectation
values of the actual system with physical parameters (ε, U, α, µ, T, Γ), it allows to com-
pute these values for the system with dual physical parameters (−ε,−U,−α,−µ, T, Γ),
without requiring any reference to these parameters. We plot in Fig. 4.2(a-b) the (com-
ponents of the) dual stationary state as a non-linear function of the (components of the)
stationary state of the actual system. In Fig. 4.2(c) we plot the scaling factor (4.54b) which
takes non-negative values on the domain (4.51) of physically allowed values, since there
1
2 [1 + 〈p〉z] ≥ |〈A〉z| ≥ 〈A〉2z . F can be arbitrarily large (even diverging at 〈p〉z = −1
and 〈A〉z = 0), while always producing legitimate values 〈p〉z̄, 〈A〉z̄ ∈ [−1, 1]. This is
possible due to the non-linearity of the duality relation (4.54), i.e., the dependence of F
on 〈A〉z and 〈p〉z.

Detailed balance. We point out that the stationary duality (4.54) can be alternatively
derived based on detailed balance and fermionic duality for our master equation [49],
rather than starting from the representation of parity and polarization in the same set of
(shifted-) duality invariant rate variables (B.19).

Detailed balance presupposes that the system assumes a unique stationary state
with strictly positive probabilities Pi > 0 and furthermore that Kolmogorov’s criterion
is fulfilled. The first criterion corresponds to a positively recurrent system, i.e. all pairs
of states i, j are connected by a sequence of transitions i1 → i2 with strictly positive
couplings Wi2,i1 > 0. This criterion holds as the temperature is nonzero in our limit and
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the tunneling rates Γ± > 0. The second criterion states that for any sequence of states
on a closed loop in a graphical representation, the product of transition rates should be
equal in both directions and is also fulfilled in our system. Hence, our system obeys the
detailed balance relation Pi/Pj = Wij/Wji for the stationary probabilities.

Based on the above two criteria, it is then obvious that the dual system fulfills detailed
balance as well and a stationary duality relation can be derived between the stationary
probabilities Pi of the real and P̄i of the dual system[49],

P̄i =
P−1

i

∑k P−1
k

. (4.55)

Here, the sum includes all energy states separately counting degenerate states. We give
the alternative derivation of our stationary duality (4.54) based on an adapted form
of Eq. (4.55) in App. E. The result (4.54) nicely connects to our earlier result that the
stationary state for the actual system |z) and the dual system |z̄) are simultaneously
legitimate states: conditions (4.51) and (4.52) are equivalent since the factor F drops out
in |〈A〉z|/[ 1

2 [1 + 〈p〉z]] = |〈A〉z̄|/[ 1
2 [1 + 〈p〉z̄]] ≤ 1. Hence,the duality mapping between

stationary states preserves the magnitude of the (1-dimensional) Bloch vector relative to
the (1-dimensional) Bloch sphere in the parity +1 sector.

Self-duality of stationary observables. Relation (4.54) also highlights the special situ-
ation of self-duality of stationary observables drawn in green in Fig. 4.2. By self-duality,
we here mean

〈Ā〉z̄ = −〈Az̄〉 = 〈A〉z, 〈p〉z̄ = 〈p〉z. (4.56)

In this case the dual stationary state |z̄) and actual one, |z) [Fig. 4.1], differ, but only by
inverting the polarization vector, leaving its component invariant. The definition (4.56)
of self-duality is justified, as the dualitymapping inverts the energy spectrum, swapping
the Andreev states |τ) = |− τ) and thus inverting the polarization of their occupations.
Self-duality is equivalent to F(〈A〉z, 〈p〉z) = 1, which by Eq. (4.54b) corresponds to
having parity uniquely fixed by polarization in the stationary actual system and likewise
in the dual system:

〈p〉z = 〈A〉2z , 〈p〉z̄ = 〈A〉2z̄ . (4.57)
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One verifies7 that this condition is equivalent to self-duality of the charge decay rate,
γ̄c ≡ γp − γc = γc, which is satisfied if and only if

γc =
1
2 γp, (4.58)

or γC ≡ γc − γp/2 = 0.

Self-duality and infinite temperature. For T → ∞, self-duality is even satisfied for all
values of the remaining parameters, including U. More interestingly, at any finite T for
U = 0, it always holds as we verify in App. F.1. We find the following general relations:

γc >
1
2 γp ⇔ U > 0, γc =

1
2 γp ⇔ U = 0, γc <

1
2 γp ⇔ U < 0 (4.59)

Thus, zero interaction is equivalent to requiring exact self-duality (4.56) for all values
of the remaining parameters. Approximate self-duality γc ≈ 1

2 γp, however, can be
obtained asymptotically, by rendering the interaction ineffective. This can be achieved
by making one energy scale dominate, e.g., large bias voltage |µ|, strong pairing |α|,
large detuning |δ|, or high temperature T, see App. F.2.

Self-duality and negative parity. A system that is self-dual in the above sense (U = 0)
necessarily has non-negative stationary parity 〈p〉z ≥ 0 [Eq. (4.57)] for any value of the
remaining parameters as seen in Fig. 4.2. Strictly negative parity for some parameters
thus requires nonzero magnitude of the interaction, U 6= 0. Such a violation of self-
duality furthermore corresponds to a nonzero value of the (+) invariant γC = γc− γp/2
[Eq. (4.59), cf. (4.49)] with the same sign as the interaction U.

Self-duality and invariance of the stationary state. As mentioned, self-duality (4.56)
should not be confused with equality of the actual and dual stationary state, |z̄) = |z).
The latter is a stronger condition and occurs when 〈A〉z̄ = 〈A〉z and 〈p〉z̄ = 〈p〉z. This
relation is satisfied only8 for 〈A〉z = 〈p〉z = 0 implying F = 1. It is thus a special case of
self-duality indicated by a black dot in Fig. 4.2, forwhich the stationary state ismaximally
mixed, |z) = 1

4 |1), i.e., with uniform occupation of Andreev states (zτ = 1/4) and spin
states (z1 = 1/2, including spin-degeneracy). In addition to γc = γp/2 required by self-
duality, invariance of the stationary state requires a vanishing transition-rate asymmetry,

7Inserting Eq. (B.19) into Eq. (4.57) gives two solutions: γc = γp/2 and |γs| = γc. For the latter case
the physical bound |γs| ≤ γp − γc [Eq. (4.48)] implies γp/2 ≥ γc. Noting the bounds (4.59) we find that for
U ≥ 0 the lower-bound γp/2 ≤ γc implies γp/2 = γc, i.e., the second solution is a special case of the first
one, whereas for U < 0 the strict upper-bound γp/2 > γc rules it out.

8〈A〉z̄ = 〈A〉z in Eq. (4.54) implies 〈A〉z̄ = 〈A〉z = 0, since F ≥ 0 and by
Eq. (4.54b), F = [1 − 〈p〉z])/[1 + 〈p〉z]. Requiring 〈p〉z̄ = 〈p〉z by Eq. (4.54) gives
[1 + 〈p〉z̄]/2 = [1 + 〈p〉z]/2 = [1− 〈p〉z]/2, so 〈p〉z = 0.
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γs = 0 [Eq. (B.19a)]. The latter condition is a relevant one for our parameter space of
interest9. , and holds trivially in the limit T → ∞ for all parameters. Unlike self-duality,
at U = 0, the condition γs = 0 does not hold for all remaining parameters.

4.4 | Transient transport
In the previous section we derived the time evolution kernel in the duality-adapted
polarization basis and pointed to physical constraints imposed by fermionic duality.
Now the state evolution and transport currents can be easily obtained in a rather compact
form. We will start with the state evolution in Subsec. 4.4.1. Afterwards, charge-and
energy/heat current observables will be given in the polarization basis in Subsecs. 4.4.2-
4.4.3. Finally, at the end of each subsection, the implications of self-duality on the
transient evolution of the state/observable under consideration will be discussed.

4.4.1 | State evolution
Duality-adapted solution. In Sec. 4.2.1, the time-evolving state was expressed in the
kernel eigenbasis (4.13). Using the representation (4.43) of p′ in the polarization basis
and the constraint (4.53) imposed by its orthogonality to the stationary state, we obtain
the final result for the state

|ρ(t)) =|z)+ e−γct(c′|ρ0)|c)+ e−γpt(pz̄|ρ0)|p) (4.60)

=
{ 1

4 |1)+ 〈A〉z 1
2 |A)+ 〈p〉z 1

4 |p)
}
+ 1

2

[
|A)− 〈A〉z̄|p)

]
e−γct[〈A〉ρ0 − 〈A〉z

]
+ |p)e−γpt

{
1
4

[
〈p〉ρ0 − 〈p〉z

]
+ 1

2 〈A〉z̄
[
〈A〉ρ0 − 〈A〉z

]}
. (4.61)

This solution applies to any initial state |ρ0) that is diagonal in the energy basis at final
parameters x. The initial state, if diagonal in the initial energy basis as well, can be
specified by its expectation values of the polarization 〈A0〉ρ0 and parity 〈p〉ρ0 . These are
subject to the constraint (4.48), |〈p〉ρ0 | ≤ 1 and |〈A0〉ρ0 | ≤ 1

2 [1+ 〈p〉ρ0 ], thus guaranteeing
that the state is physical. By A0, we indicate the dependence of polarization on the initial,
in general different parameters x0, see Sec. 5.1 for amore detailed discussion of the initial
state.

In the duality-based solution (4.61), the state-evolution is entirely expressed in terms
of stationary expectation values of the appropriate observables p and A, in particular the
amplitudes of the transient decay with rates γc and γp. These amplitudes are expressed

9In particular, note that γs = 0 can hold at the often discussed “symmetry point” δ = 0 (ε = − 1
2 U)

even when U 6= 0.
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as the difference between initial and stationary value of A and p, their “initial excess”.
The entire intermediate state evolution can thus be understood from the initial and
stationary values of A and p aswell as the polarization of the dual stationary state, which
only enters if there is initial polarization excess. This result is thus complementary to a
generalized Bloch expansion of the time-evolving quantum state: In such an expansion,
the time-dependent state would be expressed in a set of fixed observables with their
time-dependent averages in that state as coefficients [Ref. [16]]. Eq. (4.61) is thus more
than a rewriting of the expression for |ρ(t)) given in Ref. [16], see Eq. (20-25) of that
work for the special case of zero transverse Bloch vector (Ix = Iy = 0).

As an alternative to evaluating dual stationary observables, one can substitute the
stationary duality relation (4.54a) into Eq. (4.61), which enables an expression of the
time-dependent state in terms of stationary expectation values of A and p of the real
systemalone. Thus, apart from the decay rates, the evolution towards the stationary state
can be understood in detail by the stationary state itself at the expense of its non-linear
dependence on the stationary state (4.54b). This non-linearity can be avoided using the
representation in terms of dual stationary observables instead.

Self-duality and transient evolution. The state and transport evolutions simplify con-
siderably when the system obeys self-duality (4.56), i.e., γc = 1

2 γp [Eq. (4.58)]. As
discussed in Sec. 4.3.2, self-duality can either hold exactly for all applied voltages for
U = 0 or asymptotically (e.g., µ → ∞). We can then generically simplify the stationary
state (4.50) by eliminating parity in favour of polarization [Eq. (4.57)]:

|z) = 1
4 |1)+ 〈A〉z 1

2 |A)+ 〈A〉2z 1
4 |p) = ∑

τ

|τ) 1
4

[
1 + τ〈A〉z

]2
+ |1) 1

2

[
1− 〈A〉2z

]
. (4.62)

If the initial state obeys self-duality as well, (such a condition applies by the above
assumptions e.g. to an initial state prepared from a stationary state z0 of the system at
some different gate voltage δ0 [Sec. 5.1]), the evolving state (4.61) further simplifies. As
the initial state then fulfills 〈p〉ρ0 6= 〈A0〉2ρ0

, all decay amplitudes of the state are fixed by
the stationary and initial polarization:

|ρ(t)) = 1
4 |1)+ 〈A〉z 1

2 |A)+ 〈A〉2z 1
4 |p)+

1
2

[
|A)+ 〈A〉z|p)

]
e−

1
2 γpt[θ〈A0〉z0 − 〈A〉z

]
+ |p)e−γpt

{
1
4 〈A0〉2z0

+ 1
4 〈A〉2z − 1

2 θ〈A〉z〈A0〉z0

}
. (4.63)

Here, we used 〈A〉ρ0 = θ〈A0〉z0 , where θ ∈ [−1, 1] captures details of the initialization
[Sec: 5.1]. The coefficient of the parity contribution can be verified to be non-negative in
this case.
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4.4.2 | Charge current
Transient charge current. In ourduality-adaptedapproach, an expressionof the charge
current in terms of a maximum number of stationary observables and a minimum
number of (transient) transport rates can be easily obtained. We find a most compact
form of the current supervector by first transforming Eq. (4.18) into the polarization basis
and only afterwards to the left kernel eigenbasis,

(IN| = ∑
ητ

η
[
Wη

1,τ(τ|+ 2Wη
τ,1(1|

]
Eq. (4.40)

=
γ′c(1|+ γ′s(A| (4.64a)

Fig. 4.1
=

[
γ′c + γ′s〈A〉z

]
(z′|+ γ′s(c′|. (4.64b)

As anticipated, we thus profited from duality not only for the state evolution, but also
for a duality-adapted formulation of the transport rates: The current supervector as
represented in the duality-adapted polarization basis [Sec: 4.2.5] leads to its expression
in terms of duality-invariant (primed) transport rates γ′c, γ′s. The prime indicates that
they are η-antisymmetric und thus sensitive to the electron transfer direction η.

The charge current follows by taking the scalar product of the state (4.61) with
the corresponding left current supervectors [Eqs. (4.64b) and (4.79)] and using bi-
orthonormality of the eigen-supervectors:

IN(t) = (IN|ρ(t)) = (IN|z)+ (IN|c)e−γct(c′|ρ0)+ (IN|p)e−γpt(p′|ρ0) (4.65)

= (IN|z)+ ae−γct (4.66)

=
(
γ′c + γ′s〈A〉z

)
+ γ′se

−γct[〈A〉ρ0 − 〈A〉z
]

. (4.67)

According to (4.65), each term y = z, c, p contributing to a transport quantity Ix(t)
(here IN) on time-scale γ−1

y depends on two factors (Ix|y) and (y′|ρ0). The first factor
quantifies the ability of quantity x to “probe” the y-part of the state evolution, the second
one captures the initial-state dependence of the latter. The charge current (4.67) does
not probe the parity decay, (IN|p) = 0, and thus –by duality– depends on the physical
parameters only through the stationary state of the actual system, in particular, through
the value of the polarization observable 〈A〉z.

Stationary charge current. In view of efficiently extracting the behavior of the station-
ary charge current, we further decompose the (shifted-) duality invariant rates (4.36) into
components,

γC = κC +
δ

δA
κ′s, γc = κc +

δ

δA
κ′s, γ′c = κ′c +

δ

δA
κs, (4.68a)

γs = κs +
δ

δA
κ′c, γ′s = κ′s +

δ

δA
κc, γ′S = κ′s +

δ

δA
κC. (4.68b)
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In the sameway as the γ- rates are (shifted-) duality invariants, so are the κ-components,
composed of sums of Fermi functions, (anti-) symmetric in η or τ or both, like the corre-
spondingγ-rates. However, the contributions fromthe twosummands inΓ± = γp(1± δ/δA)/2
entering the γ-rates are now split and their explicit δ-dependence is extracted.

The components thus have the advantage that they strictly separate all resonant
behaviour of the superconductor (explicit δ dependence relative to µS = 0 through Γητ)
from the superconductor’s indirect effect via the Andreev levels (implicit δ dependence
relative to µ through f−η(Eη,τ)). By doing so, the decomposition (4.68) shows that the
pairs of duality invariants γc, γ′s and γ′c, γs, respectively, which play distinct physical
roles, actually similarly behave since they depend on the same components which can
mix up and cancel out when simplifying final expressions at the price of losing the
physical distinction. This is nicely illustrated for the expression for the stationary charge
current IN(∞) = γ′c + γ′s〈A〉z given by the first term in Eq. (4.67):

IN(∞) =
γ′cγc − γ′sγs

γc
=

κcκ
′
c − κsκ

′
s

κc +
δ

δA
κ′s

(
1− δ2

δ2
A

)
. (4.69)

Weautomatically extract a resonantLorentzian δ-dependence reflecting thenon-equilibrium
charge transport to the superconductor, while its non-trivialmodification by theAndreev
states is contained in the pre-factor governed by the components of the invariants.

Self-duality and IN(∞). The stationary charge current further simplifies if self-dualtiy
is fulfilled: Whenever there is stationary transport, α 6= 0, self-duality γc = γp/2
is equivalent to having a constant component, κc = γp/2, and a vanishing one, κ′s = 0
[Eq. (4.36), (4.68)]. The stationary current (4.69) is thenmodulatedby just one component:

IN(∞) = γ′c + γ′s〈A〉z = κ′c ×
(

1− δ2

δ2
A

)
. (4.70)

For the case of a non-interacting quantum dot (U = 0), thus obeying exact self-duality,
we obtain

IN(∞) = γ′c + γ′s〈A〉z = 1
2 γp

1
2 ∑

λη

η f−η( 1
2 λδA − µ)×

(
1− δ2

δ2
A

)
, (4.71)

seeApp.G.2 for thederivation. If self-duality is fulfilledasymptotically, µ� |α|, U, |δ|, T, Γ,
Eq.(4.70) reads

IN(∞) = γ′c + γ′s〈A〉z
|µ|→∞
= 1

2 γp tanh
( µ

2T

)
×
(

1− δ2

δ2
A

)
, (4.72)

see also App. G.3 for the derivation.
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4.4.3 | Energy and heat currents
Differently from the charge current, the energy current into the metal can be derived
from the energy loss of the proximized dot, as the Cooper pair condensate does not
contribute to the energy of the proximized quantum dot, whereas it does contribute to
its charge:

IE(t) = −∂t〈HD〉(t) = −(HD|W|ρ(t)) . (4.73)

In the energy basis representation of (HD| and |Wρ), we find

IE(t)(4.76a), (3.27)
=

− ∑
τ=±

[
[E1 − Eτ]W1,τρτ(t) + [Eτ − E1]Wτ,1ρ1(t)

]
(4.74)

(3.28)
=
− ∑

τ=±
E−,τ

[
W1,τ(τ|− 2Wτ,1(1|

]
|ρ(t)) = (IE|ρ(t)). (4.75)

Eq. (4.74) gives the well-known representation of IE in terms of probabilities× transition
rates× addition energies Eη,τ. As we will explain in Chap. 5, this is the most convenient
representation for any further analysis, if only one amplitude of the state evolution (4.60),
the charge amplitude, contributes to the transient energy transport due to the specific
choice of the initial state.

In its most general form, however, the energy current probes both the charge-and
parity amplitudes of the transient decay (4.60). In this case, the representation in the
polarization basis is more convenient [Chap. 5]. We first expand the energy supervector
in all three bases,

(HD| = 2E1(1|+ ∑
τ

Eτ(τ| (4.76a)

(4.40)
=

1
2 δA(A|+ 1

4U(p|+
[

. . .
]
(1| (4.76b)

(3.8)
=

1
2

(
δA −U〈A〉z̄

)
(c′|+ U(p′|+

[
. . .
]
(z′|. (4.76c)

Here, the polarization basis reveals that energy couples to the interaction U via parity.
As (z′|W = 0, we find

(IE| = 1
2

(
δA −U〈A〉z̄

)
γc(c′|+ Uγp(p′| (4.77)

for the energy current supervector. The supervector for the heat current, whichmeasures
the energy transported by charge carriers relative to the chemical potential, reads

(IQ| = (IE|− µ(IN| (4.78)

= −µ
[
γ′c + γ′s〈A〉z

]
(z′|+

[
1
2

(
δA −U〈A〉z̄

)
γc − µγ′s

]
(c′|+ Uγp(p′|. (4.79)
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As a key result, we find the energy/heat-currents

IQ(t) =− µIN(t) + ace−γct + ape−γpt (4.80a)

=− µ
{

γ′c + γ′s〈A〉z
}
+
{

1
2

(
δA −U〈A〉z̄

)
γc − µγ′s

}
e−γct[〈A〉ρ0 − 〈A〉z

]
+ Uγpe−γpt

{
1
4

[
〈p〉ρ0 − 〈p〉z

]
+ 1

2 〈A〉z̄
[
〈A〉ρ0 − 〈A〉z

]}
, (4.80b)

where ac denotes the charge and ap denotes the parity amplitude. The energy current is
given by setting µ = 0. As for the time-evolving state (4.61), we have written the parity
amplitude in terms of the initial excess of parity and polarization (4.80b). Another useful
form for the later analysis in Chap. 5 is given by the overlap of the actual initial and dual
stationary state,

ap = Uγp(z̄p|ρ0)e−γpt. (4.81)

In contrast to the (transient) charge current, the dual stationary state matters for the
transient energy/heat-currents. As discussed in the previous Secs. 4.3.2, 4.4.1, this
dependence can ultimately written in merely real stationary observables 〈A〉z and
〈pz〉[Eq. (4.54a)], but only at the price of a non-linear dependence.

Self-duality. If self-duality is fulfilled, however, the real polarization is the only re-
maining observable, while the parity amplitude vanishes:

IQ(t) = −µ
{

γ′c + γ′s〈A〉z
}
+
{ 1

2 δAγc − µγ′s
}

e−
1
2 γpt[θ〈A0〉z0 − 〈A〉z

]
. (4.82)

Note, that in the case of asymptotic self-dualitywith large µ, 1
2 δAγc must also be dropped.

Transport currents in the α = 0 limit. As mentioned earlier [Sec. 3.3], our solution
of the transport problem is discontinuously connected to the case α = 0, as we cannot
simply send α → 0 within the range of applicability of the master equation (3.27).
However, for Γ� |α| � T, temperature fluctuations eradicate every effect of the pairing
except for a gate voltage regime around the resonancewith the superconductor, |δ| . |α|,
which becomes vanishing small as α→ 0. For amore detailed discussion of the transport
problem in this limit, referring to simplifications in the duality-invariant formulation,
see App. G.1. Furthermore, the behavior of our expressions in the α = 0-limit will be
discussed inmore detail in the next Chap. 5, especially when studying the modifications
in heat transport, caused by the presence of the superconductor as compared to the
normal conducting case previously studied in Ref. [17].

75



Chapter 4. Fermionic duality applied to an NDS-device 4.5. Conclusions and Outlook

4.5 | Conclusions and Outlook
In this chaper, we derived the full time-dependent solution (4.61)-(4.80b) of the dynamics
of a quantum dot proximized by a superconductor and weakly probed by charge- and
heat currents into a normal-metal contact. Here, we demonstrated how the fermionic
duality can be fully exploited from the very first step of setting up the time-evolution and
the current equations. Starting from the energybasis, thewhole transport problemcanbe
covered by a set of six rates, whose functional structure is highly constraint and governed
by duality invariance. The construction of these duality-invariant rates is motivated by
a transient displacement current into the quantum dot. Unlike ordinary symmetry,
the dissipative symmetry fermionic duality aids the construction of a corresponding
duality-adapted orthogonal Liouville-space basis, in which the shifted kernel W +

γp
2 I

is represented by just three of these rates. The duality-adapted basis is optimal for
finding the distinct left and right eigenvectors of the time-evolution kernel W.

For the general casewe have shown that the transient approach to the stationary state
canmost conveniently be understood from four of these duality-invariant rates and from
expectation values of two duality-adapted observables in the initial and stationary state
of the system, polarization and parity. By mere inspection of transition-rate expressions
this was not obvious at all. However, this result directly emerged from a calculation
in the duality-adapted basis: The solution is expressed as a function of the stationary
expectation values of parity and polarization for the actual system as well as for its
dual system with inverted energies. These two stationary values provide the key to an
exhaustive analysis of the solution.

The obtained compact expressions capture a variety of effects when interaction and
induced pairing compete, warranting a separate analysis, whichwill be the subject of the
next chapter. In this chapter, we instead analytically investigated our all-encompassing
solution and also discussed several covered limiting cases (α = 0, U = 0, or |µ| → ∞)
which may prove useful for comparison with other approaches.

Going beyond the prior work [17] for an ND-system, we here have shown that the
duality-based analysis in terms of duality-invariant rates does not only apply to the
time-evolving state, but can be extended to the measurable time-dependent transport
quantities, when duality-invariant parts of the transport rates are included as well in
the analysis. Likewise, extending other prior work [49], we combined duality with the
detailed-balance property of this system [77, 78]. We have shown that the stationary
values of observables in the actual model in fact determine their values of the dual
model by a stationary duality relation [Eq. (4.54)]. This relation is “universal” in the
sense of being independent of the values of all physical parameters: temperature T,
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coupling Γ, voltage µ, but also the –attractive or repulsive– interaction U and induced
superconducting pairing α.

The so-called universal stationary duality relation naturally suggested a notion of
self-duality of parity and polarization. We have shown that this relation occurs essen-
tially whenever the interaction is irrelevant, either explicitly zero or made ineffective
asymptotically. When the interaction is relevant, however, self-duality is violated but
duality remains valid and is intimately linked with interactions within the open system.
In particular, we have pointed out that the sign of the interactionU (repulsive/attractive)
equals the sign of one of the duality invariants (γC), irrespective of the induced super-
conducting pairing α.

Thus, we have illustrated that fermionic duality is a powerful tool for advancing the
quantitative understanding not only of the decay rates / time-scales of electronic open
quantum systems, but also of the amplitudeswhich decide their (ir)relevance depending
on the initial state. It is an intriguing open question how to systematically extend our
work to evenmore complicated transportmodels (with orbital and spin splittings)within
the broad class governed by weak-coupling fermionic duality.

So far, we have only used fermionic duality as a tool to simplify the procedure of
solution and analysis of a given quantum master equation, previously also derived in
Ref. [15] for the infinite-gap limit. As a further step one can express duality already
on the level of the derivation of the master equation, in particular, allowing for strong
coupling effects to the normal reservoirs: such a derivation in Ref. [17] in fact applies
to any parity conserving Hamiltonian which includes pairing terms describing infinite
gap superconductors.

A key remaining open question therefore is as to whether a more general duality
relation can be found for a finite superconducting gap described by the approaches of
Ref. [79] or [74]. The continued interest in (time-)controlled proximized nanoelectronic
systems [64, 65, 80–82] provides a strong experimental impetus for such work.
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5

Controlling transport currents in an
NDS-device

This chapter is devoted to a detailed analysis of the full time dependence of the so-
lution of our transport problem addressing both the decay rates and the amplitudes
in dependence of the initial state and the observables of interest. We will study the
time-dependent response of the SQD-system to a switch in the gate voltage. Such a
response is interesting from the perspective of transport spectroscopy, as especially the
heat current reveals information on the interplay of the different types of interaction, ef-
fective Coulomb interaction and pairing that are not accessible from the stationary state
alone. In particular, the amplitude functions of the dynamics control the non-trivial
competition of the various time-scales. These amplitudes decide the actual time scale
on which a system responds: a slow decay term may well have a negligible amplitude
depending on the gate voltages of the switching procedure and other control parameters.
A complete analysis of both the time-scales and the amplitudes of the transient decay
will be of central importance for controlling the transport currents in view of possible
applications.

We consider two distinct physical preparation procedures andmap out the full time-
dependence of charge andheat currents based on the analytical solution developed in the
previous Chap. 4. Section 5.1 is devoted to introduce the state initialization, performed
by a slow and a fast switch in gate voltage. The initialization requires special attention
as compared to the voltage switch considered in the prior work [17] for an ND-system,
as in a quantum dot proximized with superconductivity, the even parity eigenstates
are gate-voltage dependent. This fact actually motivates the complementary switching
procedures.

In Sec. 5.2.1, we specify different transport regimes in our four dimensional param-
eter space and given an overview of the behavior of the relevant quantities which fully
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characterize the transport problem [Chap. 4], the four duality invariants and two ob-
servables, parity and polarization, evaluated in the stationary state of the real and dual
systems.

In Sec. 5.3, we characterize the non-monotonicity of the transient heat and energy-
currents by a single parameter. Non-monotonicity is induced in these currents, as there
are two competing time scales. The different non-monotonic behavior differ by the
number and type of local extrema and the way the currents saturate to their stationary
values.

In Sec. 5.4, we analyze the amplitudes of the transient transport observables, charge
and heat currents, by detailed spectroscopy predictions. As we will see, it is possible
to analyze the corresponding spectroscopy plots in a systematic way by considering
the overview of zero-temperature energy thresholds for transport and the associated
particle transfers developed in Sec. 3.4. This way, the real and dual stationary states
will be efficiently extracted for any value in the four-dimensional parameter space and
as explained in the previous Chap. 3, these stationary states crucially determine the
transient dynamics of the problem. Instead of searching for interesting features by
scanning a four-dimensional parameter space, this analysis will allow us to project on
characteristic changes in the observables of interest. In this sense, wewill provide a kind
of classification of the transport problem. Sec. 5.5 gives the conclusions and an outlook.

5.1 | State initialization
To analyze the time-dependent transport resulting from a physical initialization proce-
dure we discuss in the following how an initial energy mixture, described by a density
operator denoted ρ0, can be prepared by controlling experimental parameters. This issue
was left open in Chap. 4, where we assumed any given diagonal ρ0. Red (blue) color
indicates the charge current is directed into (out of) the metal, respectively.

5.1.1 | Gate switch in presence or absence of the superconductor
We focus on the experimentally relevant situation where the initial state is prepared by
switching a gate. Therefore we consider possible extensions of the simple scenario ana-
lyzed in Ref. [17] where an interacting quantum dot was probed using time-dependent
observables in the metal after a sudden change ε0 → ε. It is assumed that before this
switch the dot has already decayed to its stationary mixed state denoted z0. Then after
switching to ε the dot decays to its new stationarymixed state denoted by z. Throughout
the thesis, we will refer to quantities at the initial value before the switch, namely at ε0
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by a 0 subscript compared to the respective quantity at the final value ε after the switch.
As a result of this simple procedure, in the absence of the superconductor (α = 0) the

Figure 5.1. Gate-switch spectroscopy of a QDwithout superconductor (α = 0), attached
to a normal metal (ND-device): Color-coded amplitude of the transient charge current
[(a/γp)(ε0, ε)], Eq. (4.66)], as a function of initial and final gate-voltages ε0, ε before
and after the switch, respectively. Dark/light-red (dark/light-blue) color indicates the
current is directed into (out of) the metal. Possible integer charge values (〈N〉z0 , 〈N〉z)
in the initial and final stationary states z0 and z before and after the switch, respectively,
are indicated in the corresponding regions of the plot. For further explanation see the
main text.

predictions for physical quantities for all possible gate voltage switches can be analyzed
using a single gate-switch spectroscopy plot shown in Fig. 5.1a for the transient charge
current. This is a very convenient way of presenting such time-dependent experiments.
Up to thermal smearing nine basic switches are possible since depending on ε0 or ε,
respectively, the stationary dot state has 〈N〉z0 or 〈N〉z = 0, 1 or 2 electrons, respectively.
A transient charge current ensues when switching between regimes 〈N〉z0 > (<)〈N〉z,
which is directed into (out of) the metal as indicated by the red (blue) color in Fig. 5.1,
resepectively. The charge current is always associated with a heat current (not shown).
Interestingly, in the regimes 〈N〉z0 = 〈N〉z there can be a heat current without a charge
current except along the diagonal strip |ε0 − ε| . T, where both currents are zero be-
cause no switch is taking place on the relevant scale of thermal fluctuations, see Sec. 4.4.3
and Refs. [17, 47].

The extension of this scenario to include the large-gap superconductor is, however,
not unique because the Andreev states (3.19) for the gate voltage ε after the switch differ
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from those at the gate voltage ε0 before the switch [see Eq. (3.19)]. Therefore, in Sec. 5.1.2
and 5.1.3, we will discuss in detail how two experimentally relevant initial states are
prepared by gate switching.

Note that depending on the switch scenario, the simple description by occupations
alone might become invalid. The odd parity spin states |σ〉 for N = 1 are not affected
by this, thus we first ignore them in the following argument. If one switches ε0 → ε on
a timescale comparable or smaller than the inverse induced pairing gap α−1 and at the
same time aims at a readout at time scales of the order of α−1, coherent superpositions
between even-parity states would be relevant for the system state dynamics after a gate
switch. In this special case, a state |τ0〉 prepared as the stationary state at gate voltage
ε0 before the switch is a superposition –not a mixture– of energy states |τ〉 for the new
gate voltage ε after the switch. Denoting (up to a global phase)

|2〉 = ∑
τ

τ

√
1
2

[
1 + τ

δ

δA

]
|τ〉 (5.1a)

|0〉 = ∑
τ

√
1
2

[
1− τ

δ

δA

]
|τ〉 , (5.1b)

we see that this happens with maximal amplitudes if we start far from resonance
(|δ0| � α), meaning that the stationary state before the switch is either |−0〉 = |0〉 or
|−0〉 = |2〉, and then rapidly switch the gate voltage to resonance (|δ| � α) where the
charge states are uniform superpositions |0, 2〉 = (|+〉 ± |−〉)/

√
2. Such a switch is

not described by the equations developed in Sec. 3.4 and previously in Ref. [15], where
energy off-diagonal elements are neglected, see Refs. [16, 72].

In the present work, we instead focus on two experimentally relevant scenarios, for
which the simpler description developed in this thesis remains applicable. In contrast
to the normal case, discussed in Ref. [17] where it was sufficient to assume a fast gate-
voltage switch, this requires to specify switching and probing time scales in the metal
as follows.

5.1.2 | Slow switch
We start with considering a situation, in which the switching time τs of the gate volt-
age is longer than the timescale α−1, but much shorter than the time scale set by the
dissipative tunneling γ−1

p . In a realistic setting [83] with γp ∼ µeV and α ∼meV, this
would correspond to switching times of tens of fs. Alternatively, it could be realized by
temporarily decoupling the metal γp → 0 to prevent dissipative effects, lifting the upper
limit on the switching time. Gate-voltage switches on time scales much larger than α−1
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ensue that the states |τ0〉 will evolve unitarily to |τ〉 during the switch:

|τ0〉 → |τ〉 = U(ε, ε0) |τ0〉 . (5.2)

For the above mentioned example (5.1), where the state before the switch is a pure,
even-parity state, this implies that one prepares a pure energy state

|τ0〉 〈τ0| → |τ〉 〈τ| = (|0〉 − τ |2〉)(〈0| − τ 〈2|)/2

for τ = ± instead of a complete mixture, as will be shown for the fast switch in the
following section. Including the odd parity part into our discussion, this slow switch
procedure maintains the stationary mixing coefficients but alters the basis vectors

z0 = ∑
τ=±

z0τ |τ0〉 〈τ0|+ z01
1
2 ∑

σ

|σ〉 〈σ| (5.3)

→ ρ0 = ∑
τ=±

z0τ |τ〉 〈τ|+ z01
1
2 ∑

σ

|σ〉 〈σ| .

Since this scenario generates no off-diagonal elements in the new, final energy basis, we
can compute the evolution and transport currents using the equations developed in the
previous Chap. 4.

An example of a slow switch is shown in Fig. 5.2 (A): Initially before the switch, the
superconductor is assumed to be off-resonant with the proximity effect (black bar) and
in the stationary |2)-charge state. After switching to a final gate ε, where the supercon-
ductor is on-resonant with the proximity effect (red bar), the initial state |ρ0) = |−) is in
a superposition of 0- and 2-charges before the onset of the transient decay. The decay to
the final |1)-stationary state in this resonant gate region can hence in general occur by
electron transfers in both directions, from the metal to the dot or vice versa, as indicated
by the red arrows.

We finally point out that the slow switch is not well-defined in the α → 0-limit
considering the associated time scales (τs > α−1). Therefore, results of Ref. [17] can only
be reproduced from a fast switch to be introduced in the next Sec. 5.1.3.

5.1.3 | Fast switch
The second situation that we consider is the one where the switch may be much faster
than α−1, however, the time-resolved readout is at a much lower time-scale [Fig. 5.2 (B)]
(see for example Ref. [64], where time-resolved readout at the µs scale was realized).
This corresponds to a time-resolved readout, where features occurring on the time-scale
α−1 are averaged out.
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Figure 5.2. Schematics of an exemplary gate switch ε(t) applied to a quantum dot
(D) (center) when attached to a normal metal (N, dark blue) at chemical potential µ and
proximizedwith a superconductor (S, right) at potential zero. Black (red) bar indicates D
is off (on) resonancewith the proximity effect of S, respectively. Green bullets refer to the
stationary charge of D before (top, left) and after the switch (top, right) with two types
of possible particle transfers to the final state, as indicated by red arrows (top, right).
(Bottom) Comparison of the different time scales τs, α−1, γ−1

p ≡ Γ−1 characterizing the
two types of switches (A) slow and (B) fast as well as the resulting initial states |ρ0). For
further explanation, see the main text.

If we instantly switch the gate voltage from ε0 → ε, the initial state is in general a
superposition of the proximized energy eigenstates at the new gate voltage ε:

|τ′0〉 = ∑
τ

|τ〉 〈τ|τ′0〉 . (5.4)

Their similarity is quantified by transition probabilities

|〈τ|τ′0〉|2 = 1
2

[
1 + ττ′θ

]
, τ, τ′ = ± , (5.5)

which can be expressed in terms of the probability-bias parameter θ ∈ [−1, 1]. Inserting
Eq. (3.19) gives

θ =
1
2 ∑

ττ′
ττ′|〈τ|τ′0〉|2 =

δδ0 + α2

δAδA0
. (5.6)

When we subsequently let the system relax to the new stationary situation, the state
and the currents probing this evolution will decay on a timescale γ−1

p while oscillating
on the much shorter timescale α−1, set by the induced pairing gap, since we assume
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α� γp [Sec. 3.3]. We now consider current measurements in the metal probe which are
time-averaged over these rapid oscillations. In a Bloch vector picture that can be defined
by the energy-basis [Eq. (4.50) and (5.10)] this can be understood as ignoring the rapid
precession of the transverse Bloch components (off-diagonal elements), which occur
during the slow relaxation of the longitudinal Bloch component (diagonal elements).

To describe only this longitudinal decay needed for the time-averaged currents, we
can modify the stationary state prepared before the switch by keeping only the part that
is energy-diagonal in the energy basis |τ〉 after the switch:

|τ′0〉 〈τ′0| →∑
τ

|〈τ|τ′0〉|2 · |τ〉 〈τ| . (5.7)

This coarse-grained description in time corresponds to an irreversible complete decoher-
ence in the final energy basis. Note that this does not mean that effects of superconduct-
ing coherence are lost (which would be decoherence in the charge basis). In the above
mentioned example, this procedure implies that if we switch to resonance (|δ| � α)
coming from afar (|δ| � α), we consider the preparation of a completely mixed state:
|τ′0〉 〈τ′0| → 1

2 ∑τ |τ〉 〈τ| as illustrated in Fig. 5.2 (B). Including the odd parity part into
our discussion, the fast switch initialization maps the stationary probabilistic mixture in
the |τ0〉 basis before the switch to a mixture in the basis after the switch

z0 = ∑
τ′

z0τ′ |τ′0〉 〈τ′0|+ z01
1
2 ∑

σ

|σ〉 〈σ| (5.8)

→ ρ0 = ∑
τ

(
∑
τ′
|〈τ|τ′0〉|2z0τ′

)
|τ〉 〈τ|+ z01

1
2 ∑

σ

|σ〉 〈σ| .

The evolution of these initial occupations using the equations of Chap. 4 gives the time-
averaged transport current after a fast switch ε0 → ε.

5.1.4 | Generalized description of state initialization
Switches (5.8) and (5.3) are two distinct schemes that generalize time-dependent trans-
port spectroscopy [17] to proximized quantum dot systems. The two switches provide
two possible, experimentally relevant limits of physical initializations for which the
description of Ref. [15] applies. They have two useful features: Firstly, given fixed α,
the initialization is completely characterized by the pair of gate voltages (ε0, ε), which
allows a complete analysis of the feature-rich dynamics in terms of two-dimensional
spectroscopy diagrams like Fig. 5.1b.

Secondly, both switching procedures can be specified completely by giving the func-
tion θ. Indeed, formally setting θ = 1 independent of δ, δ0, we have |〈τ|τ′0〉|2 = δτ,τ′ and
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Eq. (5.8) reduces to Eq. (5.3). Comparing the two cases is interesting since for the fast
switch the induced pairing α affects both the final mixed state (z) of the transient dynam-
ics and the initial state ρ0 [through z0 by Eq. (5.8)]. This is important, since without the
superconductor (α = 0) these states are at best mixtures of one even- and one odd-parity
state. When we tune to resonance with the superconductor, this creates a “shortcut” in
the decay sequence by connecting the two even-parity states. As we will see, this can
effectively counteract the time-dependent decay into the metal by the superconducting
coherence of the energy states which form the initial energy mixtures.

The full description of the evolution following one of the switching procedures is
obtained by inserting for the initial polarization and parity

〈A〉ρ0 = θ〈A0〉z0 , 〈p〉ρ0 = 〈p〉z0 , (5.9)

and choosing θ = 1 for the slow switch and θ given by Eq. (5.6) for the fast switch.
As before, 〈A0〉z0 and 〈p〉z0 denote the stationary values at gate voltage δ0 instead of δ,
but importantly also the polarization itself is gate-dependent: we have A0 instead of A.
Thus, exploiting the description based on duality, the difference between the fast switch
and the slow one can be clearly identified as the simple contraction of the polarization,
|θ| < 1, and possibly, its inversion if θ/|θ| = −1.

Eq. (5.9) is obtained by expanding the initial state as Eq. (4.50). For both switches,
the change of the gate voltage δ0 → δ leads to a change of the basis from

|1), |A0), |p)} → {|1), |A), |p)} ,

where A0 and A are the different polarization operators at gate voltage δ and δ0, respec-
tively. This amounts to

|z0) =
1
4 |1)+ 〈A0〉z0

1
2 |A0)+ 〈p〉z0

1
4 |p)

→ |ρ0) =
1
4 |1)+ θ〈A0〉z0

1
2 |A)+ 〈p〉z0

1
4 |p) (5.10)

for the fast switch (5.8), and yields the result for the slow switch (5.3) when setting θ = 1.
Here we have used 1

2(A|A0) = ∑ττ′ ττ′(τ|τ′0) = ∑ττ′ ττ′|〈τ|τ′0〉|2 = θ.

5.2 | Transport regimes, rates and local observables of
interest

Now,wherewehave introduced the two initialization procedures to be considered in this
work, we describe the generic behavior of the transient evolution after the initialization.
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We first specify different transport regimes in our 4d-parameter space [Sec. 5.2.1] and
afterwards give an overview of the behavior of the four invariants and two observables,
which fully characterize the transient evolution (4.61) [Chap. 4]. The overview serves
to specify regions in parameter space, where these quantities assume their boundary
values as specified in Sec. 4.3.1. Furthermore, we will point out relations between them.
The discussion will be kept on a qualitative level in Sec. 5.2.1, while a more detailed
analysis of a few specific regions of interest will be subject to Sec. 5.4. In Sec. 5.2.2, we
will start with the invariants and discuss the observables afterwards [Sec. 5.2.3].

5.2.1 | Specification of transport regimes
In the following,we consider the interactionU andbias µ as given anduse the detuning δ,
controlled by a gate voltage, to initialize the state of the proximized dotand consider the
effect of the pairing α. Thus, in terms of these controllable parameters, using Eq. (3.28),
we see that the condition Eη,τ = µ is met at two concentric semicircles with radii in the
α− δ plane set by the interaction and the transport bias:

αη(δ) ≡
√
(2µ− ηU)2 − δ2, η = ± . (5.11)

The relative magnitude of these two possible αη-values depends on the sign of the bias.
We have α+ ≶ α− for µ ≷ 0 and α+ = α− for µ = 0. By

±δη = ±
√
(2µ− ηU)2 − α2 , (5.12)

we denote the values of detuning atwhich the resonance conditionwith the inner [outer]
semicircle is met, corresponding to ηmin[ηmax] = +[−] µ

|µ| , respectively. Which resonance
conditions are met at αη depends on the bias relative to the interaction as follows. There
are two bias regimes:

(I) Low bias, |µ| ≤ U/2: Only resonance Eη,− = µ for state τ = − can be achieved
when varying δ.

(II) High bias, |µ| ≥ U/2: Resonances Eη,τ = µ for either state τ can be achieved for
η = τ sign µ, depending on the bias sign.

In eachbias regime |µ| ≷ U/2, one candistinguish threepairing regimes separatedby the
semi-circles (5.11) based on αmin = min{α+(0), α−(0)} and αmax = max{α+(0), α−(0)}
and different regimes of detuning δ. This leads to the following specification of transport
regimes:
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(i) Low detuning, |δ| ≤ δmin: The stationary proximized-dot state is predominantly
singly occupied in the low-bias regime, but in the high-bias regime it is a mixture
of all states. This regime is only present for weak pairing (α ≤ αmin) and absent for
|µ| = U/2 (αmin = 0).

(ii) Moderate detuning, δmin ≤ |δ| ≤ δmax: The stationary state is dominated either by
the singly-occupied state or the τ = − state, depending on the sign of the detuning
δ. The regimes of moderate pairing (αmin ≤ α ≤ αmax)- and detuning are absent
for |µ| = 0 (α+ = α−). The regime of moderate detuning is also absent for strong
pairing α ≥ αmax.

(iii) Strong detuning, δmax ≤ |δ|: The stationary state is dominated by the τ = − state
resulting in a suppressed stationary current in all pairing regimes. Transport is
merely determined by the δ-dependent hybridization of the even charges in the
Andreev-states for strong pairing (αmax ≤ α). The regimes of strong detuning and
pairing are present for any µ.

For the case of strong interaction U, which is of interest here, these six combinations of
bias and detuning (pairing) are experimentally accessible, and expected to show qual-
itatively distinct behavior, in particular in the low-temperature, weak-coupling regime
U, α � T � γp, see, e.g., Ref. [84], where these regimes are specifically mapped out.
Although µ can be arbitrary relative to the induced pairing gap α, the limits µ→ ∞ and
α→ 0 fail to commute in the sense that α→ 0 reduces the width of the ε-interval to zero,
for which the superconductor is transparent, to zero. However, there is still no quasipar-
ticle transport possible for α→ 0, since the model only describes bias voltages µ deeply
within the gap of the superconductor strictly discarding its inaccessible quasiparticles
[Sec. 3.3].

5.2.2 | Duality-invariants
Thus so far we have reduced the problem of analyzing the complete dynamics to the
understanding of just four duality invariants, Eq. (4.36). Nowwe establish their complete
dependence on the physical parameters and exploit this in the remainder of the analysis.
The four invariants are plotted in Fig. 5.3 as function of the controllable pairing α and
gate voltage ε for bias values µ = 0, U/2, U, 3U/2 displaying the distinct physical
regimes [Sec. 5.2.1]. We first comment their overall structure, which also applies to later
figures.

Clearly all plots are dominated by sharp changes occurring for gate voltages when
the conditions for Andreev-state resonances Eη,τ = µ are met. Here and in the following
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Figure 5.3. Duality invariants for T = 0.02U as function of the gate-voltage ε = δ−U/2
and induced pairing α. All color plots use the same color scale, positions of horizontal
line cuts are indicated by arrows. The semi-circles centered at ε = −U/2 with radii
|2µ ± U| [Eq. 5.11] separate the regimes of weak (w), moderate (m) and strong (s)
pairing as indicated in panel (a). For further explanations see the text.

we chose a sufficiently low temperature T/U = 0.02 such that the Andreev features are
readily identified by sharp contrast changes in color plots and steps in line cuts. For
|µ| = 0 there is only a weak and a strong pairing regime separated by the semi-circle of
radius U around the symmetry point δ = 0 [first panel from the left in Fig. 5.3(a)-(d)].
For generic bias |µ| < U/2 and |µ| > U/2 there are always three pairing regimes,
which can be distinguished for sufficiently low temperature [second and third panel in
Fig. 5.3(a)-(d), respectively]. Typically, as the pairing α is increased, the gate-voltage
dependence of all invariants shows qualitative changes at α = α±(0) = 2|U/2∓ µ|, see
the line cuts. For example, γc in the first panel of Fig. 5.3(a) shows a step-like structure
for weak pairing (blue, green, red line cuts), which gets completely suppressed when
changing to strong pairing (yellow line cut).

In Fig. 5.3 (a) and (c) [(b) and (d)] there is an overall pattern of the gate-voltage depen-
dence which is (anti-)symmetric in δ, respectively. This is characteristic of the (primed)
invariants γc and γs (γ′c and γ′s), which are the ones not involved (being involved) in
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transport and is clearly visible at low bias. The antisymmetric pattern explicitly reflects
the δ/δA dependence introduced by the pair resonance with the superconductor. In
addition to these similarities between panels (a) and (c), respectively (b) and (d), duality
reveals that in fact the functional dependence of Fig. 5.3 (a) and (b) [(c) and (d)] are more
closely related: (γc and γ′s) [γs and γ′c] share the same components [Eq. (4.36)].

We now discuss some particular features of the specific invariants. In Fig. 5.3 (a)
the shifted-invariant γc is the physical rate of charge decay and equals an average of
transition rates of the master equation (3.27), ∑τ W1,τ/2, i.e., whenever some transition
τ → 1 is enabled, it will show up additively in γc. Positivity of the transition rates
requires that γc is bounded by the parity decay rate γp and is positive [Eq. (4.48)]. In
addition, it is lower bounded by its T → ∞ limit:

1
2 γp ≤ γc ≤ γp . (5.13)

This means that the two decay-time scales γc and γp are always of the same order of
magnitude, thus transient measurements will always probe their interesting interplay
discussed later on. In Fig. 5.3(a), we see that γc reaches the upper bound in the weak
pairing regime, see the plateaus in line cuts. In the intermediate regime visible in the
panels on the right hand side, γc interpolates between the bounds (5.13) as δ is varied.
In the strong pairing regime, the charge decay rate is always suppressed to its lower
bound, γc ≈ γp/2.

Fig. 5.3 (b) shows the transport invariant γ′s connecting polarization decay to currents
[Eq. (4.66)]. Overall, the δ dependence is an S-shaped curve inverting its sign around
δ = 0 except in the moderate pairing regime, where the zero shifts in the direction of
the bias as α ≈ −µ/|µ|δ. This can be seen by the white area that is shifted in the central
circle with respect to the inner and outer ones.

Fig. 5.3 (c) shows the invariant γs which is the transition rate asymmetry taking
on both negative and positive values to favor transitions to τ = + over transitions to
τ = −. It is thus associated with the polarization of the even-parity energy states
(below). Importantly, it is suppressed in the weak pairing, low bias regime [first and
second panel] for low detuning.

Fig. 5.3 (d) shows the invariant γ′c related to charge transport rather than energy
transport. Importantly, for weak pairing and low detuning it is suppressed like γs for
low bias, but for high bias it behaves like γc in the weak pairing regime.
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Figure 5.4. Expectation values of polarization A and parity p in the stationary state
of the system (z) [(a) and (b)] and the dual system (z̄) [(c) and (d)]. Parameters and
conventions are the same as in Fig. 5.3.

5.2.3 | Polarization and parity
It is now straightforward to give an overview of the complete parameter dependence of
expectation values of the observables p and A. First, the polarization 〈A〉z = −γs/γc

plotted in Fig 5.4 (a) is non-zero whenever the transition rate-asymmetry γs is nonzero,
taking the opposite sign, it is amplified inmagnitudewhen the decay rate γc is small, see
Figs. 5.3 (a) and (c). Next, theboundaryvaluesof stationaryparity 〈p〉z = 1− 2(γ2

c −γ2
s )/(γpγc)

[Fig. 5.4 (b)] can be extracted from Figs. 5.3 (a) and (c): Having strictly parity 〈p〉z = 1, re-
quiresγc = |γs|, i.e., saturating thepositivityboundon the transition rate-asymmetry (5.13),
see the red and blue areas of Fig. 5.3 (c). Strict parity 〈p〉z = −1 instead requires |γs| = 0
[Fig. 5.3 (c)] together with γc = γp [Fig. 5.3 (a)] and gives the blue regions of Fig. 5.4 (b).

The dual polarization 〈A〉z̄ = γ̄s/γ̄c plotted in Fig. 5.4 (c) can be understood in the
same way by considering the dual invariants γ̄s = γs and γ̄c = γp − γc [Eqs. (4.35),
(4.47)] instead, i.e., inverting the colors in Fig. 5.3 (a). This leads to the result that the
dual polarization is almost always +1 for the considered bias sign (µ ≤ 0), except in the
weak pairing, high bias regime at low detuning in Fig 5.4 (c).

The dual parity 〈p〉z̄ = 1− 2(γ̄2
c − γ̄2

s )/(γ̄pγ̄c) plotted in Fig. 5.4 (d) then follows in

91



Chapter 5. Controlling transport currents in an NDS-device 5.3. Current non-monotonicity

the same way as above for the actual system: It is almost always +1 except in the weak
pairing, high bias regime in Fig. 5.4 (d) at low detuning.

Since the dual stationary values are important for understanding the dynamics of
the actual system, it is useful to also have an intuitive explanation by applying duality
“microscopically”: For the dual system, the interaction Ū = −U < 0 is attractive which
favors pairwise occupation and thus stationary parity 〈p〉z̄ = 1, see Refs. [48, 85]. The
only way to access odd (dual) parity states is to apply a sufficiently large voltage bias,
|µ| > U/2, and to tune the gate voltage to the weak pairing regime at low detuning,
around the symmetry point −U/2 < δ < 0. as in Fig. 5.4 (d). For the dual polarization
one argues similarly recovering the 〈A〉z̄ = −1 area in Fig. 5.4 (c).

5.3 | Non-monotonicity of the heat-and energy currents

As the transient charge current (4.66) is determined by a single amplitude a, there is
no competing behavior of different time scales, and it behaves montonically. Therefore,
an analysis based on spectroscopy plots is sufficient, which will be given in the next
Sec. 5.4. By contrast, the transient energy- and heat-currents feature more intricate
dependencies on the initial state and on time, as in general both amplitudes ac and ap of
the state evolution (4.61) contribute. This derives from the fact that the dot energy HD

is a two-particle quantity –in contrast to charge– allowing to probe the full correlated
proximized dot state. Hence we give a preliminary analysis, before we analyze the
parameter dependence of the heat current in the two switch scenarios in Sec. 5.4.3.

5.3.1 | Initial-state dependence

To highlight the dependence on the initial condition, the transient heat current can be
decomposed as

IQ(t)− IQ(∞) = (5.14)

IQ,A(t)
[
〈A〉ρ0 − 〈A〉z

]
+ IQ,p(t)

[
〈p〉ρ0 − 〈p〉z

]
into transient heat current contributions flowing in response to an initial “excess” of
quantities A and p on the proximized dot relative to their stationary values. The prefac-
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tors are given by

IQ,A(t) = (5.15){
1
2

(
δA −U

(
1− γp

γc
e−(γp−γc)t

)
〈A〉z̄

)
γc − µγ′s

}
e−γct

IQ,p(t) = U γp
4 e−γpt . (5.16)

The transient heat current thus probes both the decay of the excess polarization and
parity. It is in principle possible to prepare suitable energy-mixtures |ρ0) for which
these responses can be measured separately:

For initial states with 〈A〉ρ0 = 〈A〉z the second term in Eq. (5.14) constitutes the full
heat current with a response IQ,p(t) that depends only on the interaction U and the
bare coupling γp = Γ. It is independent of all other parameters, in particular, of the
pairing α induced by the superconductor. Again, for the basic physical initialization
procedures (5.9) considered here, the condition 〈A〉ρ0 = θ〈A0〉z0 = 〈A〉z is achievable by
tuning parameters. In this case the transient charge current vanishes [Eq. (4.66)] due to
the choice of initial condition when γ′s 6= 0 [Fig. 5.3 (b)].

By contrast, for initial states with 〈p〉ρ0 = 〈p〉z only the first term in Eq. (5.14)
contributes, and it depends nontrivially on all parameters. Interestingly, the sign of the
interaction contribution to IQ,A(t) is reversed at a time t1 ∈ [γ−1

p , γ−1
c ] given by

t1 =
ln(γp/γc)

γp − γc
. (5.17)

For example, for strong pairing α > αmax [Eq. (5.11)], the decay rates differ maximally
γc = γp/2 [Eq. (5.13)], while the sign change takes place at t1 = ln(2)γ−1

c .

5.3.2 | Non-monotonicity of the time-dependence

Due to their two-particle nature the transient energy- and heat currents also probe the
state of the proximized dot through their double-exponential time-dependence (4.80a)
that generically follows after either switch (5.8) or (5.3). Although this proximized dot
is expected to have two finite timescales—based on its Liouville-space dimension 3 and
1 constraint by trace preservation—only by means of their amplitudes we can tell that
interaction U is required for both scales to be relevant (ap = 0 for U = 0). This extends
the considerations of Ref. [17] without a superconductor (α = 0).

The heat current (4.80a) can exhibit non-monotonic decay since the amplitudes ac

and ap can have opposite sign. In fact, there are two types of such behavior. Firstly, the
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transient IQ(t)− IQ(∞) will pass through zero at time

t0 =
ln(−ap/ac)

γp − γc
, (5.18)

provided this expression is positive. In this case the fast parity decay has a larger
amplitude than the slow charge decay with opposite sign, 0 ≤ −ac/ap ≤ 1. It will
therefore initially push the transient through zero, i.e., the heat current intersects its
stationary asymptote once, IQ(t0) = IQ(∞), before decaying to it from the opposite side.

Secondly, the presence of a zero implies that there is a local extremum—either a
maximum or a minimum—at later time. However, having a zero is not a necessary
condition: a local extremum can occur at a time

t2 =
ln[−(γpap)/(γcac)]

γp − γc
= t0 + t1 (5.19)

whenever 0 ≤ (−γcac)/(γpap) ≤ 1. In this case the initial rate of change of the parity
decay term dominates that of the opposing charge decay,

|(d/dt)ape−γpt|t=0| > |(d/dt)ace−γct|t=0| ,

without necessarily inducing a zero. Although the time t0 is negative when there is no
zero [Eq. (5.18)] it can still be compensated by t1, the positive time (5.17) at which the
interaction contribution to IQ,A(t) reverses its sign [Eq. (5.16)].

We stress that the scales t0, t1 and t2 characterizing the transient heat current profile
in time are not the two decay time scales of the state evolution (γc, γp), but functions of
these for (t1) and of their amplitudes for (t0, t2). They emerge only due to interaction.

A simple quantifier of the profile of the transient heat current is provided by its
extremal value at t2 relative to its initial value:

IQ(t2)− IQ(∞)

IQ(0)− IQ(∞)
= R

(
γc

γp
,

ac

ap

)
, (5.20a)

which depends only on ratios of decay rates, x = γc/γp, and amplitudes, y = ac/ap,
through the function (y ≤ 0)

R(x, y) = (−yx)
x

1−x
y

y + 1
(1− x). (5.20b)

The possible values are plotted in Fig. 5.5 as function of the two ratios. Its sign in-
dicates the type of non-monotonicity and its magnitude quantifies its degree. For
y ≤ −1/x and y ≥ 0 (not shown) there is no extremum. We thus see that the ini-
tial value IQ(0)− IQ(∞) = ac + ap does not characterize the visibility of the transient
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Figure 5.5. Possible values of the non-monotonicity quantifier R [Eq. (5.20)] as function
of the possible values of the ratio of decay rates and of amplitudes. The insets show
examples for non-monotonic profiles of the transient heat current as function of time for
decay with a zero (blue, −1 ≤ y < 0), for decay without a zero (red −1/x ≤ y < −1)
and an intermediate case (green, y = −1). In the latter case the transient heat current is
both initially and finally zero.

heat current, quantifying the maximum amplitude of the time-dependent evolution.
Instead, one needs the extremal value relative to the initial value, given by R. Note that
for the special case of complete initial cancellation ac = −ap the value |R| diverges, see
Fig. 5.5, inset with green curve. In this case it is insightful to use the extremal value of
the transient relative to ap to characterize the visibility:

[IQ(t2)− IQ(∞)]/ap = x1/(1−x)(1− 1/x) . (5.21)

The expression depends only on x = γc/γp and quantifies the degree of nonmonotonic-
ity.

5.4 | Amplitudes of transient transport observables -
from the perspective of 2d spectroscopy

In Secs. 5.2.2- 5.2.3, we gave an overview of the behavior of the six quantities, four invari-
ants and two observables, characterizing the transport problem in the different transport
regimes [Sec. 5.2.1]. We now proceed with analyzing a few parameter regions of interest
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in more detail. In this section, the analysis of transient transport will be complementary
to the one given in Secs. 5.2.2- 5.2.3, as based on a microscopic understanding of the
processes involved in the transient decay, it will be oriented along the entire current
(amplitudes) and less explicitly related to the four duality invariants.

5.4.1 | Strategy in extracting real and dual stationary states

Still exploiting fermionic duality, wewill use that to a large extent the current amplitudes
as transient quantities can be expressed in terms of averages of observables, evaluated
in the real and dual stationary states. In view of systematically exploiting the four-
dimensional parameter space with respect to characteristic changes in the observables
of interest and thereby specifying different transport regimes, we therefore aim at un-
derstanding the real and dual stationary states as a function of (ε, α, U, µ) in a first step,
hence very differently from Secs. 5.2.2- 5.2.3. This can be achieved once the few relevant
state transitions, which contribute to the master equation, as well as their associated
particle transfers between the metal and the dot can be efficiently extracted for any given
values of the four parameters.

In extracting the stationary state for a given point in parameter space, we proceed
in the following way: From Fig. 3.4, we determine which of the four energy thresholds
(black curves) are passed (µ− Eη,τ ≷ 0) for given values of (ε, α, U, µ). From Table 3.1,
the corresponding real and dual state transitions can then be extracted together with
the associated particle transfers from the metal to the dot, as indicated by the arrows

e
�
h
,

h
�

e
in the first row of columns 4 and 5. As can be concluded from the coupling

rates Γ± (blue curves) in Fig. 3.4, the total number of eight processes listed in Table 3.1
is reduced by half, when the superconductor is off-resonant with the proximity effect
(|δ| >> α) and one of the coupling rates vanishes. This agreeswith the fact that a specific
directed state transition (τ ← 1, 1← τ) can only be realized by a single associated charge
transfer (e or h) between the metal and the dot, when there is no hybridization of the
even-parity charge states due to the absence of the superconductor. In contrast, near the
particle-hole symmetry point (|δ| << α), the hybridization is at maximum, and all eight
processes listed in Table 3.1 contribute with equal coupling strengths (Γ± =

γp
2 ), if the

corresponding energy thresholds indicated in the first column are passed. This agrees
with the fact that a specific directed state transition (τ ← 1, 1 ← τ) can in principle be
realized by both charges, an e or a h being transferred from the metal to the dot, due to
the hybridization of the superconductor, compare e.g. row 2 and 5 of column 4.

Applying this strategy, we provide a detailed analysis of the amplitudes of transient
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charge and heat decay in this Sec. 5.4, comparing the two opposite switch scenarios
introduced in 5.1. We start with the transient charge current amplitude [Sec. 5.4.2]
to provide a detailed overview of the charge transfers involved in the transient decay,
before we combine this understanding with the duality-motivated expressions for the
heat current amplitudes. The heat current amplitudes will be discussed in 5.4.3.

5.4.2 | Charge current amplitude at zero chemical potential
We discuss first a fast switch and next a slow one.

5.4.2.1 | Fast switch

Figure 5.6. Charge amplitudes a after a fast switch at zero chemical potential and
temperature T = 0.1U: (a) for weak pairing α = 0.48U, (b) for strong pairing α = 1.44U,
(c) for different pairing strengths α at initial gate voltage ε0 = −3U.

Limit of zero α. Before analyzing our results for the charge current, we briefly describe
as reference the case where the superconductor is absent (α = 0) and the initial state
is prepared by a sudden switch. In this limit, previously discussed in Ref. [17], the
currents are purely transient, such that the charge current reads IN = ae−γct.

In Fig. 5.6 (a), the behavior of the amplitude a for this limit of α = 0, is represented by
the red and blue off-diagonal blocks, neglecting the white horizontal line, which is due
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to the superconductor. For α = 0, Eq. (4.66) reduces to (charge decay rate) × (excess dot
charge), a = γc(N0 − Nz). As a function of the level position before the switch, ε0, the
amplitude follows the initial stationary occupation N0 = trNDz(ε0), changing stepwise
at ε0 = 0 and −U as was explained in Fig. 5.1 (a). However, both γc and Nz = trNDz(ε)
change as a function of the final level position ε, resulting in only a single symmetric
step from zero to a = ±2Γ with ε0-dependent position, ε = 0 for ε0 ≥ 0 and ε = −U for
ε0 ≤ −U, respectively. An additional step that one might expect at ε = −U is absent
since although N0 − Nz decreases from 2 to 1 with increasing ε, this is compensated by
the simultaneous increase of the γc factor from Γ to 2Γ.

Limit of nonzero α. Wenowdiscuss the impact of the superconducting coupling on the
decay amplitude a of the charge current IN = ae−γct into the metal when the dot is cou-
pled to a superconductor at zero bias µ = 0. The amplitude a is plotted in Fig. 5.6(a)-(b)
as a function of the initial, ε0, and final level position, ε, for different superconducting
coupling strengths α.

Limit of weak pairing α� U. For the weak pairing α� U in Fig. 5.6(a) the supercon-
ductor only modifies the above described known behavior by introducing a pronounced
dip at the symmetry point ε = −U/2 of the final gate voltage independently of ε0. As seen in
the line plots of Fig. 5.6 (c), this dip broadens with increasing pairing α. The current gets
completely suppressed at the symmetry point because the transitions between Andreev
states occur both by the transfer of electrons and holes at equal transport rates Γ+ = Γ−.

For example, consider the switch ε0 = −3 U → ε = −U/2 [blue cut in Fig. 5.6(c)].
Here, the dot is in the double occupied state |2) before the switch, such that right after
the switch the initial state of the decay is |ρ0) =

[
|+) + |−)

]
/2, see the discussion

of Eq. (5.8). Since α � U is small, the final state is single occupied, |z(ε)) ≈ |1). The
decay

[
|+)+ |−)

]
/2 → |1) occurs both by tunneling of an electron and of a hole into

the metal contact with equal probabilities. Their contributions to the charge currents
cancel out leading to the full suppression at the symmetry point. Electrons and holes
tunnel with approximately the same probability in the vicinity of the point. This area
increases with α as explained in Fig. 5.6(b,c). Thus the dip broadens.

In contrast to the final gate voltage at the symmetry point, we note that for µ = 0
the superconductor introduces no modification at the symmetry point ε0 = −U/2 of the
initial gate voltage, i.e., along a vertical line in Fig. 5.6(a,b). For α� U, the reason for this
behavior is that the state is single occupied, |z(ε0)) ≈ |1), before the switch and thus
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also right afterwards [Eq. (5.8)].

Figure 5.7. Schematic overview of zero temperature energy thresholds µ− Eη,τ (Table
3.1) for the cases of (a) µ = 0 and weak pairing α, (b) strong α, (c) µ > 0 and weak α and
(d) moderate α. δ± specifies the region of detuning, as introduced in Sec. 5.2.1.

Limit of strong pairing α ≥ U. For strong superconducting coupling α & U, the
state is initially |−0), an equally-weighted superposition of 0− 2-charge states, which
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after the switch to an off-resonant region is represented by |−0) =
[
|+) + |−)

]
/2.

After the switch one of its components ± decays to the opposite off-resonant stationary
component, either via an e- or an h-sequence, see table 3.1 in 3.4 and panel (b) of Fig. 5.7.
Therefore the current is neither suppressed along the vertical line for strong pairing
α & U.

In general, going to strong pairing α & U, the overall behavior of the amplitude
completely changes as illustrated in Fig. 5.6 (b)-(c). The dip at the symmetry point
ε = −U/2 turns into a sign change of a, i.e., the transient charge current is reversed on
one side. The step of a to values a = ±γp is now non-symmetric and effectively located
at the symmetry point ε = −U/2 with a tail broadening with increasing α. As can be
seen in Fig. 5.6 (c), the magnitude of the reverse current initially grows with increasing
α, reaching a maximum which is then suppressed.

This change of behavior starting when α ∼ U can be understood as follows. For
ε at the symmetry point, the final state to which the system decays is |z(ε)) ≈ |−)
instead of |1) as for weak pairing. Thus for strong pairing α & U we have a decay[
|+)+ |−)

]
/2→ |−) at the symmetry point, coming from the pure off-resonant charge

state 2 for ε0 = −3U. At the symmetry point, particle- and hole contributions to the
decay are equally weighted and cancel to zero net current, see Fig. 5.7(b) and Table 3.1
in 3.4.

For ε < −U
2 , due to hybridization with the superconductor the + -contribution in

the initial mixture contains a charge contribution 0 opposite to the stationary 2-charge
in this region. This causes a reversed transient current, see Fig. 5.6(b)-(c). Technically,
this sign change arises in (4.66) due to the factor Γ+ − Γ− in a, since for strong pairing
the sign of (A|ρ0)− (A|z) is independent of ε.

5.4.2.2 | Slow switch

We now discuss the results for the transient charge current after a slow switch, as
introduced in 5.1.2. Differently from the fast gate switch, the slow switch is performed
on a timescale larger than α−1 but much shorter than Γ−1. The stationary state before
the switch therefore evolves unitarily to the initial state after the switch, following the
gate-dependent hybridization of even parity charge states due to the presence of the
superconductor. In contrast to the fast switch, part of the initial dot charge is therefore
already exchanged with the superconductor, before the onset of the transient decay.
We now discuss this behavior in more detail by comparing the slow switches indicated
in Fig. 5.8(a)-(b) with the corresponding fast ones in Fig. 5.6(a)-(b) discussed in the
previous Sec.5.4.2.1.
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Figure 5.8. Charge amplitudes a after a slow switch at zero chemical potential and tem-
perature T = 0.1U (a) for weak pairing α = 0.48U and (b) for strong pairing α = 1.44U.
(c) For the final (initial) far off-resonant state |−) = |0) (|−0)), a horizontal (vertical)
linecut a(δ(0)) is given, respectively.

Limit of weak coupling α. In the limit of weak coupling α < U, the gate parameter
region of the pure stationary |1)- state is confined by δ(0) = ±

√
U2 − α2, corresponding

to the colored cross in Fig. 5.8(a). Outside this region, the system is always in the
stationary |−)-state, see Fig. 3.4 and Table 3.1. The stationary |+)- state can be only
excited at non-zero bias. Otherwise it is not excited during the switching procedure due
to the unitary evolution. As a result, here we do not find any transient charge decay in
the off-diagonal blocks of Fig. 5.8(a), as the stationary state at the initial gate parameter
|−0) evolves unitarily into the corresponding one at the final gate parameter |−).

Note that the gate-dependent hybridization of 0− 2-charges due to the presence of
the superconductor becomes visible in the current sign change around the symmetry
point ε = −U

2 of the final gate. Next, let us argue why there is the sign change. Depend-
ing on the weight Γ+(Γ−) of 0(2) charges in the initial |−)-state after the switch, the
transient decay towards the |1)-final stationary state occurs preferably via e(h)- transfers
to the dot, when Γ+ > (<)Γ−, corresponding to the blue (red) regions in Fig. 5.8(a),
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respectively. For comparison, see also the blue lines in panel (a) of Fig. 5.7 and rows 2
and 3 of Table 3.1. In the vertical part of the cross in Fig. 5.8(a)-(b), however, there is no
such sign change of the current, as the initial state |1) decays to pure off-resonant charge
states, either |−) = |0) (or |2)), corresponding to ε > (<)− U

2 , respectively.

Limit of strong pairing α. In this limit of α, we observe that transport is merely
temperature induced. Let us first discuss the vertical part of the colored cross, see Fig.
5.8(b). Differently from the case of weak pairing, we expect the system to always be in
the stationary |−)-state, independently of the chosen initial and final gate parameters,
based on the zero temperature energy thresholds established in Table 3.1, see also the
corresponding panel (b) of Fig. 5.7 for this regime of α. As the initial state evolves
unitarily into the final stationary state during the slow switch, there should then be
no transient charge flow on average based on that expectation. However, the average
charge current is nonzero as shown in Fig. 5.8(b), but considerably reduced in strength
compared to the α = 0.48U case (Fig. 5.8(a)). It is therefore a mere temperature effect, as
we explain in the following.

For the pairing strength α = 1.44U, the zero-temperature thresholds for transient de-
cay into or from the 1-state and therefore the condition for a nonzero current amplitude,
can be effectively passed by excitations of the Fermi sea around the symmetry point, as
−Eη,τ ∼ 2kBT holds there, with 2kBT the broadening of the Fermi function. In more
detail, the relevant temperature-smeared quantity for the vertical part of the cross in Fig.
5.8(b) is the initial |1)-stationary occupation, given by

ρ1 =
f−+−

1.5 f−+− + 0.5
.

It follows the shape of the addition energies Eη,τ for the corresponding− → 1-transfers,
the contributing excitations thereby moving δ-symmetrically into the tail of the Fermi-
functions. Therefore, the |1)-stationary occupation has a maximum at the symmetry
point, decreasing δ-symmetrically to zero (see Fig. 5.8(c)). The transient charge ampli-
tude is then given by ρ1

γp
2 , as the decay occurs off-resonant at the constant ε-independent

transport rate γp
2 , all corresponding energy thresholds being 1.

Let us now discuss the horizontal part of the cross, see Fig. 5.8(b). Differently from
the vertical part of the cross, the temperature broadening does not enter the initial
|−)-occupation, which is off-resonant 1 (either the 0 or the 2-charge state), but the
Fermi functions of the transient transport rates enter instead. The charge amplitude is
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determined by the − → 1-transfers given in the 2nd and 3rd row of Table 3.1 . Both
transfers are realized by excitations in the Fermi function f−+−, as the corresponding
zero-temperature energy thresholds cannot be fulfilled. The total amplitude is then
given by the transport rate

a = f−+−(Γ− − Γ+),

see Fig 5.8(c). Differently from the vertical part of the cross, the horizontal part is there-
fore completely suppressed at the symmetry point, as the Γ± compensate there. Their
difference increases with increasing δ, the excitations moving into the tail of f−+−. These
opposite tendencies in the transport rate result in a total reduction of the temperature-
induced horizontal charge amplitude as compared to the vertical one, see Fig. 5.8 (c).

In summary of the analysis of the charge current, we provided a detailed understand-
ing of the changes in the current direction. We explained the difference between slow
and fast switches as a function of the pairing strength. In particular, we understood that
for strong pairing after an adiabatic switch, transport is merely temperature induced.

5.4.3 | Heat current amplitudes
Having discussed the transient charge current amplitudes at zero chemical potential for
both switch-scenarios, we will now discuss the amplitudes of the heat current. The heat
current is the more relevant spectroscopic tool for Coulomb interaction. In 5.4.3.1, we
discuss the amplitudes similarly to the charge amplitudes, at zero chemical potential
for the pairing strengths α = 0.48U and α = 1.44U. Afterwards, the charge amplitude
ac and the parity amplitude ap will be further analyzed at nonzero chemical potential
in 5.4.3.2. There we will restrict the analysis only to the fast switch scenario, as both
scenarios result in less diverse behavior, when there are more excitations in the system.
We choose the fast scenario, as the signature of attractive Coulomb interaction in the
dual system (previoulsly discussed in Ref. [17]) is specific to this scenario. Finally, we
discuss a region of a negative heat current after an adiabatic switch, which is related to
the spin-degeneracy of the 1-charge state.

5.4.3.1 | Zero chemical potential

Fast switch: both amplitudes relevant. After a fast switch at zero chemical potential,
there are gate parameter regions for which the |+)-state is initially populated after the
switch, and transient two-particle transport takes place to the final |−)-stationary state,
see the discussion of the charge amplitude a in 5.4.2.1 . Therefore, not only ac, but also
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Figure 5.9. Heat current amplitudes after a fast switch at zero chemical potential and
temperature T = 0.1U: (a) charge amplitude ac for weak pairing α = 0.48U and (b) ac
for strong pairing α = 1.44U; (c) parity amplitude ap for weak pairing α = 0.48U and (d)
for strong pairing α = 1.44U. (e) Heat current amplitude ac decomposed into its factors,
−E+,− (blue) and 〈A〉ρ0 (red) for the case of weak pairing, α = 0.48U (solid) and the
normal conducting case α = 0 (dashed). The initial state is off-resonant, |ρ0) = |2).

the second heat current amplitude ap plays a role, which accounts for the interaction
energy U, a many-particle property. In the following, it is therefore essential to discuss
the splitting of the total initial heat current into its two transient amplitudes by analyzing
their explicit expressions, which are motivated by duality, see Eq. (4.80b). Here the mi-
croscopic physical picture related to the total heat current (transferred addition energies
x transport rates) is no longer sufficient to understand the transient decay on different
time scales.

Off-resonant region. In the following, we will analyze different regions of the spec-
troscopy plots in the limit of weak pairing. We start as reference with the region that
is off-resonant with the proximity effect. We thereby reproduce results from [17] in the
polarization basis that is specific to our setup with a superconductor.
The charge amplitude for α = 0.48U is given in Fig. 5.9(a), (see also the correspond-
ing charge amplitude of the charge current in Fig. 5.6 (a)). We first describe the gate-
parameter regions off-resonant with the proximity effect, where two-particle decay takes
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place (δ0 < δ±, δ > δ± or vice versa): They have been previously discussed in [17] in the
dot-charge basis in the limit of α = 0:

ac =

[
ε +

U
2
[2− 〈ND〉z̄]

]
γc
[
〈ND〉ρ0 − 〈ND〉z

]
. (5.22)

As expected, our expression for ac in theAndreev-polarization basis reproduces Eq.(5.22)
from [17] in the off-resonant region: Note that the dual system is always in the final
|+)−stationary state at zero chemical potential, independently of the initial and final
gate parameters, see panel (a) of Fig. 5.7 and column 4 of Table (3.1). Therefore, 〈A〉z̄ = 1.
Furthermore, γs′ = γc in the charge amplitude a, see Eq.(4.66). Therefore the prefactor
in Eq.(4.80b)

1
2
[δA −U] = ε +

U
2
[2− 〈ND〉z̄]

can be interpreted as an average energy transported per particle in the same manner as
in Ref. [17], while ap accounts for the interaction energy:

ap = γpU(z̄P|ρ0) = (+|+) = γpU.

On-resonant region. We now focus on the gate parameter region, approximately
corresponding to the |1)−stationary occupation at the initial or final gate parameter,
|δ0| ≤ δ± or |δ| ≤ δ±, respectively. For simplicity, we restrict the discussion to the left
lower quarter of the spectroscopy plots, ε0, ε < 0, the upper right one following from
symmetry. We first note that ac is not symmetric under exchange of initial and final gate
parameters: The horizontal stripe of the lower left block in ac is determined by oscillations,
see Fig. 5.9 (a), while in the vertical stripe, ac does not change sign. The latter is due to the
fact that the initial pure |1)−stationary state before the switch does not change during
the switch. Afterwards, it decays into the final |−)-stationary state via a single electron
transfer to the dot. Therefore, ac merely depends on the final gate parameter ε in this
region, while ap as a many-particle property vanishes.

Differently, in the horizontal stripe, the initially off-resonant |2)-state before the switch,
is after the switch transformed into a mixture of Andreev-states |ρ0), its weights being
determined by ε. Especially, |2)→ |ρ0) =

|+)+|−)
2 at the symmetry point. Therefore, ac

depends crucially on the final gate ε via the polarization of the initial state 〈A〉ρ0 ,

ac =
1
2
[δA −U]γc〈A〉ρ0 = −E+−γc

δ

δA
. (5.23)

Here we used 〈A〉z̄ = 1 and 〈A〉z ≈ 0 in the final |1)-stationary region corresponding to
the horizontal stripe and γc ≈ γp for weak α.
For later comparison let us now explain the origin of Coulomb oscillations in the same
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final |1)-stationary region at zero superconducting pairing, before we discuss Eq. (5.23)
in more detail.
Coulomb oscillations for zero superconducting pairing. In the α = 0−limit, ac increases
linearly with δ up to U

2 γp at δ = 0, where it changes sign to −U
2 γp. When considering

ac in the charge basis according to Eq. (5.22), it was possible to relate the cusp at δ = 0
to a corresponding step-like change of the dual stationary state from |0) to |2) (note
that (A|ρ0 = 2) = (N|z̄) − 1 for α = 0). At δ = 0, two charges are simultaneously
transferred when varying between stationary (rather than transient) states, instead of
sequentially traversing the 0, 1, 2-stationary charge states in the dual system.

This fact can be related to the Coulomb interaction being attractive in the dual sys-
tem: The dual electrostatic threshold for the 0− 2 transition (short: Coulomb threshold)
is given by ε− µ = −U

2 , coinciding with the symmetry point at µ = 0, while the corre-
sponding threshold for the 0− 1 transition is shifted to higher gates in the dual system.
Therefore, the oscillations of ac in the final |1)-stationary region are a signature of at-
tractive Coulomb interaction in the dual system, see Ref.[17].
Now we explain the changes with respect to the normal conducting reference that are
caused by superconducting pairing.
Coulomb oscillations for weak superconducting pairing. The final dual stationary state
|z̄) = |+) is in a coherent equally weighted superposition of 0- and 2-charge states
at the symmetry point, independently of the strength of α, as long as α fulfills the limits
specified in Sec. 3.3 (α > T). Varying δ, the charge superposition interpolates between
the pure 0- and 2 dual final stationary charge states, which are off-resonant with the
proximity effect.

In the same manner, the polarization 〈A〉ρ0 =
δ√

δ2+δ2
A
of the initial state

|ρ0) = |−0) = |2) after the switch, interpolates smoothly between the polarizations −1
and 1 of the α = 0-case, when varying δ between the off-resonant regions, see Eq. (5.23)
and Fig. 5.6(e) . Especially, it is zero at the symmetry point, when ρ0 = |−0) =

|+)+|−)
2 ,

and the width of the resonant region increases with α. Therefore, the oscillations in
ac get suppressed with nonzero α and hence the signature of the attractive Coulomb
interaction in the dual system. We note that the light-blue shaded region in ac near
δ = δ± is a consequence of the nonzero temperature, which will be discussed in more
detail in 5.4.2.2 and 5.4.3.2. There it shows up in the same manner for the adiabatic
switch.
Coulomb oscillations for strong pairing: Further increasing α to the strong pairing regime,
the real final stationary state is, apart from thermal smearing, populated in the |−)−state,
see Fig. 5.9 (b) for α = 1.44U. Consequently, the 〈A〉ρ0 factor in Eq. (5.23) is shifted by 1,
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as 〈A〉z = −1 in Eq. (4.80b). Therefore ac ≥ 0 and the Coulomb signature is completely
suppressed in this pairing regime. Next we go back to the weak pairing regime and
discuss the parity amplitude.
Parity amplitude ap. Differently from ac, ap is zero for weak pairing in the vertical stripe
(|δ0| < δ±), see Fig. 5.9(c), as in this region, only single particles are transferred in
transient transport between the initial |1)-state after the switch and the final off-resonant
|−)-stationary state.

In the region of the final |1)-stationary state (horizontal stripe), ap is determined by the
+-component of the initial off-resonant |−0) = |2)−stationary state before the switch,

ap = γpU
1
2
(1 +

δ

δA
).

In the final |1)-stationary region, ap therefore interpolates smoothly between 0 in the
lower (δ < 0) off-resonant block and 1 in the upper (δ < 0) off-resonant block. At
the symmetry point ap = γp

U
2 . Therefore, in the same manner as ac, the step like

increase of ap at δ = 0 from 0 to γpU in the α = 0-limit, (which is a direct consequence
of the change between |0)-and |2)-stationary charge states), gets smeared due to the
hybridization of the 0 and 2 charge states in the presence of the superconductor. The
region of hybridization and therefore the smearing of the step in ap further increases
with α, see Fig. 5.9(d) for α = 1.44U.
Strong pairing and the similarity of ac and ap. Finally, we discuss the similarity of ac and ap

for strong pairing, see Fig.5.9 (b),(d), by giving their explicit forms in this limit of α. First,
we note that the real stationary state |z) = |−) for any gate parameters. Furthermore,
〈A〉z̄ = 1 and γc ≈ γp

2 . Therefore ac reads

ac = −E+−
γp

2
[〈A〉ρ0 + 1],

its δ- and α-dependence entering via δA and Aρ0 . For ap, we use the form given in
Eq.(4.81) and note that ∆p = 0, as the final and initial stationary states are always in the
even parity sector for any gate parameters. Therefore,

ap = U
γp

2
[〈A〉ρ0 + 1]

is invariant under the exchange of initial and final gate parameters. So ac and ap

merely differ in their energy prefactor in the limit of strong α: ap accounts for U, while
E+− = E− − ε can be considered as the addition energy from the 1 to the − state, which
is realized via transfer of a single particle (or hole).
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Slow switch: At zero chemical potential, the charge amplitude ac of the heat cur-
rent after a slow switch takes a particularly convenient form. As the parity amplitude
vanishes, ac equals the total initial heat current and the duality-motivated expression
in Eq.(4.80b) can hence be directly related to a microscopic understanding in terms of
transferred particles and associated addition energies Eη,τ. In this section, we therefore
restrict the discussion to ac in themicroscopic picture in analogy to the charge amplitude
discussed in 5.4.2.2, for weak (strong) pairing, α < (>)U, respectively.

The transient heat current amplitude is determinedby the initial state after the switch,
by the state transitions possible for the chosen initial and final gate parameters, as well as
by the associated transferred addition energy. For an overview of the relevant states, we
refer to the discussion of the corresponding charge amplitude in 5.4.2.2, for α = 0.48U
and α = 1.44U. In contrast to the charge current, the heat current does not depend on
the type of transferred charge (particle or hole) during a specific process at zero chemical
potential. It takes the following simple form, which applies in general to the adiabatic
switch, for weak and strong pairing

ac = −(HD|Wρ0) (5.24)

= −ρ0,−∑
η

Wη
1,−E−,− − ρ0,1 ∑

η

Wη
−,1E+,−. (5.25)

Here, E−,− = ε− E− and E+,− = E− − ε denote the addition energies associated with
the − → 1 and 1→ − state transitions, respectively, η = ± denotes the type of particle
transferred between the metal and the dot.
Limit of weak coupling. For weak coupling, α = 0.48U, the vertical part of the cross in

Fig 5.10(a) is therefore determined by −E+,−(ε), increasing with increasing distance δ

from the symmetry point. Similarly, a line cut through the horizontal part of the cross,
is determined by −E−,−, see also Fig. 5.7, panel (a). It is therefore reduced in strength
compared to the vertical part, as the transient transport takes place near the symmetry
point in the horizontal case and far off resonant in the vertical case. Note, that the two
sign changes in the horizontal part of ac are directly related to the corresponding ones
in −E−,−, while the type of transferred charge remains the same, compare ac with the
charge amplitude a in Fig. 5.8 (a).

The sign changes in ac are the consequence of a nonzero temperature, which pro-
vides excitations of the Fermi sea in gate parameter regions |δ| > δ±. In this region,
transient transport into the |1)-state is forbidden according to the zero-temperature en-
ergy thresholds in Table 3.1 . The effect can be related to an entropy increase due to the
degeneracy of the final |1)- state and will be discussed in more detail in 5.4.3.2.

108



Chapter 5. Controlling transport currents in an NDS-device 5.4. Amplitudes-2d spectroscopy

Figure 5.10. Heat current amplitudes after a slow switch at zero chemical potential and
temperature T = 0.1U: (a) charge amplitude ac for weak pairing α = 0.48U and (b) ac
for strong pairing α = 1.44U. The parity amplitude ap is zero (not shown).

Limit of strong coupling. For strong coupling, α = 1.44U, all charge transfers are enabled
by thermal energy, see the discussion of the corresponding charge amplitude in Fig.
5.8(b). The red part of the horizontal region in Fig. 5.10 (a) vanishes with increasing
α, as −E−,− is shifted below zero, see panel (b) of Fig. 5.7 . Note that contrary to the
previously discussed case of weak pairing, for strong pairing it is the transferred charge,
which changes sign with ε, while the addition energy remains positive, compare ac in
Fig. 5.10 (b) with the charge amplitude in Fig. 5.8 (b). In the vertical part of the cross in
Fig. 5.10 (a), the sign of ac remains constant with increasing α, as−E+,− does not change
sign far off-resonance.
Zero parity amplitude. Finally, we justify the zero parity amplitude after a slow switch at
zero chemical potential, thereby referring to its dualitymotivated formgiven inEq. (4.81).
After an adiabatic switch, the dual stationary state z̄ is independently of the initial and
final gates, always in the |+) state for any pairing strength α. This can be concluded from
the panels (a)-(b) in Fig. 5.7 and the corresponding allowed dual transitions in column
4 of Table 3.1. In the real system, however, only the |1)- and |−)-states are populated,
as during the switching procedure the |−)-state at the initial gate parameter transforms
unitarily into the |−)-state at the final one, thereby leaving the |+)-state unpopulated.
Therefore, ap is zero according to Eq. (4.81). This illustrates the fact that ap ∝ U accounts
for the interaction energy, a many-particle property. After the adiabatic switch, the final
stationary state is reached via single particle transfer between the metal and the dot.
Therefore, no interaction energy is transported and ap vanishes.
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In summary, we have discussed ac and ap at zero chemical potential. In this case,
the Coulomb threshold, ε − µ = −U

2 , which is visible in the heat current amplitudes
after the fast switch, coincides with the symmetry point, ε = −U

2 , where the effect of the
superconductor is dominant. We found that the signatures of dual attractive Coulomb
interaction in ac and ap get suppressed at sufficiently large superconducting pairing. In
the following, we split these two interaction effects in parameter space by applying a
suitable chemical potential. The effect of the dual attractive Coulomb interaction is then
unaltered compared to the purely normal conducting system of a metal and a quantum
dot [17], as it occurs in the off-resonant region of the parameter space. Therefore,
in the following, we restrict the discussion to the gate parameter regions, where the
superconductor is resonant with the proximity effect.

5.4.3.2 | Nonzero chemical potential-for a fast switch

Figure 5.11. Charge amplitudes of the heat current (a) ac and (b) ap after a fast switch
at the chemical potential µ = 3.0 U and temperature T = 0.1U. The pairing is weak,
α = 0.8U. (c) Approximation of the S-shape of ac (red) near the final symmetry point
ε = −U

2 by the result aIc (blue) from an effective master equation. The energy factor E
(dashed green) and polarization factor ∆A (solid green) that contribute to aIc are given
separately, as well as the tunneling rates Γ± (black), the latter offset for clarity.
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Stationary limit. In the high bias regime, |µ| ≥ U
2 , all energy basis states +,−, 1 can

be populated in the stationary limit when varying the gate, if the pairing α is chosen to
be weak, α < αsign(µ)(δ = 0), see panel (c) of Fig. 5.7. Especially, at the symmetry point,
the system is in a mixture of all states, 1

4 [|+)+ |−)] + 1
2 |1), which is also identical to the

dual stationary state at this point.

Charge amplitude: choice of chemical potential to preserve Coulomb oscillations.

The Coulomb-oscillations are specific to the region of moderate detuning (short the II-
region), δ+ < δ < δ−, see panel (c), Fig. 5.7, where the real stationary state is the |1)-state
and the dual stationary state changes from 0 to 2, (here + to −) with increasing δ. Note
that in this region ac in Eq. (4.80b) can be written as

aIIc ≈

−γp[µ− E++] if〈A〉z̄ = −1,

−γp[µ− E−−] if〈A〉z̄ = 1.
(5.26)

Here we used 〈A〉z = 1, 〈A〉ρ0 = 1 and off-resonant transport rates, γI I
s′ ≈ γc ≈ γp as

Γ+ ≈ 1. In order to maintain the Coulomb oscillations in ac, Az̄ has to change sign at
the final gate parameter εCoul = µ + U

2 , the center of the II-region, compare Eq.(5.26)
for aIIc with the addition energies in panel (c), Fig.(5.7). This is the case if the final dual
stationary state |z̄) of the II-region is separated well enough from the proximity effect of
the superconductor, which is dominant near the symmetrypoint. In order to achieve this,
µ has to be chosen large enough and simultaneously α small enough, such that Γ+ ≈ 1 in
the II-region. Otherwise, the dual final stationary state tends to be the |+)-state instead
of the |−)-state for the whole II-region of moderate pairing. For an explanation, see the
transport chain −, 1,+ associated with the Γ−-rate, in rows 1 and 2 of Table 3.1. Only
in the I-region of weak pairing, δ < δ+, the stationary state is |−) according to the zero
temperature thresholds in Table 3.1. Therefore, the characteristic change in 〈A〉z̄ from
−1 to +1 is shifted to δ+ instead of δCoul. This leads to a suppression of the first peak
in ac and hence the Coulomb oscillations, see the relevant addition energies E++ and
E−− in panel (c) of Fig. 5.7. To maintain both peaks in ac, we therefore choose µ = 3.0U
and α = 0.8U, see Fig. 5.11 and the temperature T = 0.1U high enough to stabilize
the |−)-occupation in the II-region of moderate pairing. This way we see the impact of
pairing and attractive Coulomb interaction in the dual system independently.

Resonant transport. Having separated the impact of attractive dual Coulomb interac-
tion from the symmetry point (PHS) in parameter space, we now restrict the discussion
to the modifications in ac introduced by the superconductor, along the horizontal line
ε ≈ εPHS and the vertical one, ε0 ≈ εPHS.
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S-shape for ε ≈ εPHS. For ε0 far off-resonant, here ε0 � εPHS, ac is approximately zero
at the symmetry point, ε = εPHS, as 〈A〉ρ0 ≈ 0 and 〈A〉z ≈ 0 there, and as well in the
off-resonant regions near the symmetry point. In the region between these off-resonant
regions, that is the I-region of weak pairing, it is nonzero and changes shape following
an S-shape (see the line cut in Fig. 5.11(c)). The scale on which ac changes sign is de-
termined by α, as we will show below. It is hence larger than the scale of the Coulomb
oscillations, which is determined by temperature, as α > T, in the limits of our model of
Sec. 3.3.

More concretely, let us derive an effective master equation for the resonant re-
gion δ ≈ δPHS, |δ0| � δPHS based on the zero-temperature thresholds in Table 3.1,
as µ− Eη,τ � 0 for all η, τ in the high-bias regime. As a result, we find

〈A〉z =
δ

δA
, γ′s =

γp

2
δ

δA
, (5.27)

〈A〉z̄ = −
δ

δA
, γc =

γp

2
, (5.28)

see App. H and

aIc =
[[

δA
2 − U

2 〈A〉z̄
]

γc − µγ′s
] (
〈A〉ρ0 − 〈A〉z

)
(5.29)

=
γp
2

[
δA
2 + δ

δA
[U

2 − µ]
] (
〈A〉ρ0 − δ

δA

)
. (5.30)

Here, |ρ0) corresponds to the initial off-resonant |−0) state before the switch, as we
consider ε0 � εPHS. The polarization difference can therefore be approximated by

〈A〉ρ0 − 〈Az〉 = −
(

δ

δA
(1 +

δ0

δA0

) +
α2

δA0 δA

)
≈ − α2

δA0 δA
, (5.31)

leading to the total charge amplitude of the heat current in the final resonant region (Fig.
5.11 (c))

aIc = −
γp

2

[
δA

2
+

δ

δA

[
U
2
− µ

]]
α2

δA0 δA
. (5.32)

Note that the S-shape of aIc is caused by simultaneous sign changes in 〈A〉z̄ and γ′s at the
symmetry point. At the PHS, aIc = − α2γp

4δA0
. aIc has a max/min at δ = ±α, respectively,

determining the scale of the oscillations.
Peak/dip for ε0 ≈ εPHS. When the superconductor is resonant with the proximity effect
before the switch, ε0 ≈ εPHS, and off-resonant after the switch, ε � (�)εPHS, its effect
results in a suppression (enhancement) of ac at the symmetry point, respectively, see
Fig. 5.11 (b). When ε is fixed and so the energy prefactor in Eq.(5.30), the variation of
ac is determined by the polarization difference ∆A := [〈A〉ρ0 − 〈A〉z] = [〈A〉ρ0 + 1] as a
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function of ε0. For any fixed value of ε� 0, there is a peak in ac, see Fig. 5.11, which can
be explained as follows: For ε0 near the PHS, but off-resonant with the proximity effect,
|ρ0) = |−) and ∆A = 0. In comparison, for ε0 = εPHS, |ρ0) = 1

4 [|+)+ |−)] + 1
2 |1) and

∆A = 1, leading to an enhancement. Differently, for any fixed value of ε� 0, |ρ0) = |+)

near the PHS and ∆A = 2, while ∆A = 1 for ε0 = εPHS, resulting in a dip.

Parity amplitude. From now on, we will turn to the parity amplitude. Similarly to
the charge amplitude, the superconductor modifies the parity amplitude with respect
to the normal conducting case along the vertical and horizontal lines, δ(0) = 0, see Fig.
5.11 (a).

Horizontal line, δ = 0. We evaluate ap according to Eq.(4.81), as given by the overlap
of the final dual stationary state and the initial one. At δ = 0,

(Pz̄| = 1
4
[(+|+ (−|]− 1

2
(1|,

while |ρ0) = 1
2 [|+) + |−)] or |1) when off-resonant, (δ0 6= 0), corresponding to

(z̄P|ρ0) = 1
4 (red region) or − 1

4 (blue region), respectively. On resonance (δ0 = 0),
|ρ0) = 1

4 [|+)+ |−)] + 1
2 |1) and hence (z̄P|ρ0) = 0. The negative overlap in the initial

|1)-stationary region is a consequence of all energy states being populated in the dual
stationary state at the symmetry point, and hence a property of the two-terminal setup.
We note that the region of the initial |1)-stationary occupation is a region of pure tran-
sient parity decay, as ∆A = 0 in this region, see Eq.(4.80b).
Vertical line, δ0 = 0. If the final gate parameter is off-resonant with the proximity effect,
|ρ0) =

1
4 [|+)+ |−)] + 1

2 |1). Furthermore, (z̄P| = (+| (or (−|) off-resonant. Therefore,
as (z̄P|ρ0) = 1

4 when ε off-resonant, ap is suppressed by a factor of 1
4 in the δ � 0

off-resonant region and increases up to a finite value of ap =
γpU

4 for δ � 0, where
it is otherwise zero, when varying the initial gate. At the symmetry point, ε = εPHS,
(z̄P|ρ0) = 0, see Fig. 5.11(b).

In summary, the suppression or enhancement of ap at the symmetry point along
δ0 = 0 (δ = 0) is therefore a consequence of the |1)-state being occupied in the stationary
limit in the real (dual) system, respectively.

Some remarks are in order with respect to strong pairing and the stationary current,
though we do not discuss them in more detail.

Strong pairing.: So far, we discussed the heat current amplitudes for weak pairing
α in the high-bias regime µ > U

2 . We finally note that sweeping α to a stronger pairing
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regime, more energy-basis states get depopulated in the stationary limit and transient
transport resembles the one of the low bias regime. The previously discussed structure
of peaks and dips in ac and ap of Fig. 5.11 (a)-(b) disappears, as the |1)-state is no longer
populated at the symmetry point, when increasing α to the strong pairing regime.
Stationary current µIN(∞). At nonzero chemical potential, there is the possibility for a

Figure 5.12. Stationary charge current IN(∞) with horizontal line cuts indicated by the
corresponding arrows. Parameters and conventions are the same as in Fig. 5.3.

nonzero stationary current, when the final stationary state is in a mixture of at least two
energy eigenstates. For strong pairing, a stationary current is hence absent in all bias
regimes [Fig. 5.12], see also Fig. 5.7 (b) and Table 3.1, whereas it is present for moderate
pairing and detuning [Figs. 5.12 (a), green line and 5.7 (d)]. In the high bias regime, it
is also present for weak pairing, along the symmetry point δ = δPHS, when all energy
states are occupied [Fig. 5.7 (c)].

Depending on the direction of the bias, electrons or holes are transferred from the
metal to the dot via the transport chain |±) → |1) → |±) (see Fig. 5.12). In the
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intermediatepairing regime, the stationarymixture of the resonant region is composedof
the |−)- and |1)-stationary states. The strength of the current decreases at the symmetry
point for intermediate pairing, as the larger occupied |1)-state (z1 = 2

3 ) contributes to
the current at half the rate of the less occupied |−)-state. This is a consequence of spin
degeneracy. Furthermore, the δ-region of nonzero stationary current broadens with α,
as the resonant region broadens, compare green and red lines in Fig. 5.12, right panel.
Further increasing α within themoderate pairing regime, the current peak reduces again
inwidth, as the region ofmoderate detuning reduces (see the red circle andyellow curves
in Fig. 5.12).

The overall δ-dependence of IN(∞) (4.69) is a Lorentzian peak of width α/2, which
has been discussed in prior work [71, 79, 86, 87]. In our compact analytical expression,
the prefactor contains merely the components κ of the duality invariants. Hence it
reproduces the bias asymmetry and nontrivial modifications due to the Andreev states,
which is reflected in the step-like behavior of the green and red lines in Fig. 5.12, when
changing to another regime of detuning, where different Andreev states are involved in
the transport.

5.4.3.3 | Slow switch: spin degeneracy and entropy

Figure 5.13. Initial total heat current after a slow switch at the chemical potential
µ = 1.2U and temperature T = 0.1U. The pairing is α = 2.4U.
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Finally, we discuss how the spin-degeneracy of the |1)-state is related to the entropy
change of the quantum dot according to the Maxwell-relation, when changing into the
|1)-stationary state. We apply the discussion of Ref. [88] to our example of the initial
heat current after an adiabatic switch in the high bias regime µ = 1.2U, for intermediate
pairing α = 2.4U, see Fig. 5.13.

Negative heat current. As can be seen in Fig. 5.13, there is a small amount of heat
current flowing out of the metal (blue shaded region) for δ ≈ 0 [ε ≈ −U/2] at the
boundary between the |1)- and |−)-stationary occupations, while it otherwise flows
into the metal. For clarity of the discussion, we fix δ0 � 0, off-resonance, such that the
initial stationary |−0)-state evolves into |−) during the adiabatic switch. Subsequently,
in the left horizontal part of the cross, |δ| < δ−, |−) decays into the |1)-state, as the
final stationary state is in a mixture of the |−)-and the |1)-state in this interval of δ, see
also panel (d) of Fig. 5.7. According to Table 3.1, row 3, the relevant process, which
contributes to the heat current, is therefore given by

IQ = −(HD − µN|Wρ) (5.33)

= −[p−W−1,−[E−,− − µ]]. (5.34)

The quantity E−,− = ε− E− is the addition energy for the − → 1-transition. As can
be seen from panel (d), Fig. 5.7, µ− E−,− > 0 for |δ| < δ−, hence the heat current is
positive. At nonzero temperature, however, the addition energy for the 0→ 1-transition
can be carried away from the reservoir by excitations above the chemical potential of
the reservoir, E−,− − µ > 0. Therefore, IQ < 0, when the zero-temperature threshold is
passed, see also the discussion in section 5.4.3.1 . Now, we relate the transport at this
threshold to the entropy change of the quantum dot, when changing between stationary
(not transient) states by varying δ.

Determining the entropy change from a change in the chemical potential. Follow-
ing the argumentation in [88], the quantity [E−− − µ] can be related to the entropy by
starting from the Maxwell relation:(

∂µN

∂T

)
p,N

= −
(

∂S
∂N

)
p,T

. (5.35)

Here, ∂µN/∂T denotes the change in the chemical potential of the quantum dot and
∂S/∂N the entropy change of the metal. The quantity µN equals the addition energy
needed to transfer the Nth electron to the dot, which is in our setting µ1 = ε− E− = E−,−.
Its temperature dependence is determined by the temperature-dependent gate voltage
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ε(T), for which the transition between the stationary |1)-state and the stationary |−)-
state occurs, i.e., for which z− = z1 = 1

2 . At T = 0, the transition occurs at the chemical
potential of the metal, µ

(T0=0)
1 = E−−(εT0) = µ, which coincides with the final gate

voltage εT0 , at which the transient heat current IQ(t = 0) changes sign, see Eq. (5.34). In
evaluating the shift in chemical potential with temperature,

∆µ

∆T
=

µ
(T1)
1 − µ

(T0)
1

T1 − T0
=

µ
(T1)
1 − µ

T1
,

the addition energy µ
(T1)
1 = E−−(εT1) and corresponding gate voltage εT1 remain to

be further specified by the master equation in the stationary limit: At the final gate
parameter εT1 , a transition between stationary states 1,− corresponds to probabilities
z− = z1 = 1

2 . With the two contributing processes in the third row of Table 3.1, it follows:

d1
Γ+

2
f
(

E−,−(εT1)− µ

T1

)
z− = d−

Γ+

2

[
1− f

(
E−,−(εT1)− µ

T1

)]
z1. (5.36)

Note that the − → 1-transition is realized by the transfer of an electron to the dot and
vice versa via a hole. The tunnel rates into the dot (metal) are determined by Γ+

2 and the
degeneracy of the final state, which is d1 = 2 for the |1)-state and d− = 0 for the final
|−)-state. Finally, according to Eq. (5.36), we identify

µ
(T1)
1 − µ

T1
=

E−− − µ

T1
= ln d1 − ln d− = ∆SN−1→N , (5.37)

with ∆SN−1→N the change in von Neumann-entropy with the particle number. This
means: If we derive the entropy change as the change of the chemical potential with
temperature according to the Maxwell relation (familiar from macroscopic quantities),
the result takes the form of the von Neumann-entropy in terms of the microscopic spin
degress of freedom of the quantum dot. Here, the entropy change occurs upon a change
between the stationary states.

A further step would be to analyze the possibility of entropic shifts in the resonant
parameter dependence of the transient transport, such as the temperature-induced shift
of the step in the parity amplitude, when it is plotted against the gate voltage. We
postpone such a discussion to future work.

5.5 | Conclusions and Outlook
In a normal conductor-dot-superconductor system we have considered transient charge
and heat currents from an arbitrarily prepared initial state. By means of the dissipative
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symmetry that is fermionic duality, we expressed transient transport observables of
charge and heat in terms of stationary expectation values.

It should be noticed that two different time scales are involved in the transient
dynamics, set by the charge decay rate and the parity decay rate. The parity decay
rate is not affected by the superconductor and a mere interface property. Without the
superconductor, the chargedecay rate approaches itsmaximumvalue (equal to theparity
rate) in the gate region of the single-occupied (and hence repulsive) dot. In the presence
of the superconductor, the charge decay rate decreases below the parity rate in this
region and therefore the two amplitudes of the transient heat decay are distinguishable.

We identified three typesofnon-monotonicheat currents,where thenon-monotonicity
was characterized by a single parameter R. They differed in the type and number of
local extrema and the way they saturated to their stationary values. As initial states,
we studied in particular two complementary gate switch scenarios, a slow and a fast
switch. At zero chemical potential both scenarios show clear differences in the transport
properties. In the fast switch, both the charge and parity amplitudes of the heat current
are non-vanishing, they reflect single and multiple particle properties, respectively.

In the fast switch we identified the superconductor and the repulsive Coulomb
interaction as opposing each other. The typical features of (dual attractive) Coulomb
interaction in the charge and parity amplitudes of the heat current get washed out by
the superconducting pairing α at zero chemical potential, when the effect of both type
of interactions cannot be separated in parameter space.

In the slow switch the parity amplitude vanishes at zero chemical potential, as
only two out of three stationary states are populated. In the charge amplitude of the
heat current, there is no "off-diagonal" current, that means, switching the gate voltage
between the regions, where the dot is empty or doubly occupied in the stationary limit,
does not cause any current. The reason is that charge has already been exchanged with
the superconductor during the initialization of the state. For non-zero chemical potential
the transport resulting from both switch scenarios is more similar, since all states of the
quantum dot can be populated.

As we have shown, it is possible to analyze the corresponding spectroscopy plots
in a systematic way by considering the zero-temperature energy thresholds for trans-
port and the associated particle transfers. Instead of searching for interesting features
by scanning a four-dimensional parameter space, this analysis allows us to project on
characteristic changes in the observables of interest. In particular we can predict the
direction of currents, from the metal to the dot or vice versa. Thus, we have achieved
a detailed microscopic understanding of particle transfer processes involved in the heat
and charge current, and more generally, the time evolution of the density matrix for the
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dot-superconductor system.
In general these results allow to control heat currents in superconducting nano-

devices when NDS are used as building blocks. In future work it is of interest to
study the thermoelectric response of such a device, characterized by its thermoelectric
response coefficients. In particular it will be of interest to explore how the previously
studied results for an NDN-system [18] change in the presence of the superconductor.
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6

NDS device with a negative-U
quantum dot

So far we have analyzed an NDS-system with a quantum dot with repulsive Coulomb
interaction between the electrons on the quantumdot. Recall that the repulsive Coulomb
interaction on theQD is related to the charging energy of adding an electron to theQDby
U = 2EC. Next we are interested in the case of effectively attractive Coulomb interaction
between the electrons on the QD. Such quantumdots with attractive interaction between
the electrons can actually be realized [11–14]. We give two realizations with different
mechanisms behind the tuning of the interaction.

In the first one the tuning mechanism is well understood and similar to the repulsive
case above, it can be understood based on the electrostatic energy balance of the device:
The two electrons which effectively are exposed to an attractive interaction are each
assigned to a dot of a quantumdouble dot which is the system. The attractive interaction
is then realized by capacitive coupling to an auxiliary polarizer double QD [14, 89]. The
interaction is attractive in the sense that the addition energy to add a second electron to
the second system dot is lowered as compared to the one for adding the first electron to
the first dot, as the first one has to excite the state of the polarizer quantum dot system
to obtain the ground state configuration of the device. If this energy is chosen to be
larger than the Coulomb repulsion energy to be paid by the second electron, one obtains
effective attractive interaction between the electrons on the system dots.

The second example refers to a realization of a quantum dot in an oxide hetero struc-
ture at the interface of LaAlO3/SrTiO3 [11], in which the underlying mechanism for
the attractive interaction of the electrons on the dot (local pairing) is not known. The
second example is more interesting from the perspective of fundamental physics. Such
a quantum dot which can be realized at the interface between LaAlO3 and SrTiO3 can
be modeled by a negative U-Anderson model as confirmed by the measured transport
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spectroscopy when the QD is attached to normal leads in the geometry [11]. The neg-
ative U-Anderson model plays an important role in explaining local preformed pairing
of electrons without a global superconducting phase, which is important for uncon-
ventional high-Tc superconductors and in contrast to the Cooper pairs in conventional
BCS-superconductors which form simultaneouslywith the superconducting phase tran-
sition. The attractive properties of this NDN-device is reflected in the measurable trans-
port spectroscopy. For example, a pronounced difference to repulsive quantum dots
is visible in the excitation spectrum and the appearance of an energy gap at low bias
voltage.

In our project we assume that one can experimentally realize an NDS device (rather
than NDN), but also with attractive effective Coulomb interaction on the QD, that
is, a negative sign is assumed in the Anderson model of Eq. (3.14). Note that in
our NDS-device we have additional electron-pairing induced on the QD by the BCS-
superconductor attached. Therefore it is interesting to study the interplay of these types
of pairing mechanisms.

We further note that for the understanding of the transport characteristics of an
NDN-device it was necessary to include next-to-leading order perturbation theory in
the tunnel coupling between the quantum dot and the leads [11]. As an example the
temperature dependence of the low-bias conductance in the weak-tunneling regime was
explained by a combination of second-order pair tunneling and thermally excited se-
quential tunneling. Hence the temperature dependence was different from conventional
(repulsive) QDs with transport being dominated by sequential tunneling only in the
corresponding regime. Nevertheless we restrict in the following to a treatment of the
dynamics of our device to leading order in the tunnel coupling to identify the effect of
the leading order.

6.1 | Master equation and transport regimes

6.1.1 | Overview of transport regimes
First we note that the eigenstates (3.19) remain valid for the case of negative U in the
Anderson model. In the sequential tunneling regime possible state transitions occur
between even and odd parity states of the hybridized QD. All thresholds and associated
processes of Table 3.1 remain valid with the Coulomb interaction U → −U in the
addition energies Eκ,κ′ , and tunneling rates Γ±, see Table 6.1. However, in the panels of
Fig. 5.7, the labels change as displayed in Fig. 6.1. In the following we restrict to analyze
a few adiabatic switching scenarios based on Table 6.1 and Fig. 6.1 to compare themwith
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κκ′ threshold coupling
rate

real
tran-
sition

e
�
h

dual
tran-
sition
h
�

e

−+ µ−E−+ ≷ 0 Γ− +� 1 1� +

+− µ−E+− ≷ 0 Γ− 1� − −� 1

−− µ−E−− ≷ 0 Γ+ −� 1 1� −

++ µ−E++ ≷ 0 Γ+ 1� + +� 1

Table 6.1. Overview of all possible real and dual transitions between +,−, 1-states of
the hybridized quantum dot. They are constrained by corresponding energy thresholds
at zero temperature and have coupling rates Γ± (see Fig. 6.1). � corresponds to ≷ in
column 2 and refers to an e

h (
h
e )-transfer from themetal to the dot in the real (dual) system,

respectively. Note that this table is identical to Table 3.1 of Chap 3 and displayed here
again for completeness.

the corresponding figures for the repulsive quantum dot. It should be mentioned that
the state evolution and the transport currents of the new attractive system are given by
Eqs. (4.60) and (4.67), (4.80b) with a simple inversion of the sign of U.

6.1.2 | Accounting for finite temperature

Before we discuss slow switches wewant to draw the attention to a subtle point in deriv-
ing the gate-dependent stationary states based on zero temperature energy thresholds
as indicated in Table 6.1. The subtlety is specific to the real system of the negative-U case
and the dual system of the repulsive case. Concretely we refer to the transition between
the two even-parity states + and − as a function of detuning δ. Such a region is given
for values −δ+ < δ < −δ− in panel (c) of Fig. 6.1, i.e., the high-bias regime for weak
pairing α.

In the following we term the interval−δ+ < δ < −δ− region A. Let us assume in the
following that the pairing α is weak enough such that Γ− ≈ 0 in region A and hence its
impact can be neglected. Based on the zero-temperature thresholds we would conclude
that transitions are directed out of the 1-state from the odd to the even parity sector,
i.e., 1 → − and 1 → + at equal rates Γ+/2. However, this does not allow to conclude
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Figure 6.1. Schematic overview of zero temperature energy thresholds µ− Eη,τ (Table
6.1) for the cases of (a) µ = 0 and weak pairing α, (b) strong α, (c) µ > 0 and weak α and
(d) moderate α. δ± specifies the region of detuning, as introduced in Sec. 5.2.1. Note the
modification of labels compared to Fig. 5.7 for the positive-U case.

the occupations of the even-parity state sector in the stationary state. Their precise
functional dependence of detuning is governed by temperature and pairing. Instead we
can account for finite temperature by deriving an approximate master equation based
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on the relevant processes as given in the rows 3 and 4 of Table 6.1, column 4:

0 =
dρ+
dt

= ρ1
Γ+

2
f (E+,+ − µ)− ρ+Γ+ f (µ− E+,+) (6.1)

0 =
dρ−
dt

= ρ1
Γ+

2
f (µ− E−,−)− ρ−Γ+ f (E−,− − µ), (6.2)

with f (x) = 1
exp(x/T)+1 the Fermi function. This leads to the ratio of stationary occupa-

tions
ρ+
ρ−

=
f (E+,+ − µ)

1− f (E+,+ − µ)

1− f (µ− E−,−)
f (µ− E−,−)

. (6.3)

Finally we are able to extract the detuning value

δ1/2 = −
√
(T ln(2) + 2µ)2 − α2, (6.4)

for which the ratio ρ+
ρ−

= 1/2 and hence the transition between the states + and −
occurs. Note that in Eq. (6.4) α enters via the addition energies, and not due to the
hybridization as we assumed Γ− ≈ 0. Furthermore, the ln 2-factor does not enter due to
the spin-degeneracy of the 1-state, as this cancels out in the ratio ρ+

ρ−
, cf. with the master

equation (6.2). Instead, it is relevant to the requirement that ρ+/ρ− = 1
2 . Therefore, here

the spin-degeneracy does not play an analogous role as in the previous discussion on
the entropy of Sec. 5.4.3.3, where the transition between stationary states from the even
and odd parity sector was discussed.

In the A-region the temperature induced +− transition is associated with a steplike
change in the parity amplitude after a fast switch and could therefore serve for analyzing
the precise temperature dependent variation of the detuning value, at which the step
occurs. However, in the following we will not further pursue with the discussion of fast
switches and continue with the discussion of slow switches instead.

6.2 | Charge amplitudes after a slow switch
In Sec. 5.4.2.2 we discussed the transient charge current after a slow switch for positive U
when no bias was applied to the normal metal. The non-zero transient current there was
due to an occupation of the odd-parity 1-state and the even parity ground state. Here,
according to panel (a) of Fig. 6.1 and Table 6.1 the odd-parity state cannot be occupied at
zero chemical potential. Hence we have to apply a non-zero bias to see transient charge
currents.

Fig. 6.2 displays the transient charge current at chemical potential µ = 1.2U and
temperature T = 0.1|U| for two pairing strengths: α = 0.48|U| and α = 1.44|U|.
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Figure 6.2. Charge amplitudes a after a slow switch at chemical potential µ = 1.2U
and temperature T = 0.1|U| (a) for weak pairing α = 0.48|U| and (b) for strong pairing
α = 1.44|U|.

Similarly to the repulsive case, there is no current in the off-diagonal blocks, as the
− state at the initial gate parameter unitarily evolves into the − state at the final gate
parameter. Hence it equals the final stationary state. For understanding of the colored
cross we use panel (c) of Fig. 6.1, but with µ < 0 for which the black curves are shifted
accordingly. Let us now consider a line cut (not displayed) through the lower vertical
part of the cross. The final stationary state is the −-state and charge transport can only
be induced when starting from the + or the 1-state. The + and the 1-sate are only
occupied in the region around the PHS, see panel (c) of Fig. 6.1. As all energy thresholds
are negative in this region, transport is enabled by electron transfers into the metal,
explaining the red color of the cross.

Let us next turn to a line cut through the horizontal part of the cross for ε0−µ = −3U.
At this initial gate value, transport starts from the − state evaluated at the final gate pa-
rameter and hence is determined by− → 1-transitions, which are again associated with
electron transfers to themetal, i.e. we expect a > 0 around the final symmetry point εPHS.
However, a < 0 for ε < εPHS. The reason is that z− > z1 and IN(t = 0) < IN(t → ∞) in
the corresponding gate interval, i.e. the transient charge current is initially smaller than
in the stationary limit. Hence, the amplitude is negative, such that the stationary value
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is approached from below, as can be verified from the master equation:

0 =
dρ1

dt
= −Γ+

2
ρ1 + Γ−ρ−, ρ1 =

2Γ−
Γ+

ρ−

0 =
dρ−
dt

=
Γ+

2
ρ1 − Γ−ρ−, ρ− =

Γ+

2Γ−
ρ1

IN(t = 0) =
Γ+

2
ρ0

1 + Γ−ρ0
− = Γ−, IN(t→ ∞) = 2Γ−z− .

Going over to stronger pairing, α = 1.44|U|, panel (d) of Fig.6.1 shifted to µ < 0 can
be used for a discussion based on a similar reasoning. Here, we just point out that the
transient amplitude is negative in the whole horizontal part of the cross, while the total
initial charge current is positive.

6.3 | Heat current amplitudes after a slow switch

6.3.1 | Charge amplitude ac

Figure 6.3. Charge amplitudes ac of the heat current after a slow switch at chemical
potential µ = 1.2U and temperature T = 0.1|U| (a) for weak pairing α = 0.48|U| and (b)
for strong pairing α = 1.44|U|.

The charge amplitude of the heat current,

ac =
[ 1

2 (
√

δ2 + α2 + 〈A〉z̄)γc − µγ′s
](
〈A〉ρ0 − 〈A〉z

)
(6.5)

is displayed in Fig. 6.3. For the case of weak pairing, α = 0.48|U|, the sign of the
horizontal part of the cross follows closely the one of the transient charge amplitude a
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displayed in Fig. 6.2. The reason is that the energy prefactor δA + 〈A〉z̄ ≈ 0 in that region
and ac is dominated by the contribution of a. Differently, in the upper vertical part of
the cross, ac > 0 while a < 0. Here, the dual polarization at the final gate parameter
δ� 0 is +1 and δA � 0 with a positive polarization difference ∆A ≡ 〈A〉ρ0 − 〈A〉z > 0.
Hence, according to Eq. 6.5, ac > 0. The same reasoning applies to the vertical part of ac

for stronger pairing α = 1.44|U| [Fig. 6.3 (b)]. The horizontal part, ac < 0, is dominated
by the energy prefactor and the sign of ∆A instead.

6.3.2 | Parity amplitude ap

Figure 6.4. Parity amplitudes ap of the heat current after a slow switch at chemical
potential µ = 1.2U and temperature T = 0.1|U| (a) for weak pairing α = 0.48|U| and (b)
for strong pairing α = 1.44|U|.

The parity amplitude of the heat current

ap = γpU(Pz̄|ρ0) = −γp|U|
[
z̄−ρ0,+ + z̄+ρ0,− − z̄1ρ0,1/2

]
(6.6)

is displayed in Fig. 6.4. Let us first consider the blue horizontal stripes for |δ0| � 0.
Here, ρ0,− = 1, such that ap = −z̄+γp|U|, which is reduced in strength for strong
pairing α = 1.44|U|, as the dual− state occupation, z̄+, is as well reduced (see Table 6.1,
panel (d)). The negative sign of the vertical stripe can be similarly explained for |δ| � 0:
The final dual stationary state is +, such that ap = −γp|U|ρ0,+ < 0.

A positive amplitude (red region) is assumed when the overlap in real and dual
occupations in the odd parity sector z̄1ρ0,1

2 exceeds the overlap in the even sector. This is
the case for initial gate values near the PHS, as ρ0,1 here assumes its maximum value in
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the real attractive system and for final values ε > εPHS, as 1 is assumed here in the dual
repulsive system.

Let us finally compare ap of the attractive system with the corresponding amplitude
of the repulsive system (not displayed). Going from attractive to repulsive interaction,
the sign of U is inverted in the real and dual system. A certain stationary state assumed
at an initial gate voltage in the real attractive system therefore corresponds to the dual
stationary state at the same gate voltage in the repulsive system. Therefore, ap of the
negative-U system transforms into the corresponding positive-U amplitude by exchange
of ε0 ↔ ε and an additional sign change of U → −U in ap. After a fast switch, on
the other hand, their mutual relation is more involved, as the occupations of the initial
stationary state changew.r.t the basis at the final gate parameter and the simple form (6.6)
of ap does not apply.

6.4 | Stationary current

Let us finally discuss the stationary charge current displayed in Fig. 6.5. For a non-
vanishing stationary charge current in the negative-U system, the stationary 1 state has
to be occupied in the high-bias, weak pairing regime, see Fig. 6.5 and panel (c) of Fig. 6.1.
In this case, all energy thresholds of table 6.1 are negative, and IN can be derived from
the master equation as follows:

dz1

dt
= z+Γ+ + z−Γ− − z1(

Γ+
2 + Γ−

2 ) = 0 , (6.7)

IN(t→ ∞) = z+Γ+ + z−Γ− + z1γp = 2z1γp . (6.8)

Hence, IN ∝ z1. Let us now discuss, why there is no analogous regime of IN 6= 0 for
moderate pairing and low bias, as displayed by the ring-shaped structure of Fig. 5.12 (a)
of the repulsive case: To this end, we assume a small negative bias is applied to panel
(a) of Fig. 6.1 and Fig. 5.7 of the repulsive case. In the region of moderate detuning,
transitions 1 ↔ − are enabled in both directions in the repulsive case and hence result
in a non-vanishing charge current, as we conclude according to table 6.1. However, in
the attractive case, probability always flows from 1→ − such that there is no stationary
1-occupation and IN(t → ∞) = 0. This explains the absence of an analogous form of
Fig. 5.12 (a) for the negative-U case.
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Figure 6.5. Stationary charge current IN(∞) for different values of the chemical potential
and T = 0.02 |U|. The upper plots show the current as function of the gate-voltage
ε = δ−U/2 and inducedpairing α, while the corresponding bullets indicate the position
of horizontal line cuts shown in the lower plots.

6.5 | Outlook
Immediate follow-up work would consist of the following steps. (i) I would analyze the
impact of a finite temperature on transient quantities such as the parity amplitude and
search for the possibility to explain them in terms of the already analyzed temperature
induced shift of the gate dependent transition between the even parity stationary states
as discussed in Sec. 6.1.2. (ii) Further I would study parameter regions of non-monotonic
behavior in heat currents for the repulsive as well as the attractive case for comparison.
(iii) So far the impact of designed attractive pairing on the quantum dot was manifest in
our analysis as a reduced odd occupation in the real system as compared to the repulsive
case. For further analysis it is of interest to study how this designed pairing mechanism
combines with the pairing induced on the quantum dot by the BCS superconductor by
further exploring the range of parameters α and U. (iv) As a next step fast switches
should be discussed. For the repulsive case we had identified superconducting pairing
and repulsive effective Coulomb interaction as opponents in the charge-and parity am-
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plitudes of the heat current. Thus it will be of interest how the behavior changes for
attractive U. Note that for the slow switch a simple relationship was found between the
negative- and the positive-U case. For fast switches one cannot expect such as simple
relationship.
Further extensions would account for contributions to the transport from higher orders
in the tunnel coupling.
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Conclusions

As to the first topic of this thesis, two-dimensional van der Waals magnets are currently
quite topical. Amongother reasons, they are tunable andhence allow to analyze the com-
petition between different type of interactions in a broad range of parameter regimes,
theoretically and experimentally. We considered materials with the metal cations ar-
ranged on a hexagonal lattice such as BrI3. Our bilayers were ferromagnets with (anti-)
ferromagnetic interlayer exchange coupling and perpendicular anisotropy.

Based on analytical expressions for the magnon band structure, derived by us in
earlier work, we better understood the interplay between FM intra- and AFM interlayer
coupling by two arguments, referring to different properties of the magnon band dis-
persion, the fundamental gap and the finite wave-vector magnon dispersion. The first
argument made use of an effective modelling and suggested that an increased ferromag-
netic intralayer coupling stabilizes AFM order in a similar manner as an appropriate
stacking of the two bilayers does. The second argument confirmed this result. It was
based on the energy cost associated with adding an additional magnon to the system.

Moreover, we tracedback thedegeneracy of themagnondispersion aswell as the van-
ishing Berry curvature of each band n to an underlying PT-symmetry of the momentum
space Hamiltonian. The spin-resolved Berry curvature associated with each of the two
modes within a band have opposite signs and therefore add up to zero band curvature.
This way we could exclude a magnon (thermal) Hall effect, while a spin-Nernst effect
associated with the difference in the spin-resolved curvatures of each band was only
excluded to linear order in the temperature gradient as a result of their point-symmetry.

Although the results for our bilayer were negative in the sense that its topological
properties are trivial, the analyses offered insights in how to modify the model to have a
chance of creating a nonvanishing (spin-resolved) Berry curvature and interesting topo-
logical effects. We pointed to a number of natural extensions of the first topic, exploiting
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e.g. the analogy between the description of electrons as Bloch waves and magnons as
spinwaves. Onewould explore the option ofweak localization ofmagnons on hexagonal
lattices such as in CrI3. Since we had to deal with quantum transport phenomena in the
main part of this thesis, it would be natural to pursue the propagation of magnons in 2D
van-der Waals heterostructures. The goal would be to predict transmission coefficients
associated with possible tunneling processes through barriers.

As to the second topic of this thesis, we considered a special case of a superconductor-
quantum dot hybrid devices (NDS). In general, superconductor quantum dot hybrid
devices have a wide range of applications, e.g. in view of contributing to qubit designs
in cQED geometries or as building blocks of quantum thermal machines. An important
task in such devices is to control charge and heat currents and a fundamental operation
is a gate switch.

We specifically studied the transient dynamics of anNDS-device after a switch in gate
voltage had been applied to the QD. We considered the superconductor in the large gap
limit and the limit of weak coupling between the dot and the metal, while the strength
of Coulomb interaction was not restricted. Like this, dissipative quasi particle transport
was only possible between the metal and the dot. Furthermore, the superconducting
pairing induced on the proximized dot was assumed to be largew.r.t the tunnel coupling
strength between the dot and the normal metal. In this limit, coherences did not have
to be explicitly accounted for when aiming at a time-averaged description of the Born-
Markov dynamics. Hence, it was possible to derive the time evolution kernel based
on Fermi’s Golden Rule and the electrostatics of the device. This derivation including
general background on open system dynamics and superconductor QD hybrids were
provided in Chap. 3.

As the studies of the system were restricted to the case of a large gap, our model
fitted into the class of models tractable by the recently developed fermionic duality
relation, a dissipative generalized hermiticity of the time evolution kernel. In applying
the fermionic duality, we aimed in this thesis at its optimal exploitation, starting from
the level of setting up the time-evolution and the transport equations in terms of duality-
invariant rates. These rates have been motivated by a splitting of the total charge current
into the metal. Aiming at a compact description of the transient transport in terms of
mostly stationary observables and a minimum number of transient invariant rates, the
(shifted) kernel was expressed in the so-called duality-adapted polarization basis. This
basis directly provided these later required observables (polarization and parity), and
the (shifted) kernel assumed a lower triangular form, being fully represented by just
three of the invariant rates. Such an expression of the kernel can hence be considered as
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a useful intermediate step between its derivation in the originalmore physical eigenbasis
and its fully diagonalized form, in which the transient time-evolution as dictated by the
two time scales and amplitudes becomes accessible. If the transient decay is dictated
by just one amplitude, though, the energy basis remains the most convenient choice in
analyzing the transient (energy) current.

In Chap. 4, we furthermore discussed constraints imposed by the duality on the
transient transport. As we have shown, the stationary values of observables in the actual
model in fact determine their values of the dual model by a stationary duality relation,
independent of the values of all physical parameters: temperature, tunnel coupling, gate
voltage, but also the effective - attractive or repulsive - Coulomb interaction U as well
as the induced superconducting pairing. A related notion of parity and polarization is
fulfilled whenever the interaction is irrelevant, either explicitly zero or made ineffective
asymptotically. Otherwise, self-duality is violated but duality remains valid and is
intimately linked with interactions within the open system. In particular, we have
pointed out that the sign of the interaction U (repulsive/attractive) equals the sign of
the shifted charge decay rate, irrespective of the induced superconducting pairing.

The duality-adapted formulation of the time-evolution developed in Chap. 4 pro-
vided the key to its exhaustive analysis given in the subsequent chapter. In Chap. 5,
we studied the transient dynamics after two complementary examples of initial state
preparation, by a fast and a slow switch in gate voltage, where fast (slow) refers to the
switching time being smaller (larger) than the time scale set by the inverse supercon-
ducting pairing strength. A major difference in the switching scenarios refers to the fact
that during the slow switch, the QD already exchanges charge with the superconductor
before the onset of the transient dynamics. Consequently, the charge amplitude of the
heat current vanishes when switching between gate regions of empty or double occu-
pation. Furthermore, the parity amplitude of the heat current vanishes at zero chemical
potential, as there are only two out of three stationary states populated.

After the fast switch, in contrast, both time scales contribute in general to the heat
current, also at zero chemical potential. The superconductor and the repulsive Coulomb
interaction could be identified as opposing each other. At zero chemical potential,
the typical features of (dual attractive) Coulomb interaction in the charge and parity
amplitudes of the heat current get washed out by the superconducting pairing when the
effect of both type of interactions cannot be separated in parameter space.

As we have shown, it is possible to analyze the corresponding spectroscopy plots in
a systematic way by considering the zero-temperature energy thresholds for transport
with their associated particle transfers and resulting stationary states in the real and dual
system. Instead of searching for interesting features by scanning the four-dimensional
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parameter space, this analysis allowed us to project on characteristic changes in the
observables of interest and hence to control the heat current in an NDS-device. Finally,
we identified three types of non-monotonicity in the transient heat current characterized
by a single parameter R. They differed in the type and number of local extrema and the
way they saturated to their stationary values.

In Chap. 6, we considered the case of effective attractive Coulomb interaction on
the quantum dot. Here, some limitations of the analysis by an approach based on zero
temperature energy thresholds showed up in the real system, which were previously in
the positive-U case present in the dual system. These limitations refer to the inability of
extracting stationary state occupations for a specific interval of the detuning strength.
However, we presented an analytical way of completing the analysis. So far, we consid-
ered the stationary charge transport and transient transport amplitudes only of the slow
switch. Main differences between the repulsive and attractive-U system could be traced
back to a reduced occupation of the 1-stationary state. Furthermore, we established a
simple relation between the parity amplitudes of the repulsive and attractive U-systems
for the slow switch. As extensions, one should study the fast switch-scenario, as the
differences between attractive and repulsive interaction seem to be more involved. Con-
tributions to the transport from higher orders in the tunnel coupling should be included
in future work.

So far, we have only used fermionic duality as a tool to simplify the procedure
of solution and analysis of a given master equation in the infinite-gap limit. A key
remaining open question therefore is as to whether a more general duality relation
can be found for a finite superconducting gap described by the approaches of Ref. [79]
or [74]. Such an extension would be interesting in view of studying the dynamics of
superconductor-QDhybrid deviceswith two superconductors, as introduced in Chap. 3.
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Derivation of the dual master
equation

The dual stationary state |z̄) ≡ I|z), with I : x → −x, x = ε, U, α, µ the parameter
inversion, as introduced in Eq. (4.3) of the main text, can formally be obtained from a
dual master equation for a dual state I|ρ(t)):

d
dt

I|ρ(t)) = I
d
dt
|ρ(t)) = I[W|ρ(t))] = WI|ρ(t)) (A.1)

In the following, we show that alternatively to directly applying the parameter inversion,
the dual kernel W can be efficiently derived based on zero temperature thresholds and
Fermi’s Golden Rule. We proceed in analogy to the derivation of the real kernel W
presented in Sec. 3.4 of the main text.

Analogously to the real system, a state transition i→ f in the dual system is induced
by a particle transfer η from the metal to the SQD, when the addition energy can be paid
by the metal kept at chemical potential µ:

−ηµ̄ ≥ γ[Ē f − Ēi] = γ[Ēτ − ε̄]
(4.4)
= γ[−Eτ̄ − (−ε)] (A.2)
(3.18),(3.28)

= Eγ̄,τ̄
(3.28)
= −Eγ,τ̄

(4.5)
= Ēγ,τ. (A.3)

Here, similarly to the real system, γ = ± indicates that the dual state transitions from
1� τ̄, respectively. The threshold (A.3) corresponds to the Fermi function

f−η(Ēη̄γ,τ − µ̄) = f−η(−Eη̄γ, τ̄ + µ) ,

at finite temperature, which can be equivalently obtained from the Fermi function (3.30)
for the corresponding transition 1 � τ in the real system by applying the parameter
transformation (4.3). Finally, the effective tunnel coupling rates are given by the overlap
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Appendix A. Derivation of the dual master equation

of the initial dual state after annihilation (creation) of an electron with the final state

Γηγ,τ̄ = Γ| 〈 f̄ | d̂(†) |ī〉 |2

=
γp

2
[1 + ηγ̄τ̄

δ

δA
] .

An overview of all dual state transitions and associated particle transfers are given in
column 5 of Table 3.1 together with their energy thresholds (A.3).
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B

Diagonalization of the kernel

B.1 | Energy basis
In the following, we give some details of the kernel diagonalization sketched in Sec. 4.2.1
and explicitly the energy representation of some relevant super(co-) verctors.

The polarization vector (A| = |+) − − introduced in Eq.(4.10) is chosen to fulfill
(A|1) = (A|p) = 0 and can be guessed easily, when |1) and |p) are given in the energy
basis,

|1) = |+)+ |−)+ 2|1) , (B.1)

|p) = |+)+ |−)− 2|1) . (B.2)

Having guessed A and therefore the ansatz (4.10) for (c′|, we now determine the
general form of the corresponding REV |c) by the cross-relation (4.7):

c3(c′|P†
= |c) = c3

[
− c̄1|A)+ c̄2|p)

]
. (B.3)

Next, we determine the factors ci from the orthonormality of the kernel eigenbasis.
From the orthogonality (c′|z) = 0, we obtain

c1(A|z)+ c2(1|z) = 0⇔ c2 = −c1〈A〉z (B.4)

and from (p′|c) = 0, we obtain

−c̄1(pz̄|A)+ c̄2(pz̄|p) = 0⇔ c̄2 = c̄1〈A〉z̄ , (B.5)

as (pz̄|A) = (z̄|A) = (A|z̄) and (pz̄|p) = (z̄|p2) = (z̄|1) = 1 due to the normalization
of the dual stationary state z̄.
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Appendix B. Diagonalization of the kernel B.2. Polarization basis

Using relation (B.4) in (4.10) and (B.5) in (B.3), the orthonormality of the kernel basis
implies

1 = (c′|c) = −c̄3c̄1c1(A|A) = −2c3c̄1c1, (B.6)

where we used (1|p) = 0. We choose c1 = 1 and c3 = − 1
2 to obtain Eq. (4.12) of the

main text. Note that the additional normalization factor c3 necessary in (B.6) has been
introduced in the REV |c) instead of the LEV (c′|, as the latter is the relevant quantity
used to express the charge current operator, which should have no additional prefactors.

Finally, we determine the third eigenvalue −γc of W explicitly in the energy basis,
by solving for (c′|W = −γc(c′|, using the energy representations (3.26, 4.11, B.2) of W,
A and p, respectively:

−γc = −
1
2 ∑

η,τ
Wη

1,τ (B.7)

Furthermore,weneed the representationof the stationary state in the energybasis, which
is obtained from solving W|z) = 0. In the energy basis, the real and dual stationary
states read

|z) = 1[
∑τ W1,τ

][W1,−
(

1− W1,+

γp

)
|+)+ W1,+

(
1− W1,−

γp

)
|−)+ 2

W1,+W1,−
γp

|1)
]

,

(B.8)

|z̄) = 1[
∑τ Wτ̄,1

][W+,1

(
1− 2

W−,1

γp

)
|−)+ W−,1

(
1− 2

W+,1

γp

)
|+)+ 4

W−,1W+,1

γp
|1)
]

.

(B.9)

For completeness, we give the energy basis representation of the L-and R charge EVs
as well:

|c) = 1[
2γp −∑τ W1,τ

][(γp −W1,+

)
|+)−

(
γp −W1,−

)
|−)−

(
W1,− −W1,+

)
|1)
]

,

(B.10)

(c′| = 1

2
[
γp −∑τ Wτ,1

][(γp − 2W−,1

)
(−|−

(
γp − 2W+,1

)
(+|+ 2

(
W+,1 −W−,1

)
(1|
]

.

(B.11)

B.2 | Polarization basis
In the following, we determine the left and right eigenvectors of the (shifted) kernel
in the polarization basis. We use the bi-orthogonality of the basis vectors and their
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Appendix B. Diagonalization of the kernel B.2. Polarization basis

normalization

1
4(1|1) =

1
4(p|p) = 1

2(A|A) = 1, (B.12)

which leads to the following completeness relation in the diagonal subspace:

I = 1
4 |1)(1|+

1
2 |A)(A|+ 1

4 |p)(p| . (B.13)

As pointed out in Sec. 4.2.5, the basis vectors are cross-related by duality according to

P |1)†
= (p|, P |A)

†
= −(A|, P |p)†

= (1| (B.14a)

(1|P†
= |p), (A|P†

= −|A), (p|P†
= |1). (B.14b)

Starting from the spectral decomposition (4.41) of the shifted kernel in the 1, A, p-
basis, its diagonal form (4.42) can be easily obtained: (i) The eigenvalues can be read off
from thediagonal of Eq. (4.41) giving± 1

2 γp and−γC alongwith the normalization (B.13).
(ii) The first left basis vector (1| and the last right basis vector |p) are eigenvectors for
different eigenvalues. The two remaining left (right) eigenvectors are then found by
standard forward (backward) recursion for lower-triangular matrices:

(z′| = (1|, (B.15a)

(c′| = (A|+ γs
1
2 γp + γC

(1|, (B.15b)

(p′| = 1
4(p|+ γs

1
2 γp − γC

1
2(A|+

(γC

γp
+

γs

γp

γs
1
2 γp − γC

)
1
2(1|, (B.15c)

|z) = 1
4 |1)−

γs
1
2 γp + γC

1
2 |A)−

(γC

γp
− γs

γp

γs
1
2 γp + γC

)
1
2 |p), (B.15d)

|c) = 1
2

[
|A)− γs

1
2 γp − γC

|p)
]
, (B.15e)

|p) = |(−1)N). (B.15f)

This compact result reveals that the coefficients of the different eigenvectors in fact have
a very similar functional form (B.15). Notably, the eigenvectors are specified by the
eigenvalues, namely the duality invariants± 1

2 γp and γC, and a single additional param-
eter, the duality invariant γs. (iii) Due to their recursive construction, the normalization
of the eigenvectors is automatically fixed by that of the basis vectors:

(z′|z) = 1
4(1|1) = 1, (c′|c) = 1

2(A|A) = 1, (p′|p) = 1
4(p|p) = 1. (B.16)

(iv) Finally, the cross-relation of eigenvectors (4.7) dictated by duality is manifest,

P |z)†
= (p′|, P |c)†

= − 1
2(c′|, P |p)†

= (z′|, (B.17a)
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Appendix B. Diagonalization of the kernel B.2. Polarization basis

(z′|P†
= |p), (c′|P†

= −2|c), (p′|P†
= |z), (B.17b)

by merely noting the cross-relation of the duality-adapted basis vectors [Eq. (B.14)] and
the duality invariance of the scalar coefficients [Eq. (4.35)]. This mapping preserves
the bi-orthogonality of the left and right eigenvectors. It also shows how the spectral
form (4.42) of W + 1

2 γp I ensures duality (−) invariance: The mapping cross relates
the first and last spectral projectors and it relates the middle spectral projector to itself1.
Together with the (+) invariance of the eigenvalue ± 1

2 γp and the (−) invariance of the
eigenvalue γC this implies that Eq. (4.42) simply inverts its sign as it should by Eq. (4.2).
Note in particular that this inversion is not simply achieved by inverting the signs of all
eigenvalues.

Finally, we give the representation of the expectation values of parity andpolarization
in the real and dual stationary states in terms of the invariant variables γ, using the
explicit representation (B.15) of the stationary state:

〈A〉z = −
γs

1
2 γp + γC

, 〈p〉z = −
2γC

γp
+

2γ2
s

γp(
1
2 γp + γC)

, (B.18a)

〈A〉z̄ =
γs

1
2 γp − γC

, 〈p〉z̄ =
2γC

γp
+

2γ2
s

γp(
1
2 γp − γC)

. (B.18b)

In terms of the (shifted) invariants γp, γc, γs, they read

〈A〉z = −
γs

γc
, 〈p〉z = 1− 2

γ2
c − γ2

s
γpγc

, (B.19a)

〈A〉z̄ =
γs

γp − γc
, 〈p〉z̄ = 1− 2

(γp − γc)2 − γ2
s

γp(γp − γc)
. (B.19b)

.

1The left and right eigenvectors tomiddle eigenvalue−γC cannot be normalized to eliminate the factors
−1/2 resp. −2 without undesirable effects. The − sign can be eliminated at the expense of normalization
factors which are either complex (making c, c′ non-self adjoint) or discontinuous in δ, both unnecessary
complications. The factor 1/2 can be eliminated by normalization 1/

√
2 but our choice ensures that (c′|

occurs without pre-factors in the charge current operators (which later on cancel in expectation values).
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C

Charge current contributions

In the following, we give the full derivation of the total charge current (4.17) and its
constituents (4.31-4.32) of themain text. Furthermore, we determine the transient charge
amplitudes of these constituents and their stationary part.

First, we note that the extended labeling n of the number of Cooper pairs in the
(Andreev) states introduced in Eq.(4.24-4.25) of themain text corresponds to the effective
Hamiltonian

H+S
D = εND ⊗ 1S + UN↑N↓ ⊗ 1S − 1

2 α ∑
n

d†
↑d

†
↓ |n〉 〈n + 1|+ h.c (C.1)

of the SQD, with the complete dot-charge operator

|ND) = 2|2)+ 2|1) (C.2)

and the completeness relation

|1S) = ∑
n
|n〉 〈n| = ∑

n
|n) . (C.3)

The total charge current IN can be determined by applying the total charge operator
(N|•, see Eq. (4.29), to the master equation (4.28) and using the orthogonality of the
extended basis,

(τ, n|τ′, n′) = δτ,τ′δn,n′ , τ(′) = ± , (C.4)

(1, n|κ, n′) = δ1,κδn,n′ , κ = ±, 1 . (C.5)

The orthogonality relations have to be explicitly verified by inserting the definitions of
the extended (Andreev) states (4.24-4.25).

The dot-charge contribution to the total charge current

IND = −(ND ⊗ 1S|W+Sρ+S) (C.6)
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Appendix C. Charge current contributions

can be derived from the master equation (4.28) using the relations

(ND ⊗ 1S|τ, n) =
2

γp
Γτ, τ = ±

(ND ⊗ 1S|1, n) = 1.

We explicitly determine

(ND ⊗ 1S|τ, n) = (1S|⊗ (ND|τ, n)

= (1S|⊗
[
2(2|+ 2(1|

] 1
γp

[
Γτ̄|0)⊗ |n + 1)+ Γτ|2)⊗ |n)+ τ|0, 2)...

]
= (1S|⊗

2
γp

Γτ(2|2)|n)

=
2

γp
Γτ ∑

n′
〈n′|n〉δn,n′

=
2

γp
Γτ .

According to Eq.(4.28), IND is then given by

IND =− ∑
n,τ∈±

2
γp

Γτ(p1n[We
τ1 + Wh

τ1]− pτn[Wh
1τ + We

1τ])

− ∑
n,τ∈±

(pτn[Wh
1τ + We

1τ]− p1n[We
τ1 + Wh

τ1])

=− ∑
τ∈±

(1− 2
γp

Γτ)
[

pτ[Wh
1τ + We

1τ] + p1[We
τ1 + Wh

τ1]
]

=− ∑
n,τ∈±

(−τ
δ

δA
)
[

pτ[Wh
1τ + We

1τ]− p1[We
τ1 + Wh

τ1]
]
.

Similarly, using the relations

(2Ncp ⊗ 1D|τ, n) = 2n +
2

γp
Γτ̄, τ = ±

(2Ncp ⊗ 1D|1, n) = 2n ,

we obtain the Cooper pair contribution

INcp =− ∑
n,τ∈±

p1,n

[(
2n +

2
γp

Γτ̄

)
We

τ1 +
(

2(n− 1) +
2

γp
Γτ̄

)
Wh

τ1

]
+ ∑

n,τ∈±
pτ,n

(
2n +

2
γp

Γτ̄

)[
Wh

1τ + We
1τ

]
− ∑

n,τ∈±
pτ,n[2nWh

1τ + 2(n + 1)We
1τ] + ∑

n,τ∈±
p1,n2n

[
We

τ1 + Wh
τ1

]
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=− 2
γp

∑
n,τ∈±

pτ,n[ΓτWe
1τ − Γτ̄Wh

1τ]−
2

γp
∑

n,τ∈±
p1n[Γτ̄We

τ,1 − ΓτWh
τ1]

=− 2
γp

∑
τ∈±

pτ[ΓτWe
1τ − Γτ̄Wh

1τ]−
2

γp
∑

τ∈±
p1[Γτ̄We

τ,1 − ΓτWh
τ1] . (C.7)

Havingderived the componentsCNx
κ of the contribution x to the total charge current in

the energy basis, see Eq.(4.18) for the definition of the CNx
κ , their transient and stationary

parts are according to Eq. (4.21) given by

e−γct
[
〈A〉ρ0 − 〈A〉z

]
∑

κ=±,1
Cx

κ cκ ,

∑
κ=±,1

Cx
κ zτ ,

respectively. Inserting the components of the chargemode (B.10) and the stationary state
(B.8) in the energy basis, one obtains the stationary and transient parts listed in table C.1
by polynomial division. They can be derived more efficiently in the polarization basis
introduced in Sec. 4.2.5 of the main text.

x Ix,c ≡ ∑κ=±,1 Cx
κ cκ Ix,z ≡ ∑κ=±,1 Cx

κ zτ

N 1
2 ∑η,τ ητWη

1,τ 〈A〉z 1
2 ∑η,τ ητWη

1,τ +
1
2 ∑η,τ ηWη

1,τ

ND
δ

δA
1
2 ∑η,τ Wη

1,τ 0

Ncp = IN,c − IND,c = IN,c

Table C.1. Overview of transient (middle column) and stationary (right column) parts
of the different current contributions x.
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D

Relations between real and dualtransport rates

Fermionic duality is based on the behaviour of the fermionic reservoir distribution func-
tion f η(ω) = (eηω + 1)−1 = f−η(−ω)under inversionof the energy: f η(ω) = 1− f η(−ω).
It implies the following relations between actual and dual transport rates Wi,j, W̄i,j:

Wη
1,τ = Γητ − W̄η

1,τ̄, 2Wη
τ,1 = Γη̄τ − 2W̄η

τ̄,1, Wη
1,τ = 2W̄ η̄

τ̄,1. (D.1)

In the last relation, inverting the direction of the transition from τ → 1 to 1→ τ inverts
both the state (τ̄ = −τ) and the direction of electron transfer (η̄ = −η)1. These relations
allow to eliminate kernel rates in one direction in favour of those for the opposite
direction by a sum rule, which is obtained by combining the second and third relation
of (D.1):

2Wη
τ,1 + W η̄

1,τ = Γη̄τ, 2Wτ,1 + W1,τ = γp. (D.2)

Here, the second expression results from summing over η. In the main text, we can thus
focus on parametrizing the rates for one direction, say τ → 1.

1Note that the ansatz (4.34) of the main text for rewriting the kernel rates W1,τ in terms of the duality-
invariant rates γ by decomposing it into η, τ-(anti-) symmetric contributions, is therefore also motivated by
the last relation of (D.1), independently of our original motivation given in the main text.
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E

Stationary duality and Kolmogorov
detailed balance

Here we present two derivations of the stationary duality relation (4.54).
Direct derivation: UsingEqs. (B.18)wefirst express theparity−1probability 1

2 [1−〈p〉z]
in terms of 〈A〉z and 〈A〉z̄ by eliminating ( 1

2 γp + γC)/γp = [1− 〈A〉z/〈A〉z̄]−1 and then
express the remainder in 〈A〉z. One then similarly expresses the parity +1 probability:

1
2

[
1− 〈p〉z

]
=

1− 〈A〉2z
1− 〈A〉z/〈A〉z̄

, 1
2

[
1 + 〈p〉z

]
=

1− 〈A〉z〈A〉z̄
1− 〈A〉z̄/〈A〉z

, (E.1)

1
2

[
1− 〈p〉z̄

]
=

1− 〈A〉2z̄
1− 〈A〉z̄/〈A〉z

, 1
2

[
1 + 〈p〉z̄

]
=

1− 〈A〉z〈A〉z̄
1− 〈A〉z/〈A〉z̄

. (E.2)

The second row is obtained in a similarway and corresponds to formally replacing z→ z̄
in the first row. From the first (second) relation in the first (second) row one then finds
the dual polarization (parity) in terms of the actual polarization and parity as given by
Eq.(4.54a).

Derivation based on detailed balance: In the following, we derive Eq. (4.54) of the
main text alternatively, starting from the energy basis. The derivation is based on the
"universal" fermionic duality relation (4.55) previously found in Ref. [49] for normal
conducting systems. The underlying assumptions of this relation apply to our system
of interest, see Sec.4.3.2 of the main text for a discussion. In our notation, these rela-
tions connect the energy-basis probabilities [Eq. (3.24)] of |z) = ∑τ zτ|τ) + z1|1) and
|z̄) = ∑τ z̄τ|τ̄)+ z̄1|1) of which we eliminate z1 and z̄1 by normalization. Accounting
for the degeneracy of the N = 1 spin states, Eq. (4.55) gives for the Andreev states τ = ±

z̄τ =
(z−τ)−1

∑τ z−1
τ + 2(z1/2)−1

=
z1

z1 ∑τ zτ + 4z+z−
zτ = Fzτ, (E.3)
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with rescaling factor (4.54b)

F =
z1

z1 ∑τ zτ + 4z+z−
=

1
2

[
1− 〈p〉z

]
1
2

[
1 + 〈p〉z

]
− 〈A〉2z

. (E.4)

Changing to duality-adapted variables zτ = 1
4

[
1+ 〈p〉z

]
+ τ 1

2 〈A〉z and z1 = 1
2

[
1− 〈p〉z

]
,

we obtain relation (4.54a)

〈Ā〉z̄ ≡∑
τ

τz̄τ = F ∑
τ

τzτ = F〈A〉z, (E.5)

1
2

[
1 + 〈p〉z̄

]
≡∑

τ

z̄τ = F ∑
τ

zτ = F 1
2

[
1 + 〈p〉z

]
. (E.6)
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F

Condition for self-duality

Here we consider the self-duality condition γc =
1
2 γp for the charge decay rate, which is

according to Eqs. (4.46), (3.32) of the main text, given by

γc =
1
2 ∑

ητ

Wη
1,τ = 1

2 γp ∑
λ

1
2

(
1 + λ

δ

δA

)
∑
η

f−η
(

1
2 (λδA + ηU)− µ

)
. (F.1)

F.1 | Exact self-duality and its breakdown due to inter-
action

The strict lower / upper bounds (4.59), γc ≷ 1
2 γp for U ≷ 0 at finite temperature T follow

using f (x) = [ex/T + 1]−1 = 1
2

[
1 + (1− ex/T)/(1 + ex/T)

]
and f η(x) = f (ηx) :

∑
η

f−η
(

x + ηy) = 1 +
1− e−2y/T

(e−(x+y)/T + 1)(e(x−y)/T + 1)
≷ 1. (F.2)

With x = λδA − µ and y = U/2, Eq. (F.1) gives γc ≷ 1
2 γp ∑λ

1
2 (1 + λ δ

δA
) = 1

2 γp for
U ≷ 0. For T < ∞, the condition for self-duality (4.56), γc = γp/2 [Eq. (4.58)], holds for
all values of parameters other than U, if and only if U = 0, since Eq. (F.2) is an equality
if and only if y = 0. For T → ∞ the equality is satisfied trivially for all parameter values.

F.2 | Asymptotic self-duality
It is possible to achieve self-duality asymptotically, i.e., by making one energy scale
dominate all others (excluding Γ which cancels out γc = γp/2). All that is needed is
to eliminate the dependence on η in the argument of the Fermi distribution in Eq. (F.1).
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This is always possible by choosing a high temperature T � |U|, |α|, |δ|

γc ≈ 1
2 γp ∑

λ

1
2

(
1 + λ

δ

δA

)
∑
η

f−η
(
0
)
= 1

2 γp. (F.3)

If the temperature is not dominant, to achieve self-duality, the η dependence should be
made ineffective, which is tied to the interaction U in Eq. (F.1) in the transition energy
Eη,ηλ = 1

2 (λδA + ηU)− µ. For large bias voltage |µ| � |δ|, |α|, U such that |µ| � |Eη,ηλ|
, this works:

γc ≈ 1
2 γp ∑

λ

1
2

(
1 + λ

δ

δA

)
∑
η

f−η
(
− µ

)
= 1

2 γp. (F.4)

Similarly, for large pairing |α| � |δ| relative to detuning, we recover the U → 0 limit:

γc ≈ 1
2 γp ∑

λ

1
2

(
1 + λ

δ

α

)
∑
η

f−η
(
λ 1

2 |α| − µ
)
= 1

2 γp. (F.5)

For large detuning |δ| � |α|, U one recovers

γc ≈ 1
2 γp ∑

λ

1
2

(
1 + λ

δ

|δ|
)

∑
η

f−η
(
λ 1

2 |δ| − µ
)
= 1

2 γp. (F.6)

151



G

Transport expressions in different
limiting cases

G.1 | Interacting dot without pairing
In the following, we summarize our results for the state evolution and transport equa-
tions in the limit α→ 0. First, we point out that the labeling of the eigenstates [Eq. (3.19)]
becomes a discontinuous choice of labeling the obvious even parity charge eigenstates
at α, δ = 0:

|τ〉 〈τ| α→0
= |0〉 〈0| for τ = − δ

|δ| and |τ〉 〈τ| α→0
= |2〉 〈2| for τ = +

δ

|δ| . (G.1)

Similarly, the invariants γs, γ′s associated with an asymmetry with respect to energy
eigenstates [τ branches, see Eq. (4.36a)-(4.36b)] are discontinuous and are related by the
δ-sign to continuous invariants γc, γ′c which are ignorant of this asymmetry:

γs
α→0
=

δ

|δ|γ
′
c, γ′s

α→0
=

δ

|δ|γc. (G.2)

As mentioned in the main text [Eq. (4.16)], the parameter-dependent polarization ob-
servable [cf. Eq. (B.14)] is discontinuous in δ but in a simple way,

A = ∑
τ

τ |τ〉 〈τ| α→0
=

δ

|δ| (N − 1). (G.3)

Inserting Eq. (G.2) and Eq. (G.3) into the observables (B.18) we recover the continuous
expressions of Ref. [17] but in the more compact form of duality invariants,

〈N − 1〉z α→0
= −γ′c

γc
, 〈p〉z α→0

= 1− 2
γ2

c − γ′2c
γpγc

, (G.4a)
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Appendix G. Limiting cases G.1. Interacting dot without pairing

〈N − 1〉z̄ α→0
=

γ′c
γp − γc

, 〈p〉z̄ α→0
= 1− 2

(γp − γc)2 − γ′2c
γp(γp − γc)

. (G.4b)

Thus, for α → 0 our appropriate duality-adapted observables essentially reduce to the
parity p and the charge polarization N−1 and our four duality invariants simplify to just
two invariants γc (state) and γ′c (transport) both continuous in gate voltage δ. This result
shows that also in Ref. [17], it is possible to eliminate all dual stationary observables in
favour of the actual ones. Indeed, the stationary duality relation (4.54) also holds with
the substitution A→ N − 1 (the δ-signs cancel) and shows the consistency of the actual
and dual positivity constraints |〈N − 1〉z| ≤ 1

2 [1 + 〈p〉z] and |〈N − 1〉z̄| ≤ 1
2 [1 + 〈p〉z̄].

We recover the state evolution Eqs. (S3-S5) of Ref. [17] for α→ 0 in (4.61):

|ρ(t)) α→0
=

[
1
4 |1)+ 〈N − 1〉z 1

2 |N − 1)+ 〈p〉z 1
4 |p)

]
+ 1

2

[
|N − 1)− 〈N − 1〉z̄|p)

]
e−γct[〈N〉ρ0 − 〈N〉z

]
+ |p)e−γpt

{
1
4

[
〈p〉ρ0 − 〈p〉z

]
+ 1

2 〈N − 1〉z̄
[
〈N〉ρ0 − 〈N〉z

]}
. (G.5)

Likewise, for the currents (4.67)-(4.80b) we recover Eq. (S8) of Ref. [17] with continuous
factors:

IN(t)
α→0
= γce−γct[〈N〉ρ0 − 〈N〉z

]
(G.6)

IQ(t)
α→0
=

[ 1
2

(
δ−U〈N − 1〉z̄

)
− µ

]
γce−γct[〈N〉ρ0 − 〈N〉z

]
+ Uγpe−γpt

{
1
4

[
〈p〉ρ0 − 〈p〉z

]
+ 1

2 〈N − 1〉z̄
[
〈N〉ρ0 − 〈N〉z

]}
. (G.7)

These expressions have been successfully applied to the analysis of both repulsive
(U > 0) [17] and attractive (U < 0) quantum dots [48] in prior works to which we
refer for concrete worked-out examples and discussion of experimental protocols. Com-
pared to the result of Ref. [17] the last term in Eqs. (G.5) and (G.7) has been simpli-
fied using Eq. (4.53) and (4.61). This makes explicit that without initial excess charge
(〈N〉ρ0 = 〈N〉z) the heat current exhibits strictly single-exponential γp decay, whereas
without initial excess parity (〈p〉ρ0 = 〈p〉z) one still has double exponential heat decay.

A final point to note is that the distinct behaviour 〈N〉z and 〈p〉z is due to the
interaction: only when additionally sending U → 0 do we have γc → 1

2 γp since Eη,η = ε

independent of η. By Eq. (4.58) the system is then self-dual such that the parity is
completely fixed by the charge-polarization

−〈N − 1〉z̄ α,U→0
= 〈N − 1〉z, 〈p〉z U,α→0

= 〈N − 1〉2z , 〈p〉z̄ U,α→0
= 〈N − 1〉2z̄ . (G.8)

The other nonzero invariant simplifies to an antisymmetric step function,
γ′c → 1

2 γp
[
1− 2 f (ε− µ)

]
which determines the charge-polarization [Eq. (G.4a)]:

〈N − 1〉z α,U→0
= 2 f (ε− µ)− 1. (G.9)
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Appendix G. Limiting cases G.2. Proximized dot without interaction

G.2 | Proximized dot without interaction
For a non-interacting dot (U = 0) proximized by a superconductor (α 6= 0), see Ref. [90],
fermionic duality also remains a dissipative symmetry, but its implications in this case
have not been considered. Since in this case γc has one vanishing component [Eq. (4.68)],
κ′s → 0, and the other is constant, κc → γp/2, the invariants again simplify:

γc
U→0
= 1

2 γp, γ′s
U→0
= 1

2 γp
δ

δA
. (G.10)

Thus exact self-duality is fulfilled by Eq. (4.58), and the corresponding discussion in
Sec. 4.4.1 applies. The reason is that Eη,τ → 1

2 ητδA depends only on the product
ητ ≡ λ = ± unlike the interacting case [Eq. (3.28)]. For the two remaining invariants
γ′c = κ′c +

δ
δA

κs and γs = κs +
δ

δA
κ′c, the components read

κs
U→0
= 1

2 γp ∑
λη

1
2 λη f−η( 1

2 λδA − µ), κ′c
U→0
= 1

2 γp ∑
λη

1
2 η f−η( 1

2 λδA − µ). (G.11)

Importantly, for U = 0 the self-duality (G.10) holds for all values of the remaining
parameters δ, µ, T, Γ, and in particular, the pairing α, such that we have according to
Eq. (B.19)

〈A〉z U→0
= 〈Ā〉z̄, 〈p〉z U→0

= 〈p〉z̄, 〈p〉z U→0
= 〈A〉2z , 〈p〉z̄ U→0

= 〈A〉2z̄ . (G.12)

Applying all simplifications [ (4.62)-(4.63), (4.70), (4.82)], we obtain for the stationary
polarization

〈A〉z U→0
= −2

γs

γp
= −∑

λ

1
2

(
λ +

δ

δA

)
∑
η

η f−η( 1
2 λδA − µ), (G.13)

and for the non-interacting stationary current (4.71):

IN(∞) = γ′c + γ′s〈A〉z = 1
2 γp

1
2 ∑

λη

η f−η( 1
2 λδA − µ)×

(
1− δ2

δ2
A

)
. (G.14)

G.3 | Proximized dot at high bias
Finally, for an interacting and proximized dot at high bias, µ � U, |α|, |δ|, T, Γ (for
simplicity denoted as “|µ| → ∞”) we have asymptotic self-duality as mentioned in
Sec. 4.4.1. In this case |µ| � |Eη,τ| such that all dependence on the Andreev en-
ergies (and thus on η and τ) drops out in the components (4.68). Therefore the
two components κs, κ′s → 0 vanish, one is constant κc → γp/2 and one simplifies to

154



Appendix G. Limiting cases G.3. Proximized dot at high bias

κ′c → 1
2 γp ∑η η f−η(−µ) = 1

2 γp tanh[µ/(2T)]. Once more the invariants have a simple
property

γs
|µ|→∞
=

δ

δA
γ′c, γ′s

|µ|→∞
=

δ

δA
γc, (G.15)

which is very similar to the α → 0 case (G.2) except for the fact that the “sign function”
δ/|δ| in Eq. (G.10) gets “broadened” by α in δ/δA. Note that this gate-voltage depen-
dence of the pre-factor, originating from the state-dependence of the effective rate Γητ

[Eq. (3.31)], is not wiped out by the high bias which by our assumptions has to remain
below the (infinite) gap of the superconductor, see Sec. 3.3. The remaining invariants
read

γc
|µ|→∞
= 1

2 γp, γ′c
|µ|→∞
= 1

2 γp tanh
( µ

2T

)
, (G.16)

such that by Eq. (4.58) we again have self-duality (4.56):

〈A〉z
|µ|→∞
= 〈Ā〉z̄, 〈p〉z

|µ|→∞
= 〈p〉z̄ 〈p〉z

|µ|→∞
= 〈A〉2z , 〈p〉z̄

|µ|→∞
= 〈A〉2z̄ . (G.17)

and the simplifications [ (4.62)-(4.63), (4.70), (4.82)] apply. Now the stationary polariza-
tion consists of factors independently controlled by the applied voltages:

〈A〉z
|µ|→∞
= − δ

δA
tanh

( µ

2T

)
. (G.18)

Likewise, in the stationary current (4.69) the pre-factor κ′c depends only on the bias µ:

IN(∞) = γ′c + γ′s〈A〉z
|µ|→∞
= 1

2 γp tanh
( µ

2T

)
×
(

1− δ2

δ2
A

)
. (G.19)
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H

Derivation of an effective master
equation for the resonant region

We derive an effective master equation for the resonant region δ ≈ δPHS in the regime of
high bias and weak pairing. Based on Table 3.1 and panel (c) of Fig. 5.7, we note that
all Fermi functions can be replaced by the zero-temperature thresholds µ− Eη,τ � 0 in
this regime. This considerably simplifies the master equation:

dρ1

dt
= −1

2
(∑

τ

Γτ)ρ1 + ∑
τ

Γτ̄ρτ (H.1)

dρτ

dt
= −Γτ̄ρτ +

Γτ

2
ρ1 . (H.2)

From the stationary state, we extract the real and dual polarizations as given in Eqs. (5.27-
5.28) of the main text. In the same manner, the transport rates

γc =
1
2 ∑

η,τ
Wη

1,τ, (H.3)

γ′s =
1
2 ∑

η,τ
ητ Wη

1,τ (H.4)

simplify by replacing the Wη
1,τ with the corresponding Γ±-rates. They can be extracted

from the τ → 1 transitions for particle η according to Table 3.1,

γc =
Γ+ + Γ−

2
, (H.5)

γ′s =
Γ+ − Γ−

2
, (H.6)

or equivalently as given in Eqs. (5.27-5.28).
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